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## Foreword


#### Abstract

The Norwegian government established the Abel Prize in mathematics in 2002, and the first prize was awarded in 2003. In addition to honoring the great Norwegian mathematician Niels Henrik Abel by awarding an international prize for outstanding scientific work in the field of mathematics, the prize shall contribute toward raising the status of mathematics in society and stimulate the interest for science among school children and students. In keeping with this objective, the Niels Henrik Abel Board has decided to finance annual Abel Symposia. The topic of the symposia may be selected broadly in the area of pure and applied mathematics. The symposia should be at the highest international level and serve to build bridges between the national and international research communities. The Norwegian Mathematical Society is responsible for the events. It has also been decided that the contributions from these symposia should be presented in a series of proceedings, and Springer Verlag has enthusiastically agreed to publish the series. The Niels Henrik Abel Board is confident that the series will be a valuable contribution to the mathematical literature.


## Preface

In recent years we have witnessed a remarkable convergence between individual mathematical disciplines that approach deterministic and stochastic dynamical systems from mathematical analysis, computational mathematics, and control theoretical perspectives. One of the prime examples is the theory of rough paths, pioneered by Terry Lyons (Oxford). Massimiliano Gubinelli (Paris/Bonn) subsequently developed the notions of controlled and branched rough paths. This line of work culminated in the 2014 Fields Medal being awarded to Martin Hairer (Warwick/London) for his far-reaching work on regularity structures, which led him to breakthrough discoveries in the theory of stochastic partial differential equations.

Rough paths theory has strong connections to the analysis of geometric integration algorithms for deterministic flows, where the need to understand structure preservation has led to the development of new analytical tools based on modern algebra and combinatorics. Recent developments in these fields provide a common mathematical framework for attacking many different problems related to differential geometry, analysis and algorithms for stochastic and deterministic dynamics.

In the Abel Symposium 2016 (August 16-19), leading researchers in the fields of deterministic and stochastic differential equations, numerical analysis, control theory, algebra, and random processes met at the picturesque Barony in Rosendal near Bergen for a lively exchange of research ideas and presentation of the current state of the art in these fields. The current Abel Symposia volume may serve as a point of departure for exploring these related but diverse fields of research, as well as an indicator of important current and future developments in modern mathematics.
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# Facilitated Exclusion Process 

Jinho Baik, Guillaume Barraquand, Ivan Corwin, and Toufic Suidan


#### Abstract

We study the Facilitated TASEP, an interacting particle system on the one dimensional integer lattice. We prove that starting from step initial condition, the position of the rightmost particle has Tracy Widom GSE statistics on a cube root time scale, while the statistics in the bulk of the rarefaction fan are GUE. This uses a mapping with last-passage percolation in a half-quadrant which is exactly solvable through Pfaffian Schur processes. Our results further probe the question of how first particles fluctuate for exclusion processes with downward jump discontinuities in their limiting density profiles. Through the Facilitated TASEP and a previously studied MADM exclusion process we deduce that cube-root time fluctuations seem to be a common feature of such systems. However, the statistics which arise are shown to be model dependent (here they are GSE, whereas for the MADM exclusion process they are GUE). We also discuss a two-dimensional crossover between GUE, GOE and GSE distribution by studying the multipoint distribution of the first particles when the rate of the first one varies. In terms of half-space last passage percolation, this corresponds to last passage times close to the boundary when the size of the boundary weights is simultaneously scaled close to the critical point.


## 1 Introduction

Exclusion processes on $\mathbb{Z}$ are expected, under mild hypotheses, to belong to the KPZ universality class $[6,11]$. As a consequence, one expects that if particles start densely packed from the negative integers - the step initial condition - the positions

[^0]of particles in the bulk of the rarefaction fan will fluctuate on a cube-root time scale with GUE Tracy-Widom statistics in the large time limit. The motivation for this paper is to consider the fluctuations of the location of the rightmost particle and probe its universality over different exclusion processes.

In the totally asymmetric simple exclusion process (TASEP) the first particle jumps by 1 after an exponentially distributed waiting time of mean 1 , independently of everything else. Hence its location satisfies a classical Central Limit Theorem when time goes to infinity (i.e. square-root time fluctuation with limiting Gaussian statistics). This is true for any totally asymmetric exclusion process starting from step initial condition. However, in the asymmetric simple exclusion process (ASEP), the trajectory of the first particle is affected by the behaviour of the next particles. This results in a different limit theorem. Tracy and Widom showed [19, Theorem 2] that the fluctuations still occur on the $t^{1 / 2}$ scale, but the limiting distribution is different and depends on the strength of the asymmetry (see also [13] where the same distribution arises for the first particle's position in a certain zero-range process). In [3], another partially asymmetric process called the MADM exclusion process was studied. The first particle there fluctuates on a $t^{1 / 3}$ scale with TracyWidom GUE limit distribution, as if it was in the bulk of the rarefaction fan. An explanation for why the situation is so contrasted with ASEP (and other model where the first particle has the same limit behaviour) is that the MADM, when started from step initial condition, develops a downward jump discontinuity of its density profile around the first particle (see Figure 3 in [3]).

In this paper, we test the universality of the fluctuations of the first particle in the presence of a jump discontinuity - does the $t^{1 / 3}$ scale and GUE statistics survive over other models? We solve this question for the Facilitated TASEP. Our results show that the GUE distribution does not seem to survive in general, though we do still see the $t^{1 / 3}$ scale.

### 1.1 The Facilitated TASEP

The Facilitated Totally Asymmetric Simple Exclusion Process (abbreviated FTASEP in the following) was introduced in [4] and further studied in [9, 10]. This is an interacting particle system on $\mathbb{Z}$, satisfying the exclusion rule, which means that each site is occupied by at most 1 particle. A particle sitting at site $x$ jumps to the right by 1 after an exponentially distributed waiting time of mean 1 , provided that the target site (i.e. $x+1$ ) is empty and that the site $x-1$ is occupied. Informally, the dynamics are very similar with TASEP, with the only modification being particles need to wait to have a left neighbour (facilitation) before moving (See Fig. 1). It was introduced as a simplistic model for motion in glasses: particles move faster in less crowded areas (modelled by the exclusion rule), but need a stimulus to move (modelled by the facilitation rule). We focus here on the step initial condition: at time 0 , the particles occupy all negative sites, and the non-negative sites are empty.


Fig. 1 The particles in black jump by 1 at rate 1 whereas particles in gray cannot

Since the dynamics preserve the order between particles, we can describe the configuration of the system by their ordered positions

$$
\cdots<x_{2}<x_{1}<\infty
$$

Let us collect some (physics) results from [9] which studies the hydrodynamic behaviour - but not the fluctuations. Assume that the system is at equilibrium with an average density of particles $\rho$. A family of translation invariant stationary measures indexed by the average density - conjecturally unique - is described in the end of Sect.3.1. Then the flux, i.e. the average number of particles crossing a given bond per unit of time, is given by (see [9, Eq. (3)] and (8) in the present paper)

$$
\begin{equation*}
j(\rho)=\frac{(1-\rho)(2 \rho-1)}{\rho} . \tag{1}
\end{equation*}
$$

This is only valid when $\rho>1 / 2$. When $\rho<1 / 2$, [9] argues that the system eventually reaches a static state that consists of immobile single-particle clusters. One expects that the limiting density profile, informally given by

$$
\rho(x, t):=\lim _{T \rightarrow \infty} \mathbb{P}(\exists \text { particle at site } x T \text { at time } t T),
$$

exists and is a weak solution subject to the entropy condition of the conservation equation

$$
\begin{equation*}
\frac{\partial}{\partial t} \rho(x, t)+\frac{\partial}{\partial x} j(\rho(x, t))=0 \tag{2}
\end{equation*}
$$

Solving this equation subject to the initial condition $\rho(x, t)=\mathbb{1}_{\{x<0\}}$ yields the density profile (depicted in Fig. 2)

$$
\forall t>0, \rho(x t, t)= \begin{cases}1 & \text { if } x<-1 \\ \frac{1}{\sqrt{2+x}} & \text { if }-1 \leqslant x \leqslant 1 / 4 \\ 0 & \text { if } x>1 / 4\end{cases}
$$

See also [9, Eq. (5)]. It is clear that there must be a jump discontinuity in the macroscopic density profile since in FTASEP particles can travel only in regions where the density is larger than $1 / 2$.


Fig. 2 Limiting density profile, i.e. graph of the function $x \mapsto \rho(x, 1)$

In general, the property of the flux which is responsible for the jump discontinuity is the fact that $j(\rho) / \rho$, i.e. the drift of a tagged particle, is not decreasing as a function of $\rho$. The density around the first particle will be precisely the value $\rho_{0}$ that maximizes the drift. Let us explain why. On one hand, the characteristics of PDEs such as (2) are straight lines ([7, §3.3.1.]), which means in our case that for any density $\bar{\rho}$ occurring in the rarefaction fan in the limit profile, there exists a constant $\pi(\bar{\rho})$ such that

$$
\begin{equation*}
\rho(\pi(\bar{\rho}) t, t)=\bar{\rho} . \tag{3}
\end{equation*}
$$

$\pi(\bar{\rho})$ is the macroscopic position of particles around which the density is $\bar{\rho}$. Differentiating (3) with respect to $t$ and using the conservation equation (2) yields $\pi(\rho)=\frac{\partial j(\rho)}{\partial \rho}$. If we call $\rho_{0}$ the density around the first particle, then the macroscopic position of the first particle should be $\pi\left(\rho_{0}\right)$. On the other hand, the first particle has a constant drift, which is ${ }^{1} j\left(\rho_{0}\right) / \rho_{0}$. Combining these observations yields

$$
\left.\frac{\partial j(\rho)}{\partial \rho}\right|_{\rho=\rho_{0}}=\frac{j\left(\rho_{0}\right)}{\rho_{0}} \text { i.e. }\left.\frac{\mathrm{d}}{\mathrm{~d} \rho} \frac{j(\rho)}{\rho}\right|_{\rho=\rho_{0}}=0
$$

This implies that a discontinuity of the density profile at the first particle can occur only if the drift is not strictly decreasing as a function of $\rho$, and it suggests that $\rho_{0}$ is indeed the maximizer of the drift (see also [3, Section 4] for a different justification). In the example of the FTASEP, the maximum of

$$
\frac{j(\rho)}{\rho}=\frac{(1-\rho)(2 \rho-1)}{\rho^{2}}
$$

[^1]is such that $\rho_{0}=2 / 3$ and $\pi\left(\rho_{0}\right)=1 / 4$. In particular, this means that $x_{1}(t) / t$ should converge to $1 / 4$ when $t$ goes to infinity.

The fluctuations of $x_{1}(t)$ around $t / 4$ are not GUE distributed as for the MADM exclusion process [3, Theorem 1.3], but rather follow the GSE Tracy-Widom distribution in the large time limit.

Theorem 1 For FTASEP with step initial data,

$$
\mathbb{P}\left(\frac{x_{1}(t)-\frac{t}{4}}{2^{-4 / 3} t^{1 / 3}} \geqslant x\right) \underset{t \rightarrow \infty}{\longrightarrow} F_{\mathrm{GSE}}(-x)
$$

where the GSE Tracy-Widom distribution function $F_{\mathrm{GSE}}$ is defined in Definition 7.
In the bulk of the rarefaction fan, however, the locations of particles fluctuate as the KPZ scaling theory predicts $[12,18]$.

Theorem 2 For FTASEP with step initial data, and for any $r \in(0,1)$,

$$
\mathbb{P}\left(\frac{x_{\lfloor r t\rfloor}(t)-t \frac{1-6 r+r^{2}}{4}}{\varsigma t^{1 / 3}} \geqslant x\right) \underset{t \rightarrow \infty}{\longrightarrow} F_{\mathrm{GUE}}(-x)
$$

where $\varsigma=2^{-4 / 3} \frac{(1+r)^{5 / 3}}{(1-r)^{1 / 3}}$ and the GUE Tracy-Widom distribution function $F_{\mathrm{GUE}}$ is defined in Sect. 4.

We now consider a slightly more general process depending on a parameter $\alpha>$ 0 that we denote $\operatorname{FTASEP}(\alpha)$, where the first particle jumps at rate $\alpha$ instead of 1 . We already know the nature of fluctuations of $x_{1}(t)$ when $\alpha=1$. It is natural to expect that fluctuations are still GSE Tracy-Widom distributed on the $t^{1 / 3}$ scale for $\alpha>1$. However, if $\alpha$ is very small, one expects that the first particle jumps according to a Poisson point process with intensity $\alpha$ and thus $x_{1}(t)$ has Gaussian fluctuations on the $t^{1 / 2}$ scale. It turns out that the threshold between these regimes happen when $\alpha=1 / 2$.

Theorem 3 Let $\mathbf{x}(t)=\left\{x_{n}(t)\right\}_{n \geqslant 1}$ be the particles positions in the $\operatorname{FTASEP}(\alpha)$ started from step initial condition, when the first particle jumps at rate $\alpha$. Then,

1. For $\alpha>1 / 2$,

$$
\mathbb{P}\left(\frac{x_{1}(t)-\frac{t}{4}}{2^{-4 / 3} t^{1 / 3}} \geqslant x\right) \underset{t \rightarrow \infty}{\longrightarrow} F_{\mathrm{GSE}}(-x)
$$

2. For $\alpha=1 / 2$,

$$
\mathbb{P}\left(\frac{x_{1}(t)-\frac{t}{4}}{2^{-4 / 3} t^{1 / 3}} \geqslant x\right) \underset{t \rightarrow \infty}{\longrightarrow} F_{\mathrm{GOE}}(-x)
$$

3. For $\alpha<1 / 2$,

$$
\mathbb{P}\left(\frac{x_{1}(t)-t \alpha(1-\alpha)}{\varsigma t^{1 / 2}} \geqslant x\right) \underset{t \rightarrow \infty}{ } G(-x)
$$

where $G(x)$ is the standard Gaussian distribution function and $\varsigma=\frac{1-2 \alpha}{\sqrt{\alpha(1-\alpha)}}$.
It is also possible to characterize the joint distribution of several particles. An interesting case arises when we scale $\alpha$ close to the critical point and we look at particles indexed by $\eta t^{2 / 3}$ for different values of $\eta \geqslant 0$. More precisely, we scale

$$
\alpha=\frac{1+2^{4 / 3} \varpi \tau^{-1 / 3}}{2},
$$

where $\varpi \in \mathbb{R}$ is a free parameter and for any $\eta \geqslant 0$ consider the rescaled particle position at time $t$

$$
\begin{equation*}
X_{t}(\eta):=\frac{x_{2^{1 / 3} \eta t^{2 / 3}}(t)-\frac{t}{4}+\eta \rho_{0}^{-1} 2^{1 / 3} t^{2 / 3}-\eta^{2} 2^{-4 / 3}}{t^{1 / 3} 2^{-4 / 3}} \tag{4}
\end{equation*}
$$

where $\rho_{0}=2 / 3$ (This is the density near the first particles in FTASEP(1)).
Theorem 4 For any $p_{1}, \ldots, p_{k} \in \mathbb{R}$, and $0 \leqslant \eta_{1}<\cdots<\eta_{k}$

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(\bigcap_{i=1}^{k}\left\{X_{t}\left(\eta_{i}\right) \geqslant p_{i}\right\}\right)=\operatorname{Pf}\left(J-\mathrm{K}^{\mathrm{cross}}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(-p_{1}, \ldots,-p_{k}\right)\right)},
$$

where the right hand side is the Fredholm Pfaffian (see Definition 5) of some kernel $\mathrm{K}^{\text {cross }}$ (depending on $\varpi$ and the $\eta_{i}$ ) introduced in [1, Section 2.5] (see also Sect. 5 of the present paper) on the domain $\mathbb{D}_{k}\left(-p_{1}, \ldots,-p_{k}\right)$ where

$$
\mathbb{D}_{k}\left(x_{1}, \ldots, x_{k}\right)=\left\{(i, x) \in\{1, \ldots, k\} \times \mathbb{R}: x \geqslant x_{i}\right\} .
$$

For the FTASEP, that is when $\alpha=1$ we have
Theorem 5 For any $p_{1}, \ldots, p_{k} \in \mathbb{R}$, and $0<\eta_{1}<\cdots<\eta_{k}$

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(\bigcap_{i=1}^{k}\left\{X_{t}\left(\eta_{i}\right) \geqslant p_{i}\right\}\right)=\operatorname{Pf}\left(J-\mathrm{K}^{\mathrm{SU}}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(-p_{1}, \ldots,-p_{k}\right)\right)}
$$

where the right hand side is the Fredholm Pfaffian of some kernel $\mathrm{K}^{\mathrm{SU}}$ (depending on the $\eta_{i}$ ) introduced in [1, Section 2.5] (see also Sect. 5).

### 1.2 Half-Space Last Passage Percolation

Our route to prove Theorems 1, 2, 3, 4 and 5 in Sect. 3 uses a mapping with Last Passage Percolation (LPP) on a half-quadrant.

Definition 1 (Half-space exponential weight LPP) Let $\left(w_{n, m}\right)_{n \geqslant m \geqslant 0}$ be a sequence of i.i.d. exponential random variables with rate 1 (see Definition 2) when $n \geqslant m+1$ and with rate $\alpha$ when $n=m$. We define the exponential last passage percolation time on the half-quadrant, denoted $H(n, m)$, by the recurrence for $n \geqslant m$,

$$
H(n, m)=w_{n, m}+ \begin{cases}\max \{H(n-1, m) ; H(n, m-1)\} & \text { if } n \geqslant m+1 \\ H(n, m-1) & \text { if } n=m\end{cases}
$$

with the boundary condition $H(n, 0)=0$.
We show in Proposition 2 that FTASEP is equivalent to a TASEP on the positive integers with a source of particles at the origin. We call the latter model half-line TASEP. The mapping between the two processes is the following: we match the gaps between consecutive particles in the FTASEP with the occupation variables in the half-line TASEP. Otherwise said, we study how the holes travel to the left in the FTASEP and prove that if one shrinks all distances between consecutive holes by one, the dynamics of holes follow those of the half-line TASEP (see the proof of Proposition 2, in particular Fig. 6). In the case of full-space TASEP it is wellknown that the height function of TASEP has the same law as the border of the percolation cluster of the LPP model with exponential weights (in a quadrant). This mapping remains true for half-line TASEP and LPP on the half-quadrant (Lemma 2, see Fig. 3).

The advantage of this mapping between FTASEP and half-space last-passage percolation is that we can now use limit theorems proved for the latter (see [1] and references therein), which we recall below.

Theorem 6 ([1, Theorem 1.4]) The last passage time on the diagonal $H(n, n)$ satisfies the following limit theorems, depending on the rate $\alpha$ of the weights on the diagonal.

1. For $\alpha>1 / 2$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{H(n, n)-4 n}{2^{4 / 3} n^{1 / 3}}<x\right)=F_{\mathrm{GSE}}(x)
$$

2. For $\alpha=1 / 2$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{H(n, n)-4 n}{2^{4 / 3} n^{1 / 3}}<x\right)=F_{\mathrm{GOE}}(x)
$$

where the GOE Tracy-Widom distribution function $F_{\text {GOE }}$ is defined in Lemma 6.


Fig. 3 LPP on the half-quadrant. One admissible path from $(1,1)$ to $(n, m)$ is shown in dark gray. $H(n, m)$ is the maximum over such paths of the sum of the weights $w_{i j}$ along the path. The light gray area corresponds to the percolation cluster at some fixed time, and its border (shown in black) is associated with the particle system depicted on the horizontal line
3. For $\alpha<1 / 2$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{H(n, n)-\frac{n}{\alpha(1-\alpha)}}{\sigma n^{1 / 2}}<x\right)=G(x)
$$

where $G(x)$ is the probability distribution function of the standard Gaussian, and

$$
\sigma^{2}=\frac{1-2 \alpha}{\alpha^{2}(1-\alpha)^{2}}
$$

Away from the diagonal, the limit theorem satisfied by $H(n, m)$ happens to be exactly the same as in the unsymmetrized or full-space model.
Theorem 7 ([1, Theorem 1.5]) For any $\kappa \in(0,1)$ and $\alpha>\frac{\sqrt{\kappa}}{1+\sqrt{\kappa}}$, we have that when $m=\kappa n+s n^{2 / 3-\epsilon}$, for any $s \in \mathbb{R}$ and $\epsilon>0$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{H(n, m)-(1+\sqrt{\kappa})^{2} n}{\sigma n^{1 / 3}}<x\right)=F_{\mathrm{GUE}}(x)
$$

where

$$
\sigma=\frac{(1+\sqrt{\kappa})^{4 / 3}}{\sqrt{\kappa}^{1 / 3}}
$$

In [1], we also explained how to obtain a two dimensional crossover between all the above cases by tuning the parameters $\alpha$ and $\kappa$ close to their critical value in the scale $n^{-1 / 3}$ (see Fig. 4). The proofs of the following results were omitted in [1] (they were stated as Theorem 1.8 and 1.9 in [1]) and we include them in Sect. 5. Let us define

$$
H_{n}(\eta)=\frac{H\left(n+n^{2 / 3} \xi \eta, n-n^{2 / 3} \xi \eta\right)-4 n+n^{1 / 3} \xi^{2} \eta^{2}}{\sigma n^{1 / 3}}
$$

where $\eta \geqslant 0, \sigma=2^{4 / 3}$ and $\xi=2^{2 / 3}$. We scale $\alpha$ as

$$
\alpha=\frac{1+2 \sigma^{-1} \varpi n^{-1 / 3}}{2}
$$

where $\varpi \in \mathbb{R}$ is a free parameter.
Theorem 8 For $0 \leqslant \eta_{1}<\cdots<\eta_{k}, \varpi \in \mathbb{R}$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\bigcap_{i=1}^{k}\left\{H_{n}\left(\eta_{i}\right)<h_{i}\right\}\right)=\operatorname{Pf}\left(J-\mathrm{K}^{\mathrm{cross}}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(h_{1}, \ldots, h_{k}\right)\right)},
$$

where $\mathrm{K}^{\text {cross }}$ is defined in Sect. 5 .
We refer to [1, Sections 1.5 and 2.5] for comments and explanations about this kernel and its various degenerations. The phase diagram of one-point fluctuations is represented on Fig. 4.

In the case when $\alpha>1 / 2$ is fixed, the joint distribution of passage-times is governed by the so-called symplectic-unitary transition [8].

Theorem 9 For $\alpha>1 / 2$ and $0<\eta_{1}<\cdots<\eta_{k}$, we have that

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\bigcap_{i=1}^{k}\left\{H_{n}\left(\eta_{i}\right)<h_{i}\right\}\right)=\operatorname{Pf}\left(J-\mathrm{K}^{\mathrm{SU}}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(h_{1}, \ldots, h_{k}\right)\right)},
$$

where $\mathrm{K}^{\text {SU }}$ is a certain matrix kernel introduced in [1] (See also Sect. 5).
Theorem 9 corresponds to the $\varpi \rightarrow+\infty$ degeneration of Theorem 8 .

## Outline of the Paper

In Sect. 2, we provide the precise definitions of all probability distributions arising in this paper. In Sect. 3, we explain the mapping between FTASEP and TASEP on a half-space with a source, or equivalently exponential LPP on a half-space. We prove the limit theorems for the fluctuations of particles positions in $\operatorname{FTASEP}(\alpha)$ using the


Fig. 4 Phase diagram of the fluctuations of $H(n, m)$ as $n \rightarrow \infty$ when $\alpha$ and the ratio $n / m$ varies. The gray area corresponds to a region of the parameter space where the fluctuations are on the scale $n^{1 / 2}$ and Gaussian. The bounding GOE ${ }^{2}$ curve asymptotes to zero as $n / m$ goes to $+\infty$. The crossover distribution $\mathscr{L}_{\text {cross }}(\cdot ; \varpi, \eta)$ is defined in [1, Definition 2.9] and describes the fluctuations in the vicinity of $n / m=1$ and $\alpha=1 / 2$
asymptotic results for half-space LPP. In Sect. 4, we recall the $k$-point distribution along space-like paths in half-space LPP with exponential weights (Proposition 3), derived in [1]. In Sect. 5, we provide a rigorous derivation of Theorem 8 and 9 from Proposition 3. This boils down to an asymptotic analysis of the correlation kernel that was omitted in [1].

## 2 Definitions of Distribution Functions

In this section, we provide definitions of the probability distributions arising in the paper.

Definition 2 The exponential distribution with rate $\alpha \in(0,+\infty)$, denoted $\mathscr{E}(\alpha)$, is the probability distribution on $\mathbb{R}_{>0}$ such that if $X \sim \mathscr{E}(\alpha)$,

$$
\forall x \in \mathbb{R}_{>0}, \mathbb{P}(X>x)=e^{-\alpha x}
$$

Let us introduce a convenient notation that we use throughout the paper to specify integration contours in the complex plane.

Definition 3 Let $\mathscr{C}_{a}^{\varphi}$ be the union of two semi-infinite rays departing $a \in \mathbb{C}$ with angles $\varphi$ and $-\varphi$. We assume that the contour is oriented from $a+\infty e^{-i \varphi}$ to $a+$ $\infty e^{+i \varphi}$.

We recall that for an integral operator $\mathscr{K}$ defined by a kernel $\mathrm{K}: \mathbb{X} \times \mathbb{X} \rightarrow \mathbb{R}$, its Fredholm determinant $\operatorname{det}(I+\mathscr{K})_{\mathbb{L}^{2}(\mathbb{X}, \mu)}$ is given by the series expansion

$$
\operatorname{det}(I+\mathscr{K})_{\mathbb{L}^{2}(\mathbb{X}, \mu)}=1+\sum_{k=1}^{\infty} \frac{1}{k!} \int_{\mathbb{X}} \ldots \int_{\mathbb{X}} \operatorname{det}\left(\mathrm{K}\left(x_{i}, x_{j}\right)\right)_{i, j=1}^{k} \mathrm{~d} \mu^{\otimes k}\left(x_{1} \ldots x_{k}\right)
$$

whenever it converges. Note that we will omit the measure $\mu$ in the notations and write simply $\mathbb{L}^{2}(\mathbb{X})$ when the uniform or the Lebesgue measure is considered. With a slight abuse of notations, we will also write $\operatorname{det}(I+\mathrm{K})_{\mathbb{L}^{2}(\mathbb{X})}$ instead of $\operatorname{det}(I+$ $\mathscr{K})_{\mathbb{L}^{2}(\mathbb{X})}$.
Definition 4 The GUE Tracy-Widom distribution, denoted $\mathscr{L}_{\text {GUE }}$ is a probability distribution on $\mathbb{R}$ such that if $X \sim \mathscr{L}_{\text {GUE }}$,

$$
\mathbb{P}(X \leqslant x)=F_{\mathrm{GUE}}(x)=\operatorname{det}\left(I-\mathrm{K}_{\mathrm{Ai}}\right)_{\mathbb{L}^{2}(x,+\infty)}
$$

where $\mathrm{K}_{\mathrm{Ai}}$ is the Airy kernel,

$$
\begin{equation*}
\mathrm{K}_{\mathrm{Ai}}(u, v)=\int_{\mathscr{C}_{-1}^{2 \pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{e^{z^{3} / 3-z u}}{e^{w^{3} / 3-w v}} \frac{1}{z-w} \tag{5}
\end{equation*}
$$

In order to define the GOE and GSE distribution in a form which is convenient for later purposes, we introduce the concept of Fredholm Pfaffian.
Definition 5 ([16, Section 8]) For a $2 \times 2$-matrix valued skew-symmetric kernel,

$$
\mathrm{K}(x, y)=\binom{\mathrm{K}_{11}(x, y) \mathrm{K}_{12}(x, y)}{\mathrm{K}_{21}(x, y) \mathrm{K}_{22}(x, y)}, x, y \in \mathbb{X},
$$

we define its Fredholm Pfaffian by the series expansion

$$
\begin{equation*}
\operatorname{Pf}(J+\mathrm{K})_{\mathbb{L}^{2}(\mathbb{X}, \mu)}=1+\sum_{k=1}^{\infty} \frac{1}{k!} \int_{\mathbb{X}} \ldots \int_{\mathbb{X}} \operatorname{Pf}\left(K\left(x_{i}, x_{j}\right)\right)_{i, j=1}^{k} \mathrm{~d} \mu^{\otimes k}\left(x_{1} \ldots x_{k}\right) \tag{6}
\end{equation*}
$$

provided the series converges, and we recall that for an skew-symmetric $2 k \times 2 k$ matrix $A$, its Pfaffian is defined by

$$
\begin{equation*}
\operatorname{Pf}(A)=\frac{1}{2^{k} k!} \sum_{\sigma \in \mathscr{S}_{2 k}} \operatorname{sign}(\sigma) a_{\sigma(1) \sigma(2)} a_{\sigma(3) \sigma(4)} \ldots a_{\sigma(2 k-1) \sigma(2 k)} \tag{7}
\end{equation*}
$$

The kernel $J$ is defined by

$$
J(x, y)= \begin{cases}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) & \text { if } x=y \\
0 & \text { if } x \neq y\end{cases}
$$

In Sect. 5, we will need to control the convergence of Fredholm Pfaffian series expansions. This can be done using Hadamard's bound.

Lemma 1 ([1, Lemma 2.5]) Let $\mathrm{K}(x, y)$ be a $2 \times 2$ matrix valued skew symmetric kernel. Assume that there exist constants $C>0$ and constants $a>b \geqslant 0$ such that

$$
\left|\mathrm{K}_{11}(x, y)\right|<C e^{-a x-a y},\left|\mathrm{~K}_{12}(x, y)\right|=\left|\mathrm{K}_{21}(y, x)\right|<C e^{-a x+b y},\left|\mathrm{~K}_{22}(x, y)\right|<C e^{b x+b y} .
$$

Then, for all $k \in \mathbb{Z}_{>0}$,

$$
\left|\operatorname{Pf}\left[\mathrm{K}\left(x_{i}, x_{j}\right)\right]_{i, j=1}^{k}\right|<(2 k)^{k / 2} C^{k} \prod_{i=1}^{k} e^{-(a-b) x_{i}}
$$

Definition 6 The GOE Tracy-Widom distribution, denoted $\mathscr{L}_{\text {GOE }}$, is a continuous probability distribution on $\mathbb{R}$ whose cumulative distribution function $F_{\mathrm{GOE}}(x)$ (i.e. $\mathbb{P}(X \leqslant x)$ where $\left.X \sim \mathscr{L}_{\mathrm{GOE}}\right)$ is given by

$$
F_{\mathrm{GOE}}(x)=\operatorname{Pf}\left(J-\mathrm{K}^{\mathrm{GOE}}\right)_{\mathbb{L}^{2}(x, \infty)}
$$

where $\mathrm{K}^{\mathrm{GOE}}$ is the $2 \times 2$ matrix valued kernel defined by

$$
\begin{aligned}
\mathrm{K}_{11}^{\mathrm{GOE}}(x, y) & =\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{z+w} e^{z^{3} / 3+w^{3} / 3-x z-y w}, \\
\mathrm{~K}_{12}^{\mathrm{GOE}}(x, y) & =-\mathrm{K}_{21}^{\mathrm{GOE}}(x, y)=\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{-1 / 2}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{w-z}{2 w(z+w)} e^{z^{3} / 3+w^{3} / 3-x z-y w}, \\
\mathrm{~K}_{22}^{\mathrm{GOE}}(x, y) & =\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{4 z w(z+w)} e^{z^{3} / 3+w^{3} / 3-x z-y w} \\
& +\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{e^{z^{3} / 3-z x}}{4 z}-\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{e^{z^{3} / 3-z y}}{4 z}-\frac{\operatorname{sgn}(x-y)}{4},
\end{aligned}
$$

where $\operatorname{sgn}(x)=\mathbb{1}_{x>0}-\mathbb{1}_{x<0}$.

Definition 7 The GSE Tracy-Widom distribution, denoted $\mathscr{L}_{\text {GSE }}$, is a continuous probability distribution on $\mathbb{R}$ whose cumulative distribution function $F_{\mathrm{GOE}}$ is given by

$$
F_{\mathrm{GSE}}(x)=\operatorname{Pf}\left(J-\mathrm{K}^{\mathrm{GSE}}\right)_{\mathbb{L}^{2}(x, \infty)}
$$

where $\mathrm{K}^{\mathrm{GSE}}$ is a $2 \times 2$-matrix valued kernel defined by

$$
\begin{aligned}
& \mathrm{K}_{11}^{\mathrm{GSE}}(x, y)=\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{4 z w(z+w)} e^{z^{3} / 3+w^{3} / 3-x z-y w}, \\
& \mathrm{~K}_{12}^{\mathrm{GSE}}(x, y)=-\mathrm{K}_{21}^{\mathrm{GSE}}(x, y)=\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{4 z(z+w)} e^{z^{3} / 3+w^{3} / 3-x z-y w}, \\
& \mathrm{~K}_{22}^{\mathrm{GSE}}(x, y)=\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{4(z+w)} e^{z^{3} / 3+w^{3} / 3-x z-y w} \mathrm{~d} z \mathrm{~d} w .
\end{aligned}
$$

## 3 Facilitated Totally Asymmetric Simple Exclusion Process

### 3.1 Definition and Coupling

A configuration of particles on a subset $X$ of $\mathbb{Z}$ can be described either by occupation variables, i.e. a collection $\eta=\left(\eta_{x}\right)_{x \in X}$ where $\eta_{x}=1$ if the site $x$ is occupied and $\eta_{x}=0$ else, or a vector of particle positions $\mathbf{x}=\left(x_{i}\right)_{i \in I}$ where the particles are indexed by some set $I$. We will use both notations.

Definition 8 The FTASEP is a continuous-time Markov process defined on the state space $\{0,1\}^{\mathbb{Z}}$ via its Markov generator, acting on local functions $f:\{0,1\}^{\mathbb{Z}} \rightarrow$ $\mathbb{R}$ by

$$
L f(\boldsymbol{\eta})=\sum_{x \in \mathbb{Z}} \eta_{x-1} \eta_{x}\left(1-\eta_{x+1}\right)\left(f\left(\boldsymbol{\eta}_{x, x+1}\right)-f(\boldsymbol{\eta})\right)
$$

where the state $\boldsymbol{\eta}_{x, x+1}$ is obtained from $\eta$ by exchanging occupation variables at sites $x$ and $x+1$.

That this generator defines a Markov process corresponding to the particle dynamics described in the introduction can be justified, for instance, by checking the conditions of [14, Theorem 3.9].

We will be mostly interested in initial configurations that are right-finite, which means that there exists a right-most particle. Since the dynamics preserves the order between particles, it is convenient to alternatively describe a configuration
of particles by their positions

$$
\cdots<x_{2}<x_{1}<\infty
$$

We also consider a more general version of the process where the first particle jumps at rate $\alpha$, while all other particles jump at rate 1 , and denote this process $\operatorname{FTASEP}(\alpha)$. Let us define state spaces corresponding to configurations of particles in FTASEP $(\alpha)$ where the distance between consecutive particles is at most 2 :

$$
\mathbb{X}_{>0}:=\left\{\left(x_{i}\right)_{i \in \mathbb{Z}_{>0}} \in \mathbb{Z}^{\mathbb{Z}_{>0}}: \forall i \in \mathbb{Z}_{>0}, x_{i}-x_{i+1}-1 \in\{0,1\}\right\}
$$

and

$$
\mathbb{X}:=\left\{\left(x_{i}\right)_{i \in \mathbb{Z}} \in \mathbb{Z}^{\mathbb{Z}}: \forall i \in \mathbb{Z}, x_{i}-x_{i+1}-1 \in\{0,1\}\right\}
$$

Because of the facilitation rule, it is clear that the $\operatorname{FTASEP}(\alpha)$ dynamics preserve both state spaces.

Definition 9 For $\alpha>0$, the $\operatorname{FTASEP}(\alpha)$ is a continuous-time Markov process defined on the state space $\mathbb{X}_{>0}$ via its Markov generator, acting on local functions $f: \mathbb{X}_{>0} \rightarrow \mathbb{R}$ by

$$
\mathscr{L}_{\alpha}^{F T A S E P} f(\mathbf{x})=\alpha \mathbb{1}_{x_{1}-x_{2}=1}\left(f\left(\mathbf{x}_{1}^{+}\right)-f(\mathbf{x})\right)+\sum_{i \geqslant 2} \mathbb{1}_{x_{i}-x_{i+1}=1} \mathbb{1}_{x_{i-1}-x_{i}=2}\left(f\left(\mathbf{x}_{i}^{+}\right)-f(\mathbf{x})\right),
$$

where we use the convention that the state $\mathbf{x}_{i}^{+}$is obtained from $\mathbf{x}$ by incrementing by one the coordinate $x_{i}$.

Remark 1 One may similarly define $\operatorname{FTASEP}(\alpha)$ on the state space $\mathbb{X}$ instead of $\mathbb{X}_{>0}$, in order to allow initial conditions without a rightmost particle.

In order to study $\operatorname{FTASEP}(\alpha)$, we use a coupling with another interacting particle system: a TASEP with a source at the origin that injects particles at exponential rate $\alpha$. We consider configurations of particles on $\mathbb{Z}_{>0}$ where each site can be occupied by at most one particle, and each particle jumps to the right by one at exponential rate 1 , provided the target site is empty. At site 0 sits an infinite source of particles, which means that a particle always jumps to site 1 at exponential rate $\alpha$ when the site 1 is empty (See Fig. 5). We will denote the occupation variables in half-line TASEP by $g_{i}(t)$ (equals 1 if site $i$ is occupied, 0 else).


Fig. 5 Illustration of the half-line TASEP. The particles in gray cannot move because of the exclusion rule

Definition 10 The half-line TASEP with open boundary condition is a continuoustime Markov process defined on the state space $\{0,1\}^{\mathbb{Z}_{>0}}$ via its Markov generator, acting on local functions $f:\{0,1\}^{\mathbb{Z}_{>0}} \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
\mathscr{L}_{\alpha}^{\text {half }} f(\mathbf{g})=\alpha\left(f\left(1, g_{2}, g_{3}, \ldots\right)-\right. & \left.f\left(g_{1}, g_{2}, \ldots\right)\right) \\
& +\sum_{x \in \mathbb{Z}_{>0}} g_{x}\left(1-g_{x+1}\right)\left(f\left(\mathbf{g}_{x, x+1}\right)-f(\mathbf{g})\right),
\end{aligned}
$$

where the state $\mathbf{g}_{x, x+1}$ is obtained from $\mathbf{g}$ by exchanging occupation variables at sites $x$ and $x+1$. We define the integrated current $N_{x}(t)$ as the number of particles on the right of site $x$ (or at site $x$ ) at time $t$.

Define maps

$$
\begin{aligned}
& \Phi_{>0}: \mathbb{X}_{>0} \longrightarrow\{0,1\}^{\mathbb{Z}_{>0}} \\
&\left(x_{i}\right)_{i \in \mathbb{Z}_{>0}} \longmapsto\left(x_{i}-x_{i+1}-1\right)_{i \in \mathbb{Z}_{>0}}
\end{aligned}
$$

and

$$
\begin{aligned}
& \Phi: \mathbb{X} \longrightarrow\{0,1\}^{\mathbb{Z}} \\
&\left(x_{i}\right)_{i \in \mathbb{Z}} \longmapsto\left(x_{i}-x_{i+1}-1\right)_{i \in \mathbb{Z}} .
\end{aligned}
$$

Proposition 1 Let $\mathbf{x}(t)=\left(x_{n}(t)\right)_{n \geqslant 1}$ be the particles positions in the $\operatorname{FTASEP}(\alpha)$ started from some initial condition $\mathbf{x}(0) \in \mathbb{X}_{>0}$ (resp. $\mathbb{X}$ ). Then denoting $\mathbf{g}(t)=$ $\left\{g_{i}(t)\right\}_{\mathbb{Z}_{>0}}=\Phi(\mathbf{x}(t))$, the dynamics of $\mathbf{g}(t)$ are those of half-line TASEP (resp. TASEP) starting from the initial configuration $\Phi_{>0}(\mathbf{x}(0))$ (resp. $\Phi(\mathbf{x}(0))$ ).

Proof We explain how the mapping between the two processes works in the half-space case (which corresponds to the $\operatorname{FTASEP}(\alpha)$ defined on the space of configurations $\mathbb{X}_{>0}$ ), since this is the case we will be most interested in this paper, and the full space case is very similar (Fig. 6).


Fig. 6 Illustration of the coupling. The dynamics of particles in the bottom picture is nothing else but the dynamics of the holes in the top picture. In order to see it more precisely, consider the holes in the top picture and shrink the distances so that the distance between two consecutive holes decreases by 1 ; one gets exactly the bottom picture with the corresponding dynamics

Assume that particles at positions $\left(x_{i}\right)_{i \in \mathbb{Z}_{>0}}$ follow the $\operatorname{FTASEP}(\alpha)$ dynamics, starting from some initial condition $\mathbf{x}(0) \in \mathbb{X}_{>0}$, and let us show that the $g_{i}=$ $x_{i}-x_{i+1}-1$ follow the dynamics of the half-line TASEP occupation variables.

If $x_{1}=x_{2}+1$ (i.e. $g_{1}=0$ ), the first particle in $\operatorname{FTASEP}(\alpha)$ jumps at rate $\alpha$. After it has jumped, $x_{1}=x_{2}+2$ (i.e. $g_{1}=1$ ). This corresponds to a particle arriving from the source to site 1 in the half-line TASEP. After this jump, $x_{1}=x_{2}+2$ (i.e. $g_{1}=1$ ), so that the first particle cannot move in the $\operatorname{FTASEP}(\alpha)$ because of the facilitation rule and no particle can jump from the source in half-line TASEP. More generally, because of the exclusion and facilitation rules, the $(i+1)$ th particle in $\operatorname{FTASEP}(\alpha)$ can move only if $g_{i}=1$ and $g_{i+1}=0$ and does so at rate 1 . After the move, $x_{i+1}$ has increased by one so that $g_{i}=0$ and $g_{i+1}=1$. This exactly corresponds to the half-line TASEP dynamics.

Remark 2 Formally, Proposition 1 means that for any $\mathbf{x} \in \mathbb{X}_{>0}$ and local function $f:\{0,1\}^{\mathbb{Z}>0} \rightarrow \mathbb{R}$,

$$
\mathscr{L}_{\alpha}^{\text {half }} f(\Phi(\vec{x}))=\mathscr{L}_{\alpha}^{F T A S E P}(f \circ \Phi)(\vec{x}) .
$$

In the following, we are mainly interested in $\operatorname{FTASEP}(\alpha)$ starting from the step initial condition, or equivalently the half-line TASEP started from a configuration where all sites are initially empty.

Proposition 2 Let $\left.\mathbf{x}(t)=\left(x_{n}(t)\right)\right\}_{n} \geqslant 1$ be the particles positions in the $\operatorname{FTASEP}(\alpha)$ started from step initial condition (see Definition 9). Let $\left(N_{x}(t)\right)_{x \in \mathbb{Z}_{>0}}$ be the currents in the half-line TASEP started from empty initial configuration (see Definition 10). Then we have the equality in law of the processes

$$
\left(x_{n}(t)+n\right)_{n \geqslant 1, t \geqslant 0}=\left(N_{n}(t)\right)_{n \geqslant 1, t \geqslant 0} .
$$

Proof Because we start from step initial condition, $x_{n}(t)+n$ in $\operatorname{FTASEP}(\alpha)$ equals the number of holes (empty sites) on the left of the $n$th particle. Using Proposition 1, and denoting the occupation variables in half-line TASEP by $g_{i}$, we have

$$
x_{n}+n \stackrel{(d)}{=} \sum_{i \geqslant n} g_{i}=N_{n},
$$

jointly for all $n$ as claimed.
Let us explain how Proposition 2 enables us to quickly recover the results from [9]. We later provide rigorous results substantiating many of these claims, but for the moment just proceed heuristically. Consider the case $\alpha=1$. One expects (and we prove in the next Sect. 3.2) that the law of large numbers for the current of particles in the half-line TASEP is the same as in TASEP. Intuitively, this is because we expect that the law of large numbers is determined by a conservation PDE (of the form (2)) which is simply the restriction to a half-space of the conservation PDE governing
the hydrodynamics of TASEP on the full line. Thus,

$$
\frac{N_{\kappa t}(t)}{t} \xrightarrow[t \rightarrow \infty]{\text { a.s. }} \frac{1}{4}(1-\kappa)^{2} .
$$

Then, Proposition 2 implies that for FTASEP,

$$
\frac{x_{\kappa t}}{t} \xrightarrow[t \rightarrow \infty]{\text { a.s. }} \frac{1}{4}(1-\kappa)^{2}-\kappa=\frac{1-6 \kappa+\kappa^{2}}{4} .
$$

One can deduce the shape of the limiting density profile from the law of large numbers of particles positions. Let $\pi(\kappa)$ be the macroscopic position of the particle indexed by $\kappa t$, i.e.

$$
\pi(\kappa)=\frac{1-6 \kappa+\kappa^{2}}{4}
$$

This yields $\kappa=3-2 \sqrt{2+\pi}$ (which can be interpreted as the limit of the integrated current in the FTASEP at site $\pi t$, rescaled by $t$ ). The density profile is obtained by differentiating $\kappa$ with respect to $\pi$, and we get (as in [9, Equation (5)])

$$
\rho(\pi t, t)=\frac{1}{\sqrt{2+\pi}} .
$$

In light of the mapping between FTASEP and half-line TASEP from Proposition 1, it is possible to write down a family of translation invariant stationary measures in the FTASEP. They are given by choosing gaps between consecutive particles as i.i.d Bernoulli random variables. From these, we may also deduce the expression for the flux from (1). Assume that the system is at equilibrium, such that the gaps between consecutive particles are i.i.d. and distributed according to the $\operatorname{Bernoulli}(p)$ distribution. Let us call $v_{p}$ this measure on $\{0,1\}^{\mathbb{Z}}$. Then, by the renewal theorem, the average density $\rho$ is related to $p$ via

$$
\rho=\frac{1}{1+\mathbb{E}[\operatorname{gap}]}=\frac{1}{1+p}
$$

The flux $j(\rho)$ is the product of the density times the drift of one particle, and since particles jump by 1 , the drift is given by the probability of a jump for a tagged particle, i.e. $p(1-p)$. Indeed, considering a tagged particle in the stationary distribution, then its right neighbour has a probability $p$ of being empty and its left neighbour has a probability $1-p$ of being occupied. This yields

$$
\begin{equation*}
j(\rho)=\rho(1-p) p=\frac{(1-\rho)(2 \rho-1)}{\rho} . \tag{8}
\end{equation*}
$$

### 3.2 Proofs of Limit Theorems

We use now the coupling from Proposition 2 to translate the asymptotic results about last passage percolation from Theorems 6, 7, 8 and 9 into limit theorems for the $\operatorname{FTASEP}(\alpha)$.

Let $\mathbf{x}(t)=\left\{x_{n}(t)\right\}_{n \geqslant 1}$ be the particles positions in the $\operatorname{FTASEP}(\alpha)$ started from step initial condition. Using Proposition 2 , we have that for any $y \in \mathbb{R}$

$$
\begin{aligned}
\mathbb{P}\left(x_{n}(t) \leqslant y\right) & =\mathbb{P}\left(x_{n}(t) \leqslant\lfloor y\rfloor\right) \\
& =\mathbb{P}\left(N_{n}(t) \leqslant\lfloor y\rfloor+n\right) .
\end{aligned}
$$

In order to connect the problem with half-space last passage percolation, we use the next result.

Lemma 2 Consider the exponential LPP model in a half-quadrant where the weights on the diagonal have parameter $\alpha$, and recall the definition of last passage times $H(n, m)$ from Definition 1. Consider the half-line TASEP where the source injects particles at rate $\alpha$ with empty initial configuration and recall $N_{x}(t)$, the current at site $x$. Then for any $t>0$ and $n, y \in \mathbb{Z}_{>0}$ we have that

$$
\mathbb{P}\left(N_{n}(t) \leqslant y\right)=\mathbb{P}(H(n+y-1, y) \geqslant t) .
$$

Proof This is due to a standard mapping [17] between exclusion processes and last passage percolation, where the border of the percolation cluster can be interpreted as a height function for the exclusion process. More precisely, the processes have to be coupled in such a way that the weight $w_{i j}$ in the LPP model is the $(i-j+1)$ th waiting time of the $j$ th particle in the half-line TASEP - the waiting time is counted from the moment when it can jump, and by convention the first waiting time is when it jumps from the source into the system.

### 3.2.1 GSE $(\alpha>1 / 2)$ and $\operatorname{GOE}(\alpha=1 / 2)$ Cases

By Theorems 6 we have that

$$
H(n, n)=4 n+\sigma n^{1 / 3} \chi_{n}
$$

where $\sigma=2^{4 / 3}$ and $\chi_{n}$ is a sequence of random variables weakly converging to the GSE (divided by $\sqrt{2}$ according to the convention chosen in Definition 7) distribution when $\alpha>1 / 2$ and to the GOE distribution when $\alpha=1 / 2$. Let $y \in \mathbb{R}$ be fixed and
$\varsigma>0$ be a coefficient to specify later. For $t>0$, we have

$$
\begin{aligned}
\mathbb{P}\left(x_{1}(t) \leqslant \frac{t}{4}+t^{1 / 3} \varsigma y\right) & =\mathbb{P}\left(H\left(\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor,\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor\right) \geqslant t\right) \\
& =\mathbb{P}\left(4\left(\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor\right)+\sigma\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor^{1 / 3} \chi_{\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor} \geqslant t\right) \\
& =\mathbb{P}\left(4 \varsigma y t^{1 / 3}+\left(\sigma(t / 4)^{1 / 3}+o\left(t^{1 / 3}\right)\right) \chi\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor \geqslant o\left(t^{1 / 3}\right)\right)
\end{aligned}
$$

where the $o\left(t^{1 / 3}\right)$ errors are deterministic. Thus, if we set $\varsigma=2^{-4 / 3}$, we obtain that

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(x_{1}(t) \geqslant \frac{t}{4}+t^{1 / 3} \varsigma y\right)=\lim _{t \rightarrow \infty} \mathbb{P}\left(\chi\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor \leqslant-y\right)=F_{\mathrm{GSE}}(-\sqrt{2} y)
$$

when $\alpha>1 / 2$ and

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(x_{1}(t) \geqslant \frac{t}{4}+t^{1 / 3} y\right)=F_{\mathrm{GOE}}(-y)
$$

when $\alpha=1 / 2$.

### 3.2.2 Gaussian Case

By Theorem 6 we have that

$$
H(n, n)=h(\alpha) n+\sigma n^{1 / 2} G_{n},
$$

where $h(\alpha)=\frac{1}{\alpha(1-\alpha)}, \sigma=\frac{1-2 \alpha}{\alpha^{2}(1-\alpha)^{2}}$ and $G_{n}$ is a sequence of random variables weakly converging to the standard Gaussian when $\alpha<1 / 2$. As in the previous case, let $y \in \mathbb{R}$ be fixed and $\varsigma>0$ be a coefficient to specify later. For $t>0$, we have

$$
\begin{aligned}
& \mathbb{P}\left(x_{1}(t) \leqslant t / h(\alpha)+t^{1 / 2} \varsigma y\right) \\
& =\mathbb{P}\left(H\left(\left\lfloor\frac{t}{h(\alpha)}+t^{1 / 2} \varsigma y\right\rfloor,\left\lfloor\frac{t}{h(\alpha)}+t^{1 / 2} \varsigma y\right\rfloor\right) \geqslant t\right) \\
& =\mathbb{P}\left(h(\alpha)\left(\left\lfloor\frac{t}{h(\alpha)}+t^{1 / 2} \varsigma y\right\rfloor\right)+\sigma\left\lfloor\frac{t}{h(\alpha)}+t^{1 / 2} \varsigma y\right\rfloor^{1 / 2} G_{\left\lfloor\frac{t}{h(\alpha)}+t^{1 / 2} \varsigma y\right\rfloor} \geqslant t\right) \\
& =\mathbb{P}\left(h(\alpha) \varsigma y t^{1 / 2}+\sigma(t / h(\alpha))^{1 / 2} G_{\left\lfloor\frac{t}{4}+t^{1 / 3} \varsigma y\right\rfloor} \geqslant o\left(t^{1 / 2}\right)\right) .
\end{aligned}
$$

Thus, if we set $\varsigma=\frac{1-2 \alpha}{\sqrt{\alpha(1-\alpha)}}$, we obtain that

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(x_{1}(t) \geqslant \frac{t}{h(\alpha)}+t^{1 / 2} \varsigma y\right)=\lim _{t \rightarrow \infty} \mathbb{P}\left(G_{\left\lfloor\frac{t}{h(\alpha)}+t^{1 / 2} \varsigma y\right\rfloor} \leqslant-y\right)=G(-y) .
$$

### 3.2.3 GUE Case

We have

$$
\begin{align*}
& \mathbb{P}\left(x_{\lfloor r t\rfloor}(t) \leqslant \pi t+\varsigma t^{1 / 3} y\right)= \\
& \quad \mathbb{P}\left(H\left(2\lfloor r t\rfloor+\left\lfloor\pi t+\varsigma t^{1 / 3} y\right\rfloor-1,\lfloor r t\rfloor+\left\lfloor\pi t+\varsigma t^{1 / 3} y\right\rfloor\right) \geqslant t\right) . \tag{9}
\end{align*}
$$

By Theorem 7 we have that for $m=\kappa n+\mathscr{O}\left(n^{1 / 3}\right)$,

$$
H(n, m)=(1+\sqrt{\kappa})^{2} n+\sigma n^{1 / 3} \chi_{n},
$$

where

$$
\sigma=\frac{(1+\sqrt{\kappa})^{4 / 3}}{\sqrt{\kappa}^{1 / 3}}
$$

and $\chi_{n}$ is a sequence of random variables weakly converging to the GUE distribution, for $\alpha>\frac{\sqrt{\kappa}}{1+\sqrt{\kappa}}$. Hence

$$
\text { (9) }=\mathbb{P}\left(\left(1+\sqrt{\frac{\pi}{r+\pi}}\right)^{2} n+\sigma n^{1 / 3} \chi_{n} \geqslant t\right)
$$

where $n=2\lfloor r t\rfloor+\left\lfloor\pi t+\varsigma t^{1 / 3} y\right\rfloor-1$. Choosing $\pi$ such that $\left(1+\sqrt{\frac{r+\pi}{2 r+\pi}}\right)^{2}(2 r+$ $\pi)=1$, i.e.

$$
\pi=\frac{1-6 r+r^{2}}{4}
$$

we get that

$$
\text { (9) }=\mathbb{P}\left(\left(1+\sqrt{\frac{r+\pi}{2 r+\pi}}\right)^{2} \varsigma t^{1 / 3} y+\sigma((2 r+\pi) t)^{1 / 3} \chi_{n} \geqslant o\left(t^{1 / 3}\right)\right) .
$$

Hence, letting

$$
\varsigma=\sigma(2 r+\pi)^{4 / 3}=2^{-4 / 3} \frac{(1+r)^{5 / 3}}{(1-r)^{1 / 3}}
$$

yields

$$
\lim _{t \rightarrow \infty}(9)=\lim _{n \rightarrow \infty} \mathbb{P}\left(\chi_{n} \geqslant-y+o(1)\right)
$$

so that

$$
\lim _{t \rightarrow \infty} \mathbb{P}\left(x_{\lfloor r t\rfloor}(t) \geqslant \frac{\left(1-6 r+r^{2}\right) t}{4}+t^{1 / 3} y \varsigma\right)=F_{\mathrm{GUE}}(-y)
$$

for $\alpha>\frac{1-r}{2}$ (This condition comes from the condition $\alpha>\frac{\sqrt{\kappa}}{1+\sqrt{\kappa}}$ in Theorem 7).

### 3.2.4 Crossover Case

For the sake of clarity, we explain how the proof works in the one-point case. The multipoint case is similar. Assume

$$
\alpha=\frac{1+2 \sigma^{-1} \varpi n^{-1 / 3}}{2} .
$$

Combining Lemma 2 and Proposition 2 as before,

$$
\mathbb{P}\left(H_{n}(\eta) \leqslant p\right)=\mathbb{P}\left(x_{2 n^{2 / 3} \xi \eta+1}\left(4 n+\left(p \sigma-\xi^{2} \eta^{2}\right) n^{1 / 3}\right) \geqslant n-3 n^{2 / 3} \xi \eta\right),
$$

where $\xi=2^{2 / 3}$. Letting

$$
t=4 n+\left(p \sigma-\xi^{2} \eta^{2}\right) n^{1 / 3}
$$

we have that

$$
\begin{gathered}
\alpha=\frac{1+2^{4 / 3} \varpi t^{-1 / 3}}{2}+o\left(t^{-1 / 3}\right), \\
2 n^{2 / 3} \xi \eta+1=2^{1 / 3} \eta t^{2 / 3}+o\left(t^{1 / 3}\right), \\
n-3 n^{2 / 3} \xi=\frac{t}{4}-\frac{3 \eta \xi}{22^{1 / 3}} t^{2 / 3}+\frac{\eta^{2} \xi^{2}-\sigma p}{2^{8 / 3}} t^{1 / 3}+o\left(t^{1 / 3}\right) .
\end{gathered}
$$

Hence, under this matching of parameters

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(H_{n}(\eta) \leqslant p\right)=\lim _{t \rightarrow \infty} \mathbb{P}\left(X_{t}(\eta) \geqslant p\right),
$$

where the rescaled position $X_{n}(\eta)$ is defined in (4).
Remark 3 Although we do not attempt in this paper to make an exhaustive analysis of the FTASEP with respect to varying initial conditions or parameters, such further analysis is allowed by our framework in several directions. In terms of initial condition, Proposition 1 allows to study the process starting form combinations of the wedge, flat or stationary initial data and translate to FTASEP some of the results known from TASEP [5, 15]. In terms of varying parameters, one could study the effect of varying $\alpha$ or the speed of the next few particles and one should observe the BBP transition [2] when considering fluctuations of $x_{r t}$ for $r>0$ (See Remark 1.6 in [1]).

## 4 Fredholm Pfaffian Formulas for $\boldsymbol{k}$-Point Distributions

We recall in this Section a result from [1] which characterizes the joint probability distribution of passage times in the half-space exponential LPP model.

Proposition 3 ([1, Proposition 1.7]) For any $h_{1}, \ldots, h_{k}>0$ and integers $0<$ $n_{1}<n_{2}<\cdots<n_{k}$ and $m_{1}>m_{2}>\cdots>m_{k}$ such that $n_{i}>m_{i}$ for all $i$, we have that

$$
\mathbb{P}\left(H\left(n_{1}, m_{1}\right)<h_{1}, \ldots, H\left(n_{k}, m_{k}\right)<h_{k}\right)=\operatorname{Pf}\left(J-\mathrm{K}^{\exp }\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(h_{1}, \ldots, h_{k}\right)\right)},
$$

where $J$ is the matrix kernel

$$
J(i, u ; j, v)=\mathbb{1}_{(i, u)=(j, v)}\left(\begin{array}{cc}
0 & 1  \tag{10}\\
-1 & 0
\end{array}\right),
$$

and

$$
\mathbb{D}_{k}\left(g_{1}, \ldots, g_{k}\right)=\left\{(i, x) \in\{1, \ldots, k\} \times \mathbb{R}: x \geqslant g_{i}\right\}
$$

The kernel $\mathrm{K}^{\exp }$ was introduced in [1] in Section 4.4. It is defined on the statespace $(\{1, \ldots, k\} \times \mathbb{R})^{2}$ and takes values in the space of skew-symmetric $2 \times 2$ real
matrices. The entries are given by

$$
\mathrm{K}^{\exp }(i, x ; j, y)=\mathrm{I}^{\exp }(i, x ; j, y)+ \begin{cases}\mathrm{R}^{\exp }(i, x ; j, y) & \text { when } \alpha>1 / 2 \\ \hat{\mathrm{R}}^{\exp }(i, x ; j, y) & \text { when } \alpha<1 / 2 \\ \overline{\mathrm{R}}^{\exp }(i, x ; j, y) & \text { when } \alpha=1 / 2\end{cases}
$$

Recalling the Definition 3 for integration contours in the complex plane, we define ${ }^{\exp }$ by the following formulas.

$$
\begin{align*}
& \mathrm{I}_{11}^{\exp }(i, x ; j, y):=\int_{\mathscr{C}_{1 / 4}^{\pi / / 4}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \\
& \frac{z-w}{4 z w(z+w)} e^{-x z-y w} \frac{(1+2 z)^{n_{i}}(1+2 w)^{n_{j}}}{(1-2 z)^{m_{i}}(1-2 w)^{m_{j}}}(2 z+2 \alpha-1)(2 w+2 \alpha-1) . \\
& \mathrm{I}_{12}^{\exp }(i, x ; j, y):=\int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{a_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \\
& \frac{z-w}{2 z(z+w)} e^{-x z-y w} \frac{(1+2 z)^{n_{i}}}{(1-2 w)^{n_{j}}} \frac{(1+2 w)^{m_{j}}}{(1-2 z)^{m_{i}}} \frac{2 \alpha-1+2 z}{2 \alpha-1-2 w}, \tag{11}
\end{align*}
$$

where in the definition of the contours $\mathscr{C}_{a_{z}}^{\pi / 3}$ and $\mathscr{C}_{a_{w}}^{\pi / 3}$, the constants $a_{z}, a_{w} \in \mathbb{R}$ are chosen so that $0<a_{z}<1 / 2, a_{z}+a_{w}>0$ and $a_{w}<(2 \alpha-1) / 2$.

$$
\begin{align*}
& \mathrm{I}_{22}^{\exp }(i, x ; j, y):=\int_{\mathscr{C}_{b_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{b_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \\
& \quad \frac{z-w}{z+w} e^{-x z-y w} \frac{(1+2 z)^{m_{i}}(1+2 w)^{m_{j}}}{(1-2 z)^{n_{i}}(1-2 w)^{n_{j}}} \frac{1}{2 \alpha-1-2 z} \frac{1}{2 \alpha-1-2 w}, \tag{12}
\end{align*}
$$

where in the definition of the contours $\mathscr{C}_{b_{z}}^{\pi / 3}$ and $\mathscr{C}_{b_{w}}^{\pi / 3}$, the constants $b_{z}, b_{w} \in \mathbb{R}$ are chosen so that $0<b_{z}, b_{w}<(2 \alpha-1) / 2$ when $\alpha>1 / 2$, while we impose only $b_{z}, b_{w}>0$ when $\alpha \leqslant 1 / 2$.

We set $\mathrm{R}_{11}^{\exp }(i, x ; j, y)=0$, and $\mathrm{R}_{12}^{\exp }(i, x ; j, y)=0$ when $i \geqslant j$, and likewise for $\hat{R}^{\exp }$ and $\bar{R}^{\exp }$. The other entries depend on the value of $\alpha$ and the sign of $x-y$. Case $\alpha>1 / 2$ : When $x>y$,

$$
\mathrm{R}_{22}^{\exp }(i, x ; j, y)=-\int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{i}}(1-2 z)^{m_{j}}}{(1-2 z)^{n_{i}}(1+2 z)^{n_{j}}} \frac{1}{2 \alpha-1-2 z} \frac{1}{2 \alpha-1+2 z} 2 z e^{-|x-y| z},
$$

and when $x<y$

$$
\mathrm{R}_{22}^{\exp }(i, x ; j, y)=\int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{j}}(1-2 z)^{m_{i}}}{(1-2 z)^{n_{j}}(1+2 z)^{n_{i}}} \frac{1}{2 \alpha-1-2 z} \frac{1}{2 \alpha-1+2 z} 2 z e^{-|x-y| z},
$$

where $(1-2 \alpha) / 2<a_{z}<(2 \alpha-1) / 2$. One immediately checks that $\mathrm{R}_{22}^{\exp }$ is antisymmetric as we expect. When $i<j$ and $x>y$

$$
\mathrm{R}_{12}^{\exp }(i, x ; j, y)=-\int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{n_{i}}}{(1+2 z)^{n_{j}}} \frac{(1-2 z)^{m_{j}}}{(1-2 z)^{m_{i}}} e^{-|x-y| z}
$$

while if $x<y, \mathrm{R}_{12}^{\exp }(i, x ; j, y)=\mathrm{R}_{12}^{\exp }(i, y ; j, x)$. Note that $\mathrm{R}_{12}$ is not antisymmetric nor symmetric (except when $k=1$, i.e. for the one point distribution).
Case $\alpha<1 / 2$ : When $x>y$, we have

$$
\begin{gather*}
\hat{\mathrm{R}}_{22}^{\exp }(i, x ; j, y)=\frac{-e^{\frac{1-2 \alpha}{2} y}}{2} \int \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{i}}(2 \alpha)^{m_{j}}}{(1-2 z)^{n_{i}}(2-2 \alpha)^{n_{j}}} \frac{e^{-x z}}{2 \alpha-1+2 z} \\
\quad+\frac{e^{\frac{1-2 \alpha}{2} x}}{2} \int \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{j}}(2 \alpha)^{m_{i}}}{(1-2 z)^{n_{j}}(2-2 \alpha)^{n_{i}}} \frac{e^{-y z}}{2 \alpha-1+2 z} \\
-\int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{i}}(1-2 z)^{m_{j}}}{(1-2 z)^{n_{i}}(1+2 z)^{n_{j}}} \frac{1}{2 \alpha-1-2 z} \frac{1}{2 \alpha-1+2 z} 2 z e^{-|x-y| z} \\
-\frac{e^{(x-y) \frac{1-2 \alpha}{2}}}{4} \frac{(2 \alpha)^{m_{i}}(2-2 \alpha)^{m_{j}}}{(2-2 \alpha)^{n_{i}}(2 \alpha)^{n_{j}}}+\frac{e^{(y-x) \frac{1-2 \alpha}{2}}}{4} \frac{(2 \alpha)^{m_{j}}(2-2 \alpha)^{m_{i}}}{(2-2 \alpha)^{n_{j}}(2 \alpha)^{n_{i}}}, \tag{13}
\end{gather*}
$$

where the contours in the two first integrals pass to the right of $(1-2 \alpha) / 2$. When $x<$ $y$, the sign of the third term is flipped so that $\hat{\mathrm{R}}_{22}^{\exp }(i, x ; j, y)=-\hat{\mathrm{R}}_{22}^{\exp }(j, y ; i, x)$. One can write slightly simpler formulas by reincorporating residues in the first two integrals: thus, when $x>y$,

$$
\begin{gather*}
\hat{\mathrm{R}}_{22}^{\exp }(i, x ; j, y)=\frac{-e^{\frac{1-2 \alpha}{2} y}}{2} \int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{i}}(2 \alpha)^{m_{j}}}{(1-2 z)^{n_{i}}(2-2 \alpha)^{n_{j}}} \frac{e^{-x z}}{2 \alpha-1+2 z} \\
+\frac{e^{\frac{1-2 \alpha}{2} x}}{2} \int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{j}}(2 \alpha)^{m_{i}}}{(1-2 z)^{n_{j}}(2-2 \alpha)^{n_{i}}} \frac{e^{-y z}}{2 \alpha-1+2 z} \\
-\int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{i}}(1-2 z)^{m_{j}}}{(1-2 z)^{n_{i}}(1+2 z)^{n_{j}}} \frac{1}{2 \alpha-1-2 z} \frac{1}{2 \alpha-1+2 z} 2 z e^{-|x-y| z}, \tag{14}
\end{gather*}
$$

where $\frac{2 \alpha-1}{2}<a_{z}<\frac{1-2 \alpha}{2}$. When $i<j$, if $x>y$

$$
\begin{equation*}
\hat{\mathrm{R}}_{12}^{\exp }(i, x ; j, y)=-\int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{n_{i}}}{(1+2 z)^{n_{j}}} \frac{(1-2 z)^{m_{j}}}{(1-2 z)^{m_{i}}} e^{-|x-y| z}, \tag{15}
\end{equation*}
$$

while if $x<y, \hat{\mathrm{R}}_{12}^{\exp }(i, x ; j, y)=\hat{\mathrm{R}}_{12}^{\exp }(i, y ; j, x)$.
Case $\alpha=1 / 2$ : When $x>y$,

$$
\begin{align*}
\overline{\mathrm{R}}_{22}^{\exp }(i, x ; j, y) & =-\int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{i}}}{(1-2 z)^{n_{i}}} \frac{e^{-x z}}{4 z}+\int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{j}}}{(1-2 z)^{n_{j}}} \frac{e^{-y z}}{4 z} \\
& +\int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{m_{i}}(1-2 z)^{m_{j}}}{(1-2 z)^{n_{i}}(1+2 z)^{n_{j}}} \frac{e^{-|x-y| z}}{2 z}-\frac{1}{4} \tag{16}
\end{align*}
$$

with a modification of the last two terms when $x<y$ so that $\overline{\mathrm{R}}_{22}^{\exp }(i, x ; j, y)=$ $-\overline{\mathrm{R}}_{22}^{\exp }(j, y ; i, x)$. When $i<j$, if $x>y$

$$
\overline{\mathrm{R}}_{12}^{\exp }(i, x ; j, y)=-\int_{\mathscr{C}_{1 / 4}^{\tau / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{(1+2 z)^{n_{i}}}{(1+2 z)^{n_{j}}} \frac{(1-2 z)^{m_{j}}}{(1-2 z)^{m_{i}}} e^{-|x-y| z}
$$

while if $x<y, \overline{\mathrm{R}}_{12}^{\mathrm{exp}}(i, x ; j, y)=\overline{\mathrm{R}}_{12}^{\mathrm{exp}}(i, y ; j, x)$.
Remark 4 It may be possible to write simpler integral formulas for $\mathrm{K}^{\exp }$ by changing the contours used in the definition of ${ }^{\exp }$ and identifying certain terms of $\mathrm{R}^{\exp }$ as residues of the integrand in ${ }^{\text {exp }}$. The reason why we have written the kernel ${ }^{\exp }$ as above is mostly technical. For the asymptotic analysis of these formulas, it is convenient that all contours may be deformed so that they approach 0 without encountering any singularity, as will be explained in Sect. 5 .

## 5 Asymptotic Analysis in the Crossover Regime

This section is devoted to the proofs of Theorems 8 and 9 . We start by providing formulas for the correlation kernels $K^{\text {cross }}$ and $K^{S U}$ used in the statements of both theorems.

### 5.1 Formulas for $\mathrm{K}^{\text {cross }}$

The kernel $K^{\text {cross }}$ introduced in [1, Section 2.5] can be written as

$$
\mathrm{K}^{\text {cross }}(i, x ; j, y)=1^{\text {cross }}(i, x ; j, y)+\mathrm{R}^{\text {cross }}(i, x ; j, y),
$$

where we have

$$
\begin{aligned}
\mathrm{I}_{11}^{\text {cross }}(i, x ; j, y)= & \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \\
& \frac{z+\eta_{i}-w-\eta_{j}}{z+w+\eta_{i}+\eta_{j}} \frac{z+\varpi+\eta_{i}}{z+\eta_{i}} \frac{w+\varpi+\eta_{j}}{w+\eta_{j}} e^{z^{3} / 3+w^{3} / 3-x z-y w}, \\
\mathrm{I}_{12}^{\text {cross }}(i, x ; j, y)= & \int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{a_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \\
& \frac{z+\eta_{i}-w+\eta_{j}}{2\left(z+\eta_{i}\right)\left(z+\eta_{i}+w-\eta_{j}\right)} \frac{z+\varpi+\eta_{i}}{-w+\varpi+\eta_{j}} e^{z^{3} / 3+w^{3} / 3-x z-y w}, \\
\mathrm{I}_{21}^{\text {cross }}(i, x ; j, y)= & -\mathrm{I}_{12}^{\text {cross }}(y, x), \\
\mathrm{I}_{22}^{\text {cross }}(i, x ; j, y)= & \int_{\mathscr{C}_{b_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{b_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-\eta_{i}-w+\eta_{j}}{4\left(z-\eta_{i}+w-\eta_{j}\right)} \frac{e^{z^{3} / 3+w^{3} / 3-x z-y w}}{\left(z-\varpi-\eta_{i}\right)\left(w-\varpi-\eta_{j}\right)} .
\end{aligned}
$$

The contours in $1_{12}^{\text {cross }}$ are chosen so that $a_{z}>-\eta_{i}, a_{z}+a_{w}>\eta_{j}-\eta_{i}$ and $a_{w}<$ $\varpi+\eta_{j}$. The contours in ${ }_{22}^{\text {cross }}$ are chosen so that $b_{z}>\eta_{i}, b_{z}>\eta_{i}+\varpi$ and $b_{w}>\eta_{j}$, $b_{w}>\eta_{j}+\varpi$.

We have $\mathrm{R}_{11}^{\text {cross }}(i, x ; j, y)=0$, and $\mathrm{R}_{12}^{\text {cross }}(i, x ; j, y)=0$ when $i \geqslant j$. When $i<j$,

$$
\mathrm{R}_{12}^{\text {cross }}(i, x ; j, y)=\frac{-\exp \left(\frac{-\left(\eta_{i}-\eta_{j}\right)^{4}+6(x+y)\left(\eta_{i}-\eta_{j}\right)^{2}+3(x-y)^{2}}{12\left(\eta_{i}-\eta_{j}\right)}\right)}{\sqrt{4 \pi\left(\eta_{j}-\eta_{i}\right)}},
$$

which may also be written as

$$
\mathrm{R}_{12}^{\text {cross }}(i, x ; j, y)=-\int_{-\infty}^{+\infty} \mathrm{d} \lambda e^{-\lambda\left(\eta_{i}-\eta_{j}\right)} \operatorname{Ai}\left(x_{i}+\lambda\right) \mathrm{Ai}\left(x_{j}+\lambda\right)
$$

The kernel $\mathbf{R}_{22}^{\text {cross }}$ is antisymmetric, and when $x-\eta_{i}>y-\eta_{j}$ we have

$$
\begin{aligned}
& \mathrm{R}_{22}^{\text {cross }}(i, x ; j, y)= \\
& \frac{-1}{4} \int_{\mathscr{C}_{c_{2}}^{\tau / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{\exp \left(\left(z+\eta_{i}\right)^{3} / 3+\left(\varpi+\eta_{j}\right)^{3} / 3-x\left(z+\eta_{i}\right)-y\left(\varpi+\eta_{j}\right)\right)}{\varpi+z}
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{4} \int_{\mathscr{C}_{c_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{\exp \left(\left(z+\eta_{j}\right)^{3} / 3+\left(\varpi+\eta_{i}\right)^{3} / 3-y\left(z+\eta_{j}\right)-x\left(\varpi+\eta_{i}\right)\right)}{\varpi+z} \\
- & \frac{1}{2} \int_{\mathscr{C}_{d_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{z \exp \left(\left(z+\eta_{i}\right)^{3} / 3+\left(-z+\eta_{j}\right)^{3} / 3-x\left(z+\eta_{i}\right)-y\left(-z+\eta_{j}\right)\right)}{(\varpi+z)(\varpi-z)}
\end{aligned}
$$

where the contours are chosen so that $c_{z}<-\varpi$ and $d_{z}$ is between $-\varpi$ and $\varpi$.

### 5.2 Formulas for $\mathbf{K}^{\mathrm{SU}}$

The kernel $\mathrm{K}^{\mathrm{SU}}$ introduced in [1, Section 2.5] decomposes as

$$
\mathrm{K}^{\mathrm{SU}}(i, x ; j, y)=\mathrm{I}^{\mathrm{SU}}(i, x ; j, y)+\mathrm{R}^{\mathrm{SU}}(i, x ; j, y),
$$

where we have

$$
\begin{aligned}
& \mathrm{I}_{11}^{\mathrm{SU}}(i, x ; j, y)=\int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{\left(z+\eta_{i}-w-\eta_{j}\right) e^{z^{3} / 3+w^{3} / 3-x z-y w}}{4\left(z+\eta_{i}\right)\left(w+\eta_{j}\right)\left(z+w+\eta_{i}+\eta_{j}\right)}, \\
& \mathrm{I}_{12}^{\mathrm{SU}}(i, x ; j, y)=\int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{a_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z+\eta_{i}-w+\eta_{j}}{2\left(z+\eta_{i}\right)\left(z+w+\eta_{i}-\eta_{j}\right)} e^{z^{3} / 3+w^{3} / 3-x z-y w}, \\
& \mathrm{I}_{21}^{\mathrm{SU}}(i, x ; j, y)=-\mathrm{I}_{12}^{\mathrm{SU}}\left(j, x_{j} ; i, y_{i}\right) \\
& \mathrm{I}_{22}^{\mathrm{SU}}(i, x ; j, y)=\int_{\mathscr{C}_{b_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{b_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-\eta_{i}-w+\eta_{j}}{z-\eta_{i}+w-\eta_{j}} e^{z^{3} / 3+w^{3} / 3-x z-y w} .
\end{aligned}
$$

The contours in $\mathrm{I}_{12}^{\mathrm{SU}}$ are chosen so that $a_{z}>-\eta_{i}, a_{z}+a_{w}>\eta_{j}-\eta_{i}$. The contours in $\mathrm{I}_{22}^{\mathrm{SU}}$ are chosen so that $b_{z}>\eta_{i}$ and $b_{w}>\eta_{j}$.

We have $\mathrm{R}_{11}^{\mathrm{SU}}(i, x ; j, y)=0$, and $\mathrm{R}_{12}^{\mathrm{SU}}(i, x ; j, y)=0$ when $i \geqslant j$. When $i<j$,

$$
\mathrm{R}_{12}^{\mathrm{SU}}(i, x ; j, y)=\mathrm{R}_{12}^{\mathrm{cross}}(i, x ; j, y)=\frac{-\exp \left(\frac{-\left(\eta_{i}-\eta_{j}\right)^{4}+6(x+y)\left(\eta_{i}-\eta_{j}\right)^{2}+3(x-y)^{2}}{12\left(\eta_{i}-\eta_{j}\right)}\right)}{\sqrt{4 \pi\left(\eta_{j}-\eta_{i}\right)}} .
$$

The kernel $\mathrm{R}_{22}^{S U}$ is antisymmetric, and when $x-\eta_{i}>y-\eta_{j}$ we have

$$
\begin{aligned}
& \mathrm{R}_{22}^{\mathrm{SU}}(i, x ; j, y)= \\
& -\frac{1}{2} \int_{\mathscr{C}_{0}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} z \exp \left(\left(z+\eta_{i}\right)^{3} / 3+\left(-z+\eta_{j}\right)^{3} / 3-x\left(z+\eta_{i}\right)-y\left(-z+\eta_{j}\right)\right)
\end{aligned}
$$

where the contours are chosen so that $a_{z}>-\varpi$ and $b_{z}$ is between $-\varpi$ and $\varpi$.

### 5.3 Proof of Theorem 8

Recall that we scale $\alpha$ as

$$
\alpha=\frac{1+2 \sigma^{-1} \varpi n^{-1 / 3}}{2} .
$$

The proof of Theorem 8 follows the same lines as that of Theorems 1.4 and 1.5 in Sections 5 and 6 of [1] (corresponding to Theorems 6 and 7 in the present paper). We introduce the rescaled correlation kernel

$$
\begin{aligned}
& \mathrm{K}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right):= \\
& \left(\begin{array}{cc}
\sigma^{2} n^{2 / 3} e^{\eta_{i} x_{i}+\eta_{j} x_{j}-\eta_{i}^{3} / 3-\eta_{j}^{3} / 3} \mathrm{~K}_{11}^{\exp }\left(i, X_{i} ; j, X_{j}\right) & \sigma n^{1 / 3} e^{\eta_{i} x_{i}-\eta_{j} x_{j}-\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \mathrm{~K}_{12}^{\exp }\left(i, X_{i} ; j, X_{j}\right) \\
\sigma n^{1 / 3} e^{-\eta_{i} x_{i}+\eta_{j} x_{j}+\eta_{i}^{3} / 3-\eta_{j}^{3} / 3} \mathrm{~K}_{21}^{\exp }\left(i, X_{i} ; j, X_{j}\right) & e^{-e_{i} x_{i}-\eta_{j} x_{j}+\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \mathrm{~K}_{22}^{\exp }\left(i, X_{i} ; j, X_{j}\right)
\end{array}\right),
\end{aligned}
$$

where

$$
X_{i}=4 n+n^{1 / 3}\left(\sigma x_{i}-\xi^{2} \eta_{i}^{2}\right)
$$

so that we have

$$
\mathbb{P}\left(H_{n}\left(\eta_{1}\right)<x_{1}, \ldots, H_{n}\left(\eta_{k}\right)<x_{k}\right)=\operatorname{Pf}\left(J-\mathrm{K}^{\exp , \mathrm{n}}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(x_{1}, \ldots, x_{k}\right)\right)},
$$

where the quantity $H_{n}(\eta)$ is defined in Sect. 1.2. We will decompose the kernel as $\mathrm{K}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right)=\mathrm{l}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right)+\mathrm{R}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right)$ according to the formulas in Sect. 4. The parameter $\alpha$ can be greater or smaller than $1 / 2$ depending on the sign of $\varpi$, so that we will need to be careful with the choice of contours.

In order to prove Theorem 8, we need to show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \operatorname{Pf}\left(J-\mathrm{K}^{\exp , \mathrm{n}}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(x_{1}, \ldots, x_{k}\right)\right)}=\operatorname{Pf}\left(J-\mathrm{K}^{\text {cross }}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(x_{1}, \ldots, x_{k}\right)\right)} . \tag{17}
\end{equation*}
$$

We will first show that the kernel $\mathrm{K}^{\exp , \mathrm{n}}(i, x ; j, y)$ converges to $\mathrm{K}^{\text {cross }}(i, x ; j, y)$ for fixed ( $i, x ; j, y$ ). Then, we will prove uniform bounds on the kernel $\mathrm{K}^{\exp , \mathrm{n}}$ so that the Fredholm Pfaffian is an absolutely convergent series of integrals and hence the pointwise convergence of kernels implies the convergence of Fredholm Pfaffians.

We introduce two types of modifications of the contour $\mathscr{C}_{0}^{\pi / 3}$. For a parameter $r>0$, we denote by $\mathscr{C}[r]$ the contour formed by the union of an arc of circle around 0 of radius $r n^{-1 / 3}$, between $-\pi / 3$ and $\pi / 3$, and two semi-infinite rays in directions $\pm \pi / 3$ that connect the extremities of the arc to $\infty$ (see Fig. 7, left). With


Fig. 7 The contours $\mathscr{C}[r]$ when $r>0$ (left) and $\mathscr{C}[r]$ when $r<0$ (right)
this definition 0 is on the left of the contour $\mathscr{C}[r]$. For a parameter $r<0$, we denote by $\mathscr{C}[r]$ a similar contour where the arc of circle has radius $-r$ and is now between angles from $\pi / 3$ to $5 \pi / 3$ so that 0 is on the right of $\mathscr{C}[r]$ (see Fig. 7, right).

Thanks to Cauchy's theorem, we have some freedom to deform the contours used in the definition of $\mathrm{K}^{\exp }$ in Sect. 4, as long as we do not cross any pole. Thus we can write

$$
\begin{align*}
& \mathrm{K}_{11}^{\exp , n}(i, x ; j, y)=e^{\eta_{i} x+\eta_{j} y-\eta_{i}^{3} / 3-\eta_{j}^{3} / 3} \sigma^{2} n^{2 / 3} \int_{\mathscr{C}[1]} \frac{\mathrm{d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}[1]} \frac{\mathrm{d} w}{2 \mathrm{i} \pi} \frac{z-w}{4 z w(z+w)} \\
& \begin{array}{r}
\left(2 z+2 \sigma^{-1} \varpi n^{-1 / 3}\right)\left(2 w+2 \sigma^{-1} \varpi n^{-1 / 3}\right) \exp (n(f(z)+f(w)) \\
+
\end{array} n^{2 / 3}\left(\xi \eta_{i} \log \left(1-4 z^{2}\right)+\xi \eta_{j} \log \left(1-4 w^{2}\right)\right) \\
& \left.\quad+n^{1 / 3} \xi^{2} \eta_{i}^{2} z+n^{1 / 3} \xi^{2} \eta_{j}^{2} w-n^{1 / 3} \sigma(x z+y w)\right)
\end{align*}
$$

where the function $f$ is

$$
f(z)=-4 z+\log (1+2 z)-\log (1-2 z)
$$

To take asymptotics of this expression, we use Laplace's method. The function $f$ has a double critical point at 0 . We have

$$
\begin{equation*}
f(z)=\frac{\sigma^{3}}{3} z^{3}+\mathscr{O}\left(z^{4}\right) \tag{19}
\end{equation*}
$$

where $\sigma=2^{4 / 3}$ and we know from Lemma 5.9 in [1] that the contour $\mathscr{C}_{0}^{\pi / 3}$ is steepdescent for $\mathfrak{R e}[f]$ (which shows that the main contribution to the integral comes from integration in a neighborhood of 0 , see the proof of Theorem 6 in Section 5 of [1]). Let us make the change of variables $z=n^{-1 / 3} \tilde{z} / \sigma$ and likewise for $w$, and use Taylor expansions of all terms in the integrand. Using the same kind of estimates (to control the error made when approximating the integrand) as in Proposition 5.8 in [1], we arrive at

$$
\begin{aligned}
& \mathrm{K}_{11}^{\exp , n}(i, x ; j, y) \underset{n \rightarrow \infty}{\longrightarrow} e^{\eta_{i} x+\eta_{j} y-\eta_{i}^{3} / 3-\eta_{j}^{3} / 3} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{z+w} \frac{z+w}{z} \frac{w+w}{w} \\
& \quad \exp \left(z^{3} / 3+w^{3} / 3-4 \xi \eta_{i} z^{2} / \sigma^{2}-4 \xi \eta_{j} w^{2} / \sigma^{2}+\xi^{2} \eta_{i} z / \sigma+\xi^{2} \eta_{j} w / \sigma-x z-y w\right) .
\end{aligned}
$$

With our choice of $\sigma$ and $\xi$, we have that $4 \xi / \sigma^{2}=\xi^{2} / \sigma=1$, so that after a change of variables (a simple translation where $z$ becomes $z+\eta_{i}$ and $w$ becomes $w+\eta_{j}$ ),

$$
\begin{aligned}
& \mathrm{K}_{11}^{\exp , n}(i, x ; j, y) \xrightarrow[n \rightarrow \infty]{\longrightarrow} \mathrm{K}_{11}^{\text {cross }}(i, x ; j, y)= \\
& \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{1}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z+\eta_{i}-w-\eta_{j}}{\left(z+\eta_{i}\right)\left(w+\eta_{j}\right)} \frac{z+\varpi+\eta_{i}}{z+\eta_{i}} \frac{w+\varpi+\eta_{j}}{w+\eta_{j}} e^{z^{3} / 3+w^{3} / 3-x z-y w}
\end{aligned}
$$

Regarding $\mathrm{K}_{12}$, we write $\mathrm{K}_{12}^{\text {exp, } n}=\mathrm{I}_{12}^{\text {exp, } n}+\mathrm{R}_{12}^{\text {exp, } n}$ where

$$
\begin{gather*}
\mathrm{I}_{12}^{\exp , n}(i, x ; j, y)=e^{\eta_{i} x-\eta_{j} y-\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \sigma n^{1 / 3} \int_{\mathscr{G}\left[a_{z}\right]} \frac{\mathrm{d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}\left[a_{w}\right]} \frac{\mathrm{d} w}{2 \mathrm{i} \pi} \frac{z-w}{2 z(z+w)} \\
\frac{2 z+2 \sigma^{-1} \varpi n^{-1 / 3}}{-2 w+2 \sigma^{-1} \varpi n^{-1 / 3}} \exp (n(f(z)+f(w)) \\
+n^{2 / 3}\left(\xi \eta_{i} \log \left(1-4 z^{2}\right)-\xi \eta_{j} \log \left(1-4 w^{2}\right)\right)+n^{1 / 3} \xi^{2} \eta_{i}^{2} z \\
\left.\quad+n^{1 / 3} \xi^{2} \eta_{j}^{2} w-n^{1 / 3} \sigma(x z+y w)\right), \tag{20}
\end{gather*}
$$

where the contours are chosen so that $a_{z}>0, a_{z}+a_{w}>0$ and $a_{w}<\varpi$. Applying Laplace method as for $\mathrm{K}_{11}$, we arrive at

$$
\begin{aligned}
& \mathrm{I}_{12}^{\exp , n}(i, x ; j, y) \underset{n \rightarrow \infty}{\longrightarrow} e^{\eta_{i} x-\eta_{j} y-\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \int_{\mathscr{C}_{a_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{a_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{2 z(z+w)} \frac{z+\varpi}{-w+\varpi} \\
& \exp \left(z^{3} / 3+w^{3} / 3-4 \xi \eta_{i} z^{2} / \sigma^{2}+4 \xi \eta_{j} w^{2} / \sigma^{2}+\xi^{2} \eta_{i} z / \sigma+\xi^{2} \eta_{j} w / \sigma-x z-y w\right) .
\end{aligned}
$$

Thus, we find that after a change of variables

$$
\begin{aligned}
& \mathrm{I}_{12}^{\exp , n}(i, x ; j, y) \xrightarrow[n \rightarrow \infty]{\longrightarrow} \mathrm{I}_{12}^{\text {cross }}(i, x ; j, y)= \\
& \int_{\mathscr{C}_{a_{z}} / \pi / 3} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{a_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z+\eta_{i}-w+\eta_{j}}{2\left(z+\eta_{i}\right)\left(z+\eta_{i}+w-\eta_{j}\right)} \frac{z+\varpi+\eta_{i}}{-w+\varpi+\eta_{j}} e^{z^{3} / 3+w^{3} / 3-x z-y w}
\end{aligned}
$$

where the contours in the last equation are now chosen so that $a_{z}>-\eta_{i}, a_{z}+a_{w}>$ $\eta_{j}-\eta_{i}$ and $a_{w}<\varpi+\eta_{j}$. When $i<j$ (and consequently $\eta_{i}<\eta_{j}$ ), and for $x, y$ such that $\sigma x-\xi^{2} \eta_{i}>\sigma y-\xi^{2} \eta_{j}$ (which is equivalent to $x-\eta_{i}>y-\eta_{j}$ ), we use Eq. (15) for $\mathrm{R}_{12}$ and find

$$
\mathrm{R}_{12}^{\exp , \mathrm{n}}(i, x ; j, y) \underset{n \rightarrow \infty}{ }-\int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \exp \left(\left(z-\eta_{i}\right)^{3} / 3-\left(z-\eta_{j}\right)^{3} / 3-x\left(z-\eta_{i}\right)+y\left(z-\eta_{j}\right)\right) .
$$

One can check that with $x-\eta_{i}>y-\eta_{j}$, the integrand is integrable on the contour $\mathscr{C}_{1 / 4}^{\pi / 3}$. When $x-\eta_{i}<y-\eta_{j}$ however, we have

$$
\mathrm{R}_{12}^{\exp , \mathrm{n}}(i, x ; j, y) \xrightarrow[n \rightarrow \infty]{\longrightarrow}-\int_{\mathscr{C}_{1 / 4}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \exp \left(\left(z+\eta_{j}\right)^{3} / 3-\left(z+\eta_{i}\right)^{3} / 3+x\left(z+\eta_{i}\right)-y\left(z+\eta_{j}\right)\right)
$$

One can evaluate the integrals above, and we find that in both cases

$$
\mathrm{R}_{12}^{\exp , \mathrm{n}}(i, x ; j, y) \underset{n \rightarrow \infty}{\longrightarrow} \mathrm{R}_{12}^{\text {cross }}(i, x ; j, y)=\frac{-\exp \left(\frac{-\left(\eta_{i}-\eta_{j}\right)^{4}+6(x+y)\left(\eta_{i}-\eta_{j}\right)^{2}+3(x-y)^{2}}{12\left(\eta_{i}-\eta_{j}\right)}\right)}{\sqrt{4 \pi\left(\eta_{j}-\eta_{i}\right)}} .
$$

As for $\mathrm{K}_{22}$, we again decompose the kernel as $\mathrm{K}_{22}^{\exp , n}=I_{22}^{\exp , n}+\mathrm{R}_{22}^{\exp , n}$. For $\mathrm{I}_{22}^{\exp , n}$, we chose contours that pass to the right of all poles except $1 / 2$, as in the case $\alpha=1 / 2$ of Sect. 4. We can write

$$
\begin{align*}
& \mathrm{I}_{22}^{\exp , n}(i, x ; j, y)=e^{-\eta_{i} x-\eta_{j} y+\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \int_{\left.\mathscr{C} \mid b_{z}\right]} \frac{\mathrm{d} z}{2 \mathrm{i} \pi} \int_{\mathscr{G}\left[b_{w}\right]} \frac{\mathrm{d} w}{2 \mathrm{i} \pi} \frac{z-w}{z+w} \\
& \frac{1}{\left(-2 z+2 \sigma^{-1} \varpi n^{-1 / 3}\right)\left(-2 w+2 \sigma^{-1} \varpi n^{-1 / 3}\right)} \exp (n(f(z)+f(w)) \\
& +n^{2 / 3}\left(-\xi \eta_{i} \log \left(1-4 z^{2}\right)-\xi \eta_{j} \log \left(1-4 w^{2}\right)\right) \\
& \left.\quad+n^{1 / 3} \xi^{2} \eta_{i}^{2} z+n^{1 / 3} \xi^{2} \eta_{j}^{2} w-n^{1 / 3} \sigma(x z+y w)\right) \tag{21}
\end{align*}
$$

where $b_{z}$ and $b_{w}$ are positive and greater that $\varpi$. Again, by Laplace's method we obtain

$$
\begin{aligned}
& \mathrm{l}_{22}^{\exp , n}(i, x ; j, y) \underset{n \rightarrow \infty}{\longrightarrow} e^{-\eta_{i} x-\eta_{j} y+\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \int_{\mathscr{C}_{b_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{b_{w}}^{\pi / 3}} \frac{\mathrm{~d} w}{2 \mathrm{i} \pi} \frac{z-w}{z+w} \\
& \frac{\exp \left(z^{3} / 3+w^{3} / 3+4 \xi \eta_{i} z^{2} / \sigma^{2}+4 \xi \eta_{j} w^{2} / \sigma^{2}+\xi^{2} \eta_{i} z / \sigma+\xi^{2} \eta_{j} w / \sigma-x z-y w\right)}{(2 z-2 \pi)(2 w-2 \varpi)} .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
& \mathrm{I}_{22}^{\exp , n}(i, x ; j, y) \underset{n \rightarrow \infty}{\longrightarrow} \mathrm{I}_{12}^{\text {cross }}(i, x ; j, y)= \\
& \quad \int_{\mathscr{C}_{b_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \int_{\mathscr{C}_{b}} \frac{\mathrm{~d} w}{\mathrm{i} / 3} \frac{z-\eta_{i}-w+\eta_{j}}{2\left(z-\eta_{i}+w-\eta_{j}\right)} \frac{e^{z^{3} / 3+w^{3} / 3-x z-y w}}{\left(z-\varpi-\eta_{i}\right)\left(w-\varpi-\eta_{j}\right)},
\end{aligned}
$$

where the contours are chosen so that $b_{z}>\eta_{i}, b_{z}>\eta_{i}+\varpi$ and $b_{w}>\eta_{j}, b_{w}>$ $\eta_{j}+\varpi$. For $\mathrm{R}_{22}$ we use (13). Note that the form of the expression does not depend on whether $\varpi$ is positive or negative, because of our choice of contours for $I_{22}^{\text {exp, } n}$ in (21). We find for $x_{i}-\eta_{i}>x_{j}-\eta_{j}$

$$
\begin{aligned}
& \mathrm{R}_{22}^{\exp , \mathrm{n}}(i, x ; j, y) \xrightarrow[n \rightarrow \infty]{\longrightarrow} \\
& \frac{-1}{4} \int_{\mathscr{C}_{c_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{\exp \left(\left(z+\eta_{i}\right)^{3} / 3+\left(\varpi+\eta_{j}\right)^{3} / 3-x\left(z+\eta_{i}\right)-y\left(\varpi+\eta_{j}\right)\right)}{\varpi+z} \\
& +\frac{1}{4} \int_{\mathscr{C}_{c_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{\exp \left(\left(z+\eta_{j}\right)^{3} / 3+\left(\varpi+\eta_{i}\right)^{3} / 3-y\left(z+\eta_{j}\right)-x\left(\varpi+\eta_{i}\right)\right)}{\varpi+z} \\
& -\frac{1}{2} \int_{\mathscr{C}_{d_{z}}^{\pi / 3}} \frac{\mathrm{~d} z}{2 \mathrm{i} \pi} \frac{z \exp \left(\left(z+\eta_{i}\right)^{3} / 3+\left(-z+\eta_{j}\right)^{3} / 3-x\left(z+\eta_{i}\right)-y\left(-z+\eta_{j}\right)\right)}{(\varpi+z)(\varpi-z)} \\
& \quad-\frac{1}{4} \exp \left(\left(-\varpi+\eta_{j}\right)^{3} / 3+\left(\varpi+\eta_{i}\right)^{3} / 3-y\left(-\varpi+\eta_{j}\right)-x\left(\varpi+\eta_{i}\right)\right) \\
& \quad+\frac{1}{4} \exp \left(\left(-\varpi+\eta_{i}\right)^{3} / 3+\left(\varpi+\eta_{j}\right)^{3} / 3-x\left(-\varpi+\eta_{i}\right)-y\left(\varpi+\eta_{j}\right)\right),
\end{aligned}
$$

where the contours are chosen so that $c_{z}>-\varpi$ and $d_{z}$ is between $-\varpi$ and $\varpi$. When $x-\eta_{i}<y-\eta_{j}, \mathrm{R}_{22}^{\exp , \mathrm{n}}$ is determined by antisymmetry.

At this point, we have shown that when $\alpha=1 / 2$ and for any set of points $\left\{i_{r}, x_{i_{r}} ; j_{s}, x_{j_{s}}\right\}_{1 \leqslant r, s \leqslant k} \in\{1, \ldots, k\} \times \mathbb{R}$,

$$
\operatorname{Pf}\left(\mathrm{K}^{\text {exp }, \mathrm{n}}\left(i_{r}, x_{i_{r}} ; j_{s}, x_{j_{s}}\right)\right)_{r, s=1}^{k} \underset{q \rightarrow 1}{\longrightarrow} \operatorname{Pf}\left(\mathrm{~K}^{\text {cross }}\left(i_{r}, x_{i_{r}} ; j_{s}, x_{j_{s}}\right)\right)_{r, s=1}^{k}
$$

In order to conclude that the Fredholm Pfaffian likewise has the desired limit, one needs a control on the entries of the kernel $\mathrm{K}^{\text {exp, }}$, in order to apply dominated convergence.

Lemma 3 Let $a \in \mathbb{R}$ and $0 \geqslant \eta_{1}<\cdots<\eta_{k}$ be fixed. There exist positive constants $C, c, m$ for $n>m$ and $x, y>a$,

$$
\begin{aligned}
& \left|\mathrm{K}_{11}^{\exp , \mathrm{n}}(i, x ; j, y)\right|<C \exp (-c x-c y), \\
& \left|\mathrm{K}_{12}^{\exp , \mathrm{n}}(i, x ; j, y)\right|<C \exp (-c x), \\
& \left|\mathrm{K}_{22}^{\exp , \mathrm{n}}(i, x ; j, y)\right|<C .
\end{aligned}
$$

Proof The proof is very similar to that of Lemmas 5.11 and 6.4 in [1]. Indeed, using the same approach as in the proof of these lemmas, we obtain that

$$
\begin{aligned}
& \left|\mathrm{I}_{11}^{\exp , \mathrm{n}}(i, x ; j, y)\right|<C \exp (-c x-c y), \\
& \left|\mathrm{I}_{12}^{\exp , \mathrm{n}}(i, x ; j, y)\right|<C \exp (-c x) \\
& \left|\mathrm{I}_{22}^{\exp , \mathrm{n}}(i, x ; j, y)\right|<C \exp (-c x-c y),
\end{aligned}
$$

and

$$
\begin{aligned}
& \left|\mathrm{R}_{11}^{\exp , \mathrm{n}}(i, x ; j, y)\right|=0 \\
& \left|\mathrm{R}_{12}^{\exp , \mathrm{n}}(i, x ; j, y)\right| \leqslant C \mathbb{1}_{i<j} \exp \left((x+y)\left(\eta_{i}-\eta_{j}\right)\right), \\
& \left|\mathrm{R}_{22}^{\exp , \mathrm{n}}(i, x ; j, y)\right|<C
\end{aligned}
$$

Recall that when $i<j, \eta_{i}-\eta_{j}<0$, so that the bounds on $\mathrm{I}^{\exp , \mathrm{n}}$ and $\mathrm{R}^{\exp , \mathrm{n}}$ combine together to the statement of Lemma 3.

The bounds from Lemma 3 are such that the hypotheses in Lemma 1 are satisfied. We conclude, applying dominated convergence in the Pfaffian series expansion, that

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\bigcap_{i=1}^{k}\left\{H_{n}\left(\eta_{i}\right)<x_{i}\right\}\right)=\operatorname{Pf}\left(J-\mathbf{K}^{\text {cross }}\right)_{\mathbb{L}^{2}\left(\mathbb{D}_{k}\left(x_{1}, \ldots, x_{k}\right)\right)}
$$

### 5.4 Proof of Theorem 9

The proof is very similar as that of Theorem 8 . We use a similar rescaling of the kernel: we define the rescaled kernel

$$
\begin{aligned}
& \mathrm{K}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right):= \\
& \left(\begin{array}{cc}
\varpi^{-2} \sigma^{2} n^{2 / 3} e^{\eta_{i} x_{i}+\eta_{j} x_{j}-\eta_{i}^{3} / 3-\eta_{j}^{3} / 3} \mathrm{~K}_{11}^{\exp }\left(i, X_{i} ; j, X_{j}\right) & \varpi^{-1} \sigma n^{1 / 3} e^{\eta_{i} x_{i}-\eta_{j} x_{j}-\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \mathrm{~K}_{12}^{\exp }\left(i, X_{i} ; j, X_{j}\right) \\
\varpi^{-1} \sigma n^{1 / 3} e^{-\eta_{i} x_{i}+\eta_{j} x_{j}+\eta_{i}^{3} / 3-\eta_{j}^{3} / 3} \mathrm{~K}_{21}^{\exp }\left(i, X_{i} ; j, X_{j}\right) & \varpi^{2} e^{-\eta_{i} x_{i}-\eta_{j} x_{j}+\eta_{i}^{3} / 3+\eta_{j}^{3} / 3} \mathrm{~K}_{22}^{\exp }\left(i, X_{i} ; j, X_{j}\right)
\end{array}\right),
\end{aligned}
$$

Then, we decompose the kernel as $\mathrm{K}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right)=\mathrm{e}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right)+$ $\mathrm{R}^{\exp , n}\left(i, x_{i} ; j, x_{j}\right)$ using the formulas (and choice of contours) of Sect. 4 in the case $\alpha>1 / 2$. Thus, the formulas are slightly simpler than in the proof of Theorem 8. To show that the kernel $\mathrm{K}^{\exp , n}$ converges pointwise to $\mathrm{K}^{\text {SU }}$, we follow the same steps as in the proof of Theorem 8 as if $\varpi=+\infty$ and contours $\mathscr{C}\left[a_{z}\right], \mathscr{C}\left[a_{w}\right], \mathscr{C}\left[b_{z}\right], \mathscr{C}\left[b_{w}\right]$ are chosen to be consistent with the constraints on contours in the case $\alpha>1 / 2$ of Sect. 4. Finally, the kernel satisfies the same uniform bounds as in Lemma 3, so that we conclude the proof by dominated convergence as above.
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# Stochastic Functional Differential Equations and Sensitivity to Their Initial Path 
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#### Abstract

We consider systems with memory represented by stochastic functional differential equations. Substantially, these are stochastic differential equations with coefficients depending on the past history of the process itself. Such coefficients are hence defined on a functional space. Models with memory appear in many applications ranging from biology to finance. Here we consider the results of some evaluations based on these models (e.g. the prices of some financial products) and the risks connected to the choice of these models. In particular we focus on the impact of the initial condition on the evaluations. This problem is known as the analysis of sensitivity to the initial condition and, in the terminology of finance, it is referred to as the Delta. In this work the initial condition is represented by the relevant past history of the stochastic functional differential equation. This naturally leads to the redesign of the definition of Delta. We suggest to define it as a functional directional derivative, this is a natural choice. For this we study a representation formula which allows for its computation without requiring that the evaluation functional is differentiable. This feature is particularly relevant for applications. Our formula is achieved by studying an appropriate relationship between Malliavin derivative and functional directional derivative. For this we introduce the technique of randomisation of the initial condition.


[^2]
## 1 Introduction

Several phenomena in nature show evidence of both a stochastic behaviour and a dependence on the past history when evaluating the present state. Examples of models taking into account both features come from biology in the different areas of population dynamics, see e.g. [8, 26], or gene expression, see e.g. [27], or epidemiology, see e.g. [11]. We find several stochastic models dealing with delay and memory also in the different areas of economics and finance. The delayed response in the prices of both commodities and financial assets is studied for example in $[1,2,5,6,12,13,23-25,36,37]$. The very market inefficiency and also the fact that traders persistently use past prices as a guide to decision making induces memory effects that may be held responsible for market bubbles and crashes. See e.g. [3, 22].

In this work we consider a general stochastic dynamic model incorporating delay or memory effects. Indeed we consider stochastic functional differential equations (SFDE), which are substantially stochastic differential equations with coefficients depending on the past history of the dynamic itself. These SFDEs have already been studied in the pioneering works of [28, 29, 38] in the Brownian framework. The theory has later been developed including models for jumps in [9]. From another perspective models with memory have been studied via the so-called functional Itô calculus as introduced in [17] and then developed steadily in e.g. [14, 15]. For a comparison of the two approaches we refer to e.g. [16, 18], see also [9, Appendix] for a short survey on the different notions of derivative. In the deterministic framework functional differential equations are widely studied. See, e.g. [21].

By model risk we generically mean all risks entailed in the choice of a model in view of prediction or forecast. One aspect of model risk management is the study of the sensitivity of a model to the estimates of its parameters. In this paper we are interested in the sensitivity to the initial condition. In the terminology of mathematical finance this is referred to as the Delta. However, in the present setting of SFDEs, the very concept of Delta has to be defined as new, being the initial condition an initial path and not only a single initial point as in the standard stochastic differential equations. It is the first time that the sensitivity to the initial path is tackled, though it appears naturally whenever working in presence of memory effects.

As illustration, on the probability space $(\Omega, \mathscr{F}, P)$, let us consider the SFDE:

$$
\left\{\begin{array}{l}
d x(t)=f\left(t, x(t), x_{t}\right) d t+g\left(t, x(t), x_{t}\right) d W(t), \quad t \in(0, T] \\
\left(x(0), x_{0}\right)=\eta
\end{array}\right.
$$

where by $x(t)$ we mean the evaluation at time $t$ of the solution process and by $x_{t}$ we mean the segment of past that is relevant for the evaluation at $t$. Let us also consider the evaluation $p(\eta)$ at $t=0$ of some value $\Phi\left({ }^{\eta} x(T),{ }^{\eta} x_{T}\right)$ at $t=T$ of a functional
$\Phi$ of the model. Such evaluation is represented as the expectation:

$$
\begin{equation*}
p(\eta)=E\left[\Phi\left({ }^{\eta} x(T),{ }^{\eta} x_{T}\right)\right] . \tag{1}
\end{equation*}
$$

We have marked explicitly the dependence on the initial path $\eta$ by an anticipated superindex.

Evaluations of this type are typical in the pricing of financial derivatives, which are financial contracts with payoff $\Psi$ written on an underlying asset with price dynamics $S$ given by an SFDE of the type above. Indeed in this case the classical non arbitrage pricing rule provides a fair price in the form

$$
p_{\text {risk-neutral }}(\eta)=E_{\eta}\left[\frac{\Psi\left({ }^{\eta} S(T),{ }^{\eta} S_{T}\right)}{N(T)}\right]=E\left[{ }^{\eta} Z(T) \frac{\Psi\left({ }^{\eta} S(T),{ }^{\eta} S_{T}\right)}{N(T)}\right] \text {, }
$$

where ${ }^{\eta} Z(T)=\frac{d^{\eta} Q}{d P}$ is the Radon-Nykodim derivative of the risk-neutral probability measure ${ }^{\eta} Q$ and $N(T)$ is a chosen numéraire used for discounting. We observe that such pricing measure ${ }^{\eta} Q$ depends on $\eta$ by construction.

Analogously, in the so-called benchmark approach to pricing (see e.g. [32]), a non-arbitrage fair price is given in the form

$$
p_{\text {benchmark }}(\eta)=E\left[\frac{\Psi\left({ }^{\eta} S(T),{ }^{\eta} S_{T}\right)}{{ }^{\eta} G(T)}\right],
$$

where ${ }^{\eta} G(T)$ is the value of an appropriate benchmark process, used in discounting and guaranteeing that the very $P$ is an appropriate pricing measure. Here we note that the benchmark depends on the initial path $\eta$ of the underlying price dynamics. Both pricing approaches can be represented as (1) and from now on we shall generically call payoff the functional $\Phi$, borrowing the terminology from finance.

Then, in the present notations, the study of the sensitivity to the initial condition consists in the study of some derivative of $p(\eta)$ :

$$
\frac{\partial}{\partial \eta} p(\eta)=\frac{\partial}{\partial \eta} E\left[\Phi\left({ }^{\eta} x(T),{ }^{\eta} x_{T}\right)\right] .
$$

and its possible representations.
In this work we interpret the derivative above as a functional directional derivative and we study formulae for its representations. Our approach takes inspiration from the seminal papers [19, 20]. Here Malliavin calculus is used to obtain a nice formula, where the derivative is itself represented as an expectation of the product of the functional $\Phi$ and some random variable, called Malliavin weight.

We remark immediately that the presence of memory has effects well beyond the expected and the formulae we obtain will not be, unfortunately, so elegant. The representation formulae we finally obtain do not formally present or require the Fréchet differentiability of $\Phi$. This is particularly relevant for applications e.g. to pricing. To obtain our formulae we shall study the relationship between functional Fréchet derviatives and Malliavin derivatives. However, this relationship has to be
carefully constructed. Our technique is based on what we call the randomisation of the initial path condition, which is based on the use of an independent Brownian noise to "shake" the past.

The paper is organised as follows. In Sect. 2 we provide a detailed background of SFDEs. The first part of Sect. 3 is dedicated to the study of the sensitivity to the initial path condition and the technique of randomisation. We obtain a general representation formula for the sensitivity. Here we see that there is a balance between the generality of the functional $\Phi$ allowed and the regularity on the coefficients of the dynamics of the underlying. The second part of Sect. 3 presents further detailed results in the case of a suitable randomisation choice. The Appendix contains some technical proof, given with the aim of a self-contained reading.

## 2 Stochastic Functional Differential Equations

In this section we present a general setup for stochastic functional differential equations (SFDEs). Our framework is inspired by and generalises [5, 6, 25].

### 2.1 The Model

On the complete probability space $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right)_{t \in[0, T]}, P\right)$ where the filtration satisfies the usual assumptions and is such that $\mathscr{F}=\mathscr{F}_{T}$, we consider $W=$ $\{W(t, \omega) ; \omega \in \Omega, t \in[0, T]\}$ an $m$-dimensional standard $\left(\mathscr{F}_{t}\right)_{t \in[0, T]}$-Brownian motion. Here let $T \in[0, \infty)$.

We are interested in stochastic processes $x:[-r, T] \times \Omega \rightarrow \mathbb{R}^{d}, r \geqslant 0$, with finite second order moments and a.s. continuous sample paths. So, one can look at $x$ as a random variable $x: \Omega \rightarrow \mathscr{C}\left([-r, T], \mathbb{R}^{d}\right)$ in $L^{2}\left(\Omega, \mathscr{C}\left([-r, T], \mathbb{R}^{d}\right)\right)$ where $\mathscr{C}\left([-r, T], \mathbb{R}^{d}\right)$ is the space of continuous functions from $[-r, T]$ to $\mathbb{R}^{d}$. In fact, we can look at $x$ as

$$
x: \Omega \rightarrow \mathscr{C}\left([-r, T], \mathbb{R}^{d}\right) \hookrightarrow L^{2}\left([-r, T], \mathbb{R}^{d}\right) \hookrightarrow \mathbb{R}^{d} \times L^{2}\left([-r, T], \mathbb{R}^{d}\right)
$$

where the notation $\hookrightarrow$ stands for continuously embedded in, which holds since the domains are compact. The parameter $r$ here above introduced represents the time gap linked to the delay or memory effect.

From now on, for any $u \in[0, T]$, we write $M_{2}\left([-r, u], \mathbb{R}^{d}\right):=\mathbb{R}^{d} \times$ $L^{2}\left([-r, u], \mathbb{R}^{d}\right)$ for the so-called Delfour-Mitter space endowed with the norm

$$
\begin{equation*}
\|(v, \theta)\|_{M_{2}}=\left(|v|^{2}+\|\theta\|_{2}^{2}\right)^{1 / 2}, \quad(v, \theta) \in M_{2}\left([-r, u], \mathbb{R}^{d}\right) \tag{2}
\end{equation*}
$$

where $\|\cdot\|_{2}$ stands for the $L^{2}$-norm and $|\cdot|$ for the Euclidean norm in $\mathbb{R}^{d}$. For short we denote $M_{2}:=M_{2}\left([-r, 0], \mathbb{R}^{d}\right)$.

The interest of using such space comes from two facts. On the one hand, the space $M_{2}$ endowed with the norm (2) has a Hilbert structure which allows for a Fourier representation of its elements. On the other hand, as we will see later on, the point 0 plays an important role and therefore we need to distinguish between two processes in $L^{2}\left([-r, 0], \mathbb{R}^{d}\right)$ that have different images at the point 0 . In general the spaces $M_{2}\left([-r, u], \mathbb{R}^{d}\right)$ are also natural to use since they coincide with the corresponding spaces of continuous functions $\mathscr{C}\left([-r, u], \mathbb{R}^{d}\right)$ completed with respect to the norm (2), by taking the natural injection $i(\varphi(\cdot))=\left(\varphi(u), \varphi(\cdot) 1_{[-r, u)}\right)$ for a $\varphi \in \mathscr{C}\left([-r, u], \mathbb{R}^{d}\right)$ and by closing it.

Furthermore, by the continuous embedding above, we can consider the random process $x: \Omega \times[-r, u] \longrightarrow \mathbb{R}^{d}$ as a random variable

$$
x: \Omega \longrightarrow M_{2}\left([-r, u], \mathbb{R}^{d}\right)
$$

in $L^{2}\left(\Omega, M_{2}\left([-r, u], \mathbb{R}^{d}\right)\right)$, that is

$$
\|x\|_{L^{2}\left(\Omega, M_{2}\left([-r, u], \mathbb{R}^{d}\right)\right)}=\left(\int_{\Omega}\|x(\omega)\|_{M_{2}\left([-r, u], \mathbb{R}^{d}\right)}^{2} P(d \omega)\right)^{1 / 2}<\infty
$$

For later use, we write $L_{A}^{2}\left(\Omega, M_{2}\left([-r, u], \mathbb{R}^{d}\right)\right)$ for the subspace of $L^{2}\left(\Omega, M_{2}\right.$ $\left([-r, u], \mathbb{R}^{d}\right)$ ) of elements that admit an $\left(\mathscr{F}_{t}\right)_{t \in[0, u] \text {-adapted modification. }}$.

To deal with memory and delay we use the concept of segment of $x$. Given a process $x$, the delay gap $r$, and a specified time $t \in[0, T]$, the segment of $x$ in the past time interval $[t-r, t]$ is denoted by $x_{t}(\omega, \cdot):[-r, 0] \rightarrow \mathbb{R}^{d}$ and it is defined as

$$
x_{t}(\omega, s):=x(\omega, t+s), \quad s \in[-r, 0] .
$$

So $x_{t}(\omega, \cdot)$ is the segment of the $\omega$-trajectory of the process $x$, and contains all the information of the past down to time $t-r$. In particular, the segment of $x_{0}$ relative to time $t=0$ is the initial path and carries the information about the process from before $t=0$.

Assume that, for each $\omega \in \Omega, x(\cdot, \omega) \in L^{2}\left([-r, T], \mathbb{R}^{d}\right)$. Then $x_{t}(\omega)$ can be seen as an element of $L^{2}\left([-r, 0], \mathbb{R}^{d}\right)$ for each $\omega \in \Omega$ and $t \in[0, T]$. Indeed the couple $\left(x(t), x_{t}\right)$ is a $\mathscr{F}_{t}$-measurable random variable with values in $M_{2}$, i.e. $\left(x(t, \omega), x_{t}(\omega, \cdot)\right) \in M_{2}$, given $\omega \in \Omega$.

Let us consider an $\mathscr{F}_{0}$-measurable random variable $\eta \in L^{2}\left(\Omega, M_{2}\right)$. To shorten notation we write $\mathbb{M}_{2}:=L^{2}\left(\Omega, M_{2}\right)$. A stochastic functional differential equation (SFDE), is written as

$$
\left\{\begin{array}{l}
d x(t)=f\left(t, x(t), x_{t}\right) d t+g\left(t, x(t), x_{t}\right) d W(t), \quad t \in[0, T]  \tag{3}\\
\left(x(0), x_{0}\right)=\eta \in \mathbb{M}_{2}
\end{array}\right.
$$

where

$$
f:[0, T] \times M_{2} \rightarrow \mathbb{R}^{d} \quad \text { and } \quad g:[0, T] \times M_{2} \rightarrow L\left(\mathbb{R}^{m}, \mathbb{R}^{d}\right)
$$

### 2.2 Existence and Uniqueness of Solutions

Under suitable hypotheses on the functionals $f$ and $g$, one obtains existence and uniqueness of the strong solution (in the sense of $L^{2}$ ) of the SFDE (3). The solution is a process $x \in L^{2}\left(\Omega, M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)$ admitting an $\left(\mathscr{F}_{t}\right)_{t \in[0, T]}$-adapted modification, that is, $x \in L_{A}^{2}\left(\Omega, M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)$.

We say that two processes $x^{1}, x^{2} \in L^{2}\left(\Omega, M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)$ are $L^{2}$-unique, or unique in the $L^{2}$-sense if $\left\|x_{1}-x_{2}\right\|_{L^{2}\left(\Omega, M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)}=0$.

## Hypotheses (EU):

(EU1) (Local Lipschitzianity) The drift and the diffusion functionals $f$ and $g$ are Lipschitz on bounded sets in the second variable uniformly with respect to the first, i.e., for each integer $n \geqslant 0$, there is a Lipschitz constant $L_{n}$ independent of $t \in[0, T]$ such that,

$$
\left|f\left(t, \varphi_{1}\right)-f\left(t, \varphi_{2}\right)\right|_{\mathbb{R}^{d}}+\left\|g\left(t, \varphi_{1}\right)-g\left(t, \varphi_{2}\right)\right\|_{L\left(\mathbb{R}^{m}, \mathbb{R}^{d}\right)} \leqslant L_{n}\left\|\varphi_{1}-\varphi_{2}\right\|_{M_{2}}
$$

for all $t \in[0, T]$ and functions $\varphi_{1}, \varphi_{2} \in M_{2}$ such that $\left\|\varphi_{1}\right\|_{M_{2}} \leqslant n$, $\left\|\varphi_{2}\right\|_{M_{2}} \leqslant n$.
(EU2) (Linear growths) There exists a constant $C>0$ such that,

$$
|f(t, \psi)|_{\mathbb{R}^{d}}+\|g(t, \psi)\|_{L\left(\mathbb{R}^{m}, \mathbb{R}^{d}\right)} \leqslant C\left(1+\|\psi\|_{M_{2}}\right)
$$

for all $t \in[0, T]$ and $\psi \in M_{2}$.
The following result belongs to [28, Theorem 2.1]. Its proof is based on an approach similar to the one in the classical deterministic case based on successive Picard approximations.

Theorem 1 (Existence and Uniqueness) Given Hypotheses (EU) on the coefficients $f$ and $g$ and the initial condition $\eta \in \mathbb{M}_{2}$, the SFDE (3) has a (strong) solution ${ }^{\eta} x \in L_{A}^{2}\left(\Omega, M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)$ which is unique in the sense of $L^{2}$. The solution (or better its adapted representative) is a process ${ }^{\eta} x: \Omega \times[-r, T] \rightarrow \mathbb{R}^{d}$ such that
(1) ${ }^{\eta} x(t)=\eta(t), t \in[-r, 0]$.
(2) ${ }^{\eta} x(\omega) \in M_{2}\left([-r, T], \mathbb{R}^{d}\right) \omega$-a.s.
(3) For every $t \in[0, T],{ }^{\eta} x(t): \Omega \rightarrow \mathbb{R}^{d}$ is $\mathscr{F}_{t}$-measurable.

From the above we see that it makes sense to write

$$
{ }^{\eta} x(t)=\left\{\begin{array}{l}
\eta(0)+\int_{0}^{t} f\left(u,{ }^{\eta} x(u),{ }^{\eta} x_{u}\right) d u+\int_{0}^{t} g\left(u,{ }^{\eta} x(u),{ }^{\eta} x_{u}\right) d W(u), t \in[0, T] \\
\eta(t), t \in[-r, 0] .
\end{array}\right.
$$

Observe that the above integrals are well defined. In fact, the process

$$
(\omega, t) \mapsto\left({ }^{\eta} x(t, \omega),{ }^{\eta} x_{t}(\omega)\right)
$$

belongs to $\mathbb{M}_{2}$ and is adapted since $x$ is pathcontinuous and adapted and its composition with the deterministic coefficients $f$ and $g$ is then adapted as well. Note that ${ }^{\eta} x$ represents the solution starting off at time 0 with initial condition $\eta \in \mathbb{M}_{2}$.

One could consider the same dynamics but starting off at a later time, let us say, $s \in(0, T]$, with initial condition $\eta \in \mathbb{M}_{2}$. Namely, we could consider:

$$
\left\{\begin{array}{l}
d x(t)=f\left(t, x(t), x_{t}\right) d t+g\left(t, x(t), x_{t}\right) d W(t), \quad t \in(s, T]  \tag{4}\\
x(t)=\eta(t-s), \quad t \in[s-r, s]
\end{array}\right.
$$

Again, under (EU) the SFDE (4) has the solution,

$$
{ }^{\eta} x^{s}(t)=\left\{\begin{array}{l}
\eta(0)+\int_{s}^{t} f\left(u,{ }^{\eta} x^{s}(u),{ }^{\eta} x_{u}^{s}\right) d u+\int_{s}^{t} g\left(u,{ }^{\eta} x^{s}(u),{ }^{\eta} x_{u}^{s}\right) d W(u), \quad t \in[s, T]  \tag{5}\\
\eta(t-s), \quad t \in[s-r, s]
\end{array}\right.
$$

The right-hand side superindex in ${ }^{\eta} x^{s}$ denotes the starting time. We will omit the superindex when starting at $0,{ }^{\eta} x^{0}={ }^{\eta} x$. The interest of defining the solution to (4) starting at any time $s$ comes from the semigroup property of the flow of the solution which we present in the next subsection. For this reason we introduce the notation

$$
\begin{equation*}
X_{t}^{s}(\eta, \omega):=X(s, t, \eta, \omega):=\left({ }^{\eta} x^{s}(t, \omega),{ }^{\eta} x_{t}^{s}(\omega)\right), \quad \omega \in \Omega, s \leqslant t \tag{6}
\end{equation*}
$$

In relation to (4) we also define the following evaluation operator:

$$
\rho_{0}: M_{2} \rightarrow \mathbb{R}^{d}, \quad \rho_{0} \varphi:=v \quad \text { for any } \varphi=(v, \theta) \in M_{2}
$$

We observe here that the random variable ${ }^{\eta} x^{s}(t)$ is an evaluation at 0 of the process $X_{t}^{s}(\eta), t \in[s, T]$.

### 2.3 Differentiability of the Solution

We recall that our goal is the study of the influence of the initial path $\eta$ on the functionals of the solution of (3). For this we need to ensure the existence of an at-least-once differentiable stochastic flow for (3). Hereafter we discuss the differentiability conditions on the coefficients of the dynamics to ensure such property on the flow.

In general, suppose we have $E$ and $F$ Banach spaces, $U \subseteq E$ an open set and $k \in \mathbb{N}$. We write $L^{k}(E, F)$ for the space of continuous $k$-multilinear operators $A$ : $E^{k} \rightarrow F$ endowed with the uniform norm

$$
\|A\|_{L^{k}(E, F)}:=\sup \left\{\left\|A\left(v_{1}, \ldots, v_{k}\right)\right\|_{F},\left\|v_{i}\right\|_{E} \leqslant 1, i=1, \ldots, k\right\}
$$

Then an operator $f: U \rightarrow F$ is said to be of class $\mathscr{C}^{k, \delta}$ if it is $C^{k}$ and $D^{k} f: U \rightarrow$ $L^{k}(E, F)$ is $\delta$-Hölder continuous on bounded sets in $U$. Moreover, $f: U \rightarrow F$ is said to be of class $\mathscr{C}_{b}^{k, \delta}$ if it is $C^{k}, D^{k} f: U \rightarrow L^{k}(E, F)$ is $\delta$-Hölder continuous on $U$, and all its derivatives $D^{j} f, 1 \leqslant j \leqslant k$ are globally bounded on $U$. The derivative $D$ is taken in the Fréchet sense.

First of all we consider SFDEs in the special case when

$$
g(t,(\varphi(0), \varphi(\cdot)))=g(t, \varphi(0)), \quad \varphi=(\varphi(0), \varphi(\cdot)) \in \mathbb{M}_{2}
$$

that is, $g$ is actually a function $[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times m}$.
For completeness we give the definition of stochastic flow.
Definition 1 Denote by $S([0, T]):=\{s, t \in[0, T]: 0 \leqslant s<t<T\}$. Let $E$ be a Banach space. A stochastic $\mathscr{C}^{k, \delta}$-semiflow on $E$ is a measurable mapping $X: S([0, T]) \times E \times \Omega \rightarrow E$ satisfying the following properties:
(i) For a.e. $\omega \in \Omega$, the map $X(\cdot, \cdot, \cdot, \omega): S([0, T]) \times E \rightarrow E$ is continuous.
(ii) For fixed $(s, t) \in S([0, T])$ the map $X(s, t, \cdot, \omega): E \rightarrow E$ is $\mathscr{C}^{k, \delta}$ for a.e. $\omega \in \Omega$.
(iii) For $0 \leqslant s \leqslant u \leqslant t$, a.e. $\omega \in \Omega$ and $x \in E$, the property $X(s, t, \eta, \omega)=$ $X(u, t, X(s, u, \eta, \omega), \omega)$ holds.
(iv) For all $(t, \eta) \in[0, T] \times E$ and a.e. $\omega \in \Omega$, one has $X(t, t, \eta, \omega)=\eta$.

In our setup, we consider the space $E=M_{2}$.

## Hypotheses (FlowS):

(FlowS1) The function $f:[0, T] \times M_{2} \rightarrow \mathbb{R}^{d}$ is jointly continuous; the map $M_{2} \ni$ $\varphi \mapsto f(t, \varphi)$ is Lipschitz on bounded sets in $M_{2}$ and $\mathscr{C}^{1, \delta}$ uniformly in $t$ (i.e. the $\delta$-Hölder constant is uniformly bounded in $t \in[0, T]$ ) for some $\delta \in(0,1]$.
(FlowS2) The function $g:[0, T] \times \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times m}$ is jointly continuous; the map $\mathbb{R}^{d} \ni v \mapsto g(t, v)$ is $\mathscr{C}_{b}^{2, \delta}$ uniformly in $t$.
(FlowS3) One of the following conditions is satisfied:
(a) There exist $C>0$ and $\gamma \in[0,1)$ such that

$$
|f(t, \varphi)| \leqslant C\left(1+\|\varphi\|_{M_{2}}^{\gamma}\right)
$$

for all $t \in[0, T]$ and all $\varphi \in M_{2}$
(b) For all $t \in[0, T]$ and $\varphi \in M_{2}$, one has $f(t, \varphi, \omega)=f(t, \varphi(0), \omega)$. Moreover, it exists $r_{0} \in(0, r)$ such that

$$
f(t, \varphi, \omega)=f(t, \tilde{\varphi}, \omega)
$$

for all $t \in[0, T]$ and all $\tilde{\varphi}$ such that $\varphi(\cdot) 1_{\left[-r,-r_{0}\right]}(\cdot)=$ $\tilde{\varphi}(\cdot) 1_{\left[-r,-r_{0}\right]}(\cdot)$.
(c) For all $\omega \in \Omega$,

$$
\sup _{t \in[0, T]}\left\|(D \psi(t, v, \omega))^{-1}\right\|_{M_{2}}<\infty,
$$

where $\psi(t, v)$ is defined by the stochastic differential equation

$$
\left\{\begin{array}{l}
d \psi(t, v)=g(t, \psi(t, v)) d W(t) \\
\psi(0, v)=v
\end{array}\right.
$$

Moreover, there exists a constant C such that

$$
|f(t, \varphi)| \leqslant C\left(1+\|\varphi\|_{M_{2}}\right)
$$

for all $t \in[0, T]$ and $\varphi \in M_{2}$.
Then, [29, Theorem 3.1] states the following theorem.
Theorem 2 Under Hypotheses (EU) and (FlowS), $X_{t}^{s}(\eta, \omega)$ defined in (6) is a $\mathscr{C}^{1, \varepsilon}$. semiflow for every $\varepsilon \in(0, \delta)$.

Next, we can consider a more general diffusion coefficient $g$ following the approach introduced in [29, Section 5]. Let us assume that the function $g$ is of type:

$$
g\left(t,\left(x(t), x_{t}\right)\right)=\bar{g}\left(t, x(t), a+\int_{0}^{t} h\left(s,\left(x(s), x_{s}\right)\right) d s\right),
$$

for some constant $a$ and some functions $\bar{g}$ and $h$ satisfying some regularity conditions that will be specified later. This case can be transformed into a system of the previous type where the diffusion coefficient does not explicitly depend on the segment. In fact, defining $y(t):=\left(y^{(1)}(t), y^{(2)}(t)\right)^{\top}$ where $y^{(1)}(t):=x(t)$, $t \in[-r, T], y^{(2)}(t):=a+\int_{0}^{t} h\left(s,\left(x(s), x_{s}\right)\right) d s, t \in[0, T]$ and $y^{(2)}(t):=0$ on
$[-r, 0]$, we have the following dynamics for $y$ :

$$
\left\{\begin{array}{l}
d y(t)=F\left(t, y(t), y_{t}\right) d t+G(t, y(t)) d W(t)  \tag{7}\\
y(0)=(\eta(0), a)^{\top}, y_{0}=(\eta, 0)^{\top}
\end{array}\right.
$$

where

$$
\begin{align*}
F\left(t, y(t), y_{t}\right) & =\binom{f\left(t, y^{(1)}(t), y_{t}^{(1)}\right)}{h\left(t, y^{(1)}(t), y_{t}^{(1)}\right)} \\
G(t, y(t)) & =\binom{\bar{g}\left(t, y^{(1)}(t), y^{(2)}(t)\right)}{0} . \tag{8}
\end{align*}
$$

The transformed system (7) is now an SFDE of type (3) where the diffusion coefficient does not explicitly depend on the segment. That is the differentiability of the flow can be studied under the corresponding Hypotheses (FlowS). Hereafter, we specify the conditions on $\bar{g}$ and $h$ so that Hypotheses (EU) and (FlowS) are satisfied by the transformed system (7). Since the conditions (FlowS3)(a) and (b) are both too restrictive for (7), we will make sure that (FlowS3)(c) is satisfied. Under these conditions we can guarantee the differentiability of the solutions to the SFDE (4) for the above class of diffusion coefficient $g$.

## Hypotheses (Flow):

(Flow1) $f$ satisfies (FlowS1) and there exists a constant C such that

$$
|f(t, \varphi)| \leqslant C\left(1+\|\varphi\|_{M_{2}}\right)
$$

for all $t \in[0, T]$ and $\varphi \in M_{2}$.
(Flow2) $g(t, \varphi)$ is of the following form

$$
g(t, \varphi)=\bar{g}(t, v, \tilde{g}(\theta)), \quad t \in[0, T], \quad \varphi=(v, \theta) \in M_{2}
$$

where $\bar{g}$ satisfies the following conditions:
(a) The function $\bar{g}:[0, T] \times \mathbb{R}^{d+k} \rightarrow \mathbb{R}^{d \times m}$ is jointly continuous; the map $\mathbb{R}^{d+k} \ni y \mapsto \bar{g}(t, y)$ is $\mathscr{C}_{b}^{2, \delta}$ uniformly in $t$.
(b) For each $v \in \mathbb{R}^{d+k}$, let $\{\Psi(t, v)\}_{t \in[0, T]}$ solve the stochastic differential equation

$$
\Psi(t, v)=v+\binom{\int_{0}^{t} \bar{g}(s, \Psi(s, v)) d W(s)}{0}
$$

where 0 denotes the null-vector in $\mathbb{R}^{k}$. Then $\Psi(t, v)$ is Fréchet differentiable with respect to $v$ and the Jacobi-matrix $D \Psi(t, v)$ is invertible and fulfils, for all $\omega \in \Omega$,

$$
\sup _{\substack{t \in[0, T] \\ v \in \mathbb{R}^{d+k}}}\left\|D \Psi^{-1}(t, v, \omega)\right\|<\infty, \text { where }\|\cdot\| \text { denotes any matrix norm. }
$$

and, $\tilde{g}: L^{2}\left([-r, 0], \mathbb{R}^{d}\right) \rightarrow \mathbb{R}^{k}$ satisfies the following conditions:
(c) It exists a jointly continuous function $h:[0, T] \times M_{2} \rightarrow \mathbb{R}^{k}$ s.t. for each $\tilde{\varphi} \in L^{2}\left([-r, T], \mathbb{R}^{d}\right)$,

$$
\tilde{g}\left(\tilde{\varphi}_{t}\right)=\tilde{g}\left(\tilde{\varphi}_{0}\right)+\int_{0}^{t} h\left(s,\left(\tilde{\varphi}(s), \tilde{\varphi}_{s}\right)\right) d s
$$

where $\tilde{\varphi}_{t} \in L^{2}\left([-r, 0], \mathbb{R}^{d}\right)$ is the segment at $t$ of a representative of $\tilde{\varphi}$.
(d) $M_{2} \ni \varphi \mapsto h(t, \varphi)$ is Lipschitz on bounded sets in $M_{2}$, uniformly with respect to $t \in[0, T]$ and $\mathscr{C}^{1, \delta}$ uniformly in $t$.

Corollary 1 Under Hypotheses (Flow), the stochastic flow $X_{t}^{s}(\eta)=X(s, t, \eta, \omega)$, $\omega \in \Omega, t \geqslant s$ to (4) is a $\mathscr{C}^{1, \varepsilon}$-semiflow for every $\varepsilon \in(0, \delta)$. In particular, $\varphi \mapsto$ $X(s, t, \varphi, \omega)$ is $C^{1}$ in the Fréchet sense.

## 3 Sensitivity Analysis to the Initial Path Condition

From now on, we consider a stochastic process $x$ which satisfies dynamics (3), where the coefficients $f$ and $g$ are such that conditions (EU) and (Flow) are satisfied.

Our final goal is to study the sensitivity of evaluations of type

$$
\begin{equation*}
p(\eta)=E\left[\Phi\left(X_{T}^{0}(\eta)\right)\right]=E\left[\Phi\left({ }^{\eta} x(T),{ }^{\eta} x_{T}\right)\right], \eta \in \mathbb{M}_{2} \tag{9}
\end{equation*}
$$

to the initial path in the model ${ }^{\eta} x$. Here, $\Phi: M_{2} \rightarrow \mathbb{R}$ is such that $\Phi\left(X_{T}^{0}(\eta)\right) \in$ $L^{2}(\Omega, \mathbb{R})$. The sensitivity will be interpreted as the directional derivative

$$
\begin{equation*}
\partial_{h} p(\eta):=\left.\frac{d}{d \varepsilon} p(\eta+\varepsilon h)\right|_{\varepsilon=0}=\lim _{\varepsilon \rightarrow 0} \frac{p(\eta+\varepsilon h)-p(\eta)}{\varepsilon}, \quad h \in M_{2} . \tag{10}
\end{equation*}
$$

Hence we shall study pertubations in direction $h \in M_{2}$. The final aim is to give a representation of $\partial_{h} p(\eta)$ in which the function $\Phi$ is not directly differentiated. This is in the line with the representation of the sensitivity parameter Delta by means of weights. See, e.g. the Malliavin weight introduced in [19, 20] for the classical case of no memory. For the sake of clarity in notation in the sequel we use $\partial_{h}$ for directional, $D$ for Fréchet and $\mathscr{D}$ for Malliavin derivative. Hereafter, we impose some regularity
conditions on $f$ and $g$ :

## Hypotheses (H):

(H1) (Global Lipschitzianity) $\varphi \mapsto f(t, \varphi), \varphi \mapsto g(t, \varphi)$ are globally Lipschitz uniformly in $t$ with Lipschitz constants $L_{f}$ and $L_{g}$, i.e.

$$
\begin{aligned}
\left|f\left(t, \varphi_{1}\right)-f\left(t, \varphi_{2}\right)\right|_{\mathbb{R}^{d}} & \leqslant L_{f}\left\|\varphi_{1}-\varphi_{2}\right\|_{M_{2}} \\
\left\|g\left(t, \varphi_{1}\right)-g\left(t, \varphi_{2}\right)\right\|_{L\left(\mathbb{R}^{m}, \mathbb{R}^{d}\right)} & \leqslant L_{g}\left\|\varphi_{1}-\varphi_{2}\right\|_{M_{2}}
\end{aligned}
$$

for all $t \in[0, T]$ and $\varphi_{1}, \varphi_{2} \in M_{2}$.
(H2) (Lipschitzianity of the Fréchet derivatives) $\varphi \mapsto D f(t, \varphi), \varphi \mapsto D g(t, \varphi)$ are globally Lipschitz uniformly in $t$ with Lipschitz constants $L_{D f}$ and $L_{D g}$, i.e.

$$
\begin{aligned}
\left\|D f\left(t, \varphi_{1}\right)-D f\left(t, \varphi_{2}\right)\right\| & \leqslant L_{D f}\left\|\varphi_{1}-\varphi_{2}\right\|_{M_{2}} \\
\left\|D g\left(t, \varphi_{1}\right)-D g\left(t, \varphi_{2}\right)\right\| & \leqslant L_{D g}\left\|\varphi_{1}-\varphi_{2}\right\|_{M_{2}}
\end{aligned}
$$

for all $t \in[0, T]$ and $\varphi_{1}, \varphi_{2} \in M_{2}$.
The corresponding stochastic $\mathscr{C}^{1,1}$-semiflow is again denoted by $X$.
Before proceeding, we give a simple example of SFDE satisfying all assumptions (EU), (Flow) and (H).

Example 1 Consider the $\operatorname{SFDE}$ (3) where the functions $f$ and $g$ are given by

$$
\begin{aligned}
f(t, \varphi) & =M(t) \varphi(0)+\int_{-r}^{0} \bar{M}(s) \varphi(s) d s \\
g(t, \varphi) & =\Sigma(t) \varphi(0)+\int_{-r}^{0} \bar{\Sigma}(s) \varphi(s) d s,
\end{aligned}
$$

where $M:[0, T] \rightarrow \mathbb{R}^{d \times d}, \bar{M}:[-r, 0] \rightarrow \mathbb{R}^{d \times d}, \Sigma:[0, T] \rightarrow L\left(\mathbb{R}^{d}, \mathbb{R}^{d \times m}\right)$, and $\bar{\Sigma}:[-r, 0] \rightarrow L\left(\mathbb{R}^{d}, \mathbb{R}^{d \times m}\right)$ are bounded differentiable functions, $\bar{\Sigma}(-r)=0$ and $s \mapsto \bar{\Sigma}^{\prime}(s)=\frac{d}{d s} \bar{\Sigma}(s)$ are bounded as well.

Obviously, $f$ and $g$ satisfy (EU) and (H) and therefore also (Flow1). In order to check conditions (Flow2), we note that

$$
g(t, \varphi)=\bar{g}(t, \varphi(0), \tilde{g}(\varphi(\cdot))),
$$

where

$$
\bar{g}(t, y)=\Sigma(t) y^{(1)}+y^{(2)}, y=\left(y^{(1)}, y^{(2)}\right)^{\top}, \text { and } \tilde{g}(\varphi(\cdot))=\int_{-r}^{0} \bar{\Sigma}(s) \varphi(s) d s
$$

The function $\bar{g}$ satisfies condition (Flow2)(a) as $\Sigma$ is bounded and continuous. Let us check condition (Flow2)(b) in the case $d=m=1$. Then $\bar{g}(t, y)=$ $\sigma(t) y^{(1)}+y^{(2)}$, where $\sigma$ is a real valued, differentiable function and $\Psi$ fulfils the
two-dimensional stochastic differential equation

$$
\left\{\begin{array}{l}
\Psi^{(1)}(t, v)=v^{(1)}+\int_{0}^{t}\left(\sigma(s) \Psi^{(1)}(s, v)+v^{(2)}\right) d W(s), \\
\Psi^{(2)}(t, v)=v^{(2)}
\end{array}\right.
$$

which has the solution

$$
\Psi^{(1)}(t, v)=\tilde{\Psi}(t)\left(v^{(1)}-\int_{0}^{t} \sigma(s) v^{(2)} \tilde{\Psi}^{-1}(s) d s+\int_{0}^{t} v^{(2)} \tilde{\Psi}^{-1}(s) d W(s)\right), \quad \Psi^{(2)}(t, v)=v^{(2)}
$$

with

$$
\tilde{\Psi}(t)=\exp \left\{-\frac{1}{2} \int_{0}^{t} \sigma^{2}(s) d s+\int_{0}^{t} \sigma(s) d W(s)\right\}
$$

Therefore, we get that

$$
D \Psi(t, v)=\left(\begin{array}{cc}
1+\tilde{\Psi}(t) & \tilde{\Psi}(t)\left(-\int_{0}^{t} \sigma(s) \tilde{\Psi}^{-1}(s) d s+\int_{0}^{t} \tilde{\Psi}^{-1}(s) d W(s)\right) \\
0 & 1
\end{array}\right)
$$

and

$$
D \Psi^{-1}(t, v)=\left(\begin{array}{cc}
\frac{1}{1+\tilde{\Psi}(t)} & -\frac{\tilde{\Psi}(t)}{1+\tilde{\Psi}(t)}\left(-\int_{0}^{t} \sigma(s) \tilde{\Psi}^{-1}(s) d s+\int_{0}^{t} \tilde{\Psi}^{-1}(s) d W(s)\right) \\
0 & 1
\end{array}\right)
$$

Using in fact that $\tilde{\Psi}(t)>0$ and applying the Frobenius norm $\|\cdot\|_{F}$, we obtain $\omega$-a.e.

$$
\begin{aligned}
\left\|D \Psi^{-1}(t, v)\right\|_{F} & =\operatorname{tr}\left(\left(D \Psi^{-1}(t, v)\right)^{\top} D \Psi^{-1}(t, v)\right) \\
& \leqslant 2+\tilde{\Psi}^{2}(t)\left(-\int_{0}^{t} \sigma(s) \tilde{\Psi}^{-1}(s) d s+\int_{0}^{t} \tilde{\Psi}^{-1}(s) d W(s)\right)^{2}<\infty,
\end{aligned}
$$

for $t \in[0, T], v \in \mathbb{R}^{2}$. By this Hypothesis (Flow2)(b) is fulfilled.
Moreover, a simple application of partial integration and Fubini's theorem together with the fact that $\bar{\Sigma}(-r)=0$ shows that

$$
\begin{aligned}
\tilde{g}\left(\tilde{\varphi}_{t}\right) & =\int_{-r}^{0} \bar{\Sigma}(s) \tilde{\varphi}_{t}(s) d s=\int_{-r}^{0} \bar{\Sigma}(s) \tilde{\varphi}_{0}(s) d s+\int_{0}^{t}\left\{\Sigma(0) \tilde{\varphi}(u)-\int_{-r}^{0} \bar{\Sigma}^{\prime}(s) \tilde{\varphi}_{u}(s) d s\right\} d u \\
& =\tilde{g}\left(\tilde{\varphi}_{0}\right)+\int_{0}^{t} h\left(t, \tilde{\varphi}(u), \tilde{\varphi}_{u}\right) d u .
\end{aligned}
$$

It can be easlily checked that $h(t, \varphi)=\Sigma(0) \varphi(0)-\int_{-r}^{0} \bar{\Sigma}^{\prime}(s) \varphi(s) d s$ satisfies the conditions given in (Flow2)(c) and (d).

We are now ready to introduce two technical lemmas needed to prove our main results.

Lemma 1 Assume that the solution to (4) exists and has a $C^{1,1}$-semiflow $X_{t}^{s}(\eta, \omega)$, $s \leqslant t, \omega \in \Omega$. Then, the following equality holds for a.e. $\omega \in \Omega$ and all directions $h \in M_{2}$ :

$$
D X_{t}^{s}(\eta, \omega)[h]=\left(D^{\eta} x^{s}(t, \omega)[h], D^{\eta} x^{s}(t+\cdot, \omega)[h]\right) \in M_{2} .
$$

Proof Note that $D X_{t}^{s}(\eta, \omega)[h] \in M_{2}$. Let $\left\{e_{i}\right\}_{i=0}^{\infty}$ be an orthonormal basis of $M_{2}$. Then,

$$
\begin{aligned}
D X_{t}^{s}(\eta, \omega)[h] & =\sum_{i=0}^{\infty}\left\langle D X_{t}^{s}(\eta, \omega)[h], e_{i}\right\rangle_{M_{2}} e_{i}=\sum_{i=0}^{\infty} D\left\langle X_{t}^{s}(\eta, \omega), e_{i}\right\rangle_{M_{2}}[h] e_{i} \\
& =\sum_{i=0}^{\infty} D\left(x^{s}(t, \omega) e_{i}(0)+\int_{-r}^{0} x^{s}(t+u, \omega) e_{i}(u) d u\right)[h] e_{i} \\
& =\sum_{i=0}^{\infty}\left(D x^{s}(t, \omega)[h] e_{i}(0)+\int_{-r}^{0} D x^{s}(t+u, \omega)[h] e_{i}(u) d u\right) e_{i} \\
& =\sum_{i=0}^{\infty}\left\langle\left(D^{\eta} x^{s}(t, \omega)[h], D^{\eta} x^{s}(t+\cdot, \omega)[h]\right), e_{i}\right\rangle_{M_{2}} e_{i} \\
& =\left(D^{\eta} x^{s}(t, \omega)[h], D^{\eta} x^{s}(t+\cdot, \omega)[h]\right) .
\end{aligned}
$$

This finishes the proof.
Lemma 2 Let Hypotheses (EU), (Flow) and (H) be fulfilled. Then, for all $t \in$ $[0, T]$, we have that $E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right]<\infty$ and $E\left[\left\|D X_{t}^{0}(\eta)[h]\right\|_{M_{2}}^{4}\right]<\infty$ and the functions $t \mapsto E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right]$ and $t \mapsto E\left[\left\|D X_{t}^{0}(\eta)[h]\right\|_{M_{2}}^{4}\right]$ are Lebesgue integrable, i.e.

$$
\begin{array}{r}
\int_{0}^{T} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t<\infty \\
\int_{0}^{T} E\left[\left\|D X_{t}^{0}(\eta)[h]\right\|_{M_{2}}^{4}\right] d t<\infty . \tag{12}
\end{array}
$$

Proof To see this, observe that

$$
\begin{aligned}
\left\|X_{s}^{0}(\eta)\right\|_{M_{2}}^{4} & =\left(|x(s)|^{2}+\int_{-r}^{0} 1_{(-\infty, 0)}(s+u)|\eta(s+u)|^{2} d u+\int_{-r}^{0} 1_{[0, \infty)}(s+u)|x(s+u)|^{2} d u\right)^{2} \\
& \leqslant 3 \sup _{t \in[0, T]}|x(t)|^{4}+3\|\eta\|_{M_{2}}^{4}+3 r^{2} \sup _{t \in[0, T]}|x(t)|^{4},
\end{aligned}
$$

and thus, for all $s \in[0, T]$

$$
\begin{equation*}
E\left[\left\|X_{s}^{0}(\eta)\right\|_{M_{2}}^{4}\right] \leqslant 3\|\eta\|_{M_{2}}^{4}+3\left(1+r^{2}\right) E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right] \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t \leqslant 3 T\|\eta\|_{M_{2}}^{4}+3\left(1+r^{2}\right) T E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right] . \tag{14}
\end{equation*}
$$

To prove (11) it is then enough to show $E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right]<\infty$. Therefore, consider first

$$
\begin{aligned}
& E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right] \\
&=E\left[\sup _{t \in[0, T]}\left|\eta(0)+\int_{0}^{t} f\left(s, X_{s}^{0}(\eta)\right) d s+\int_{0}^{t} g\left(s, X_{s}^{0}(\eta)\right) d W(s)\right|^{4}\right] \\
& \leqslant E\left[\sup _{t \in[0, T]}\left(3\|\eta\|_{M_{2}}^{2}+3\left(\int_{0}^{t} f\left(s, X_{s}^{0}(\eta)\right) d s\right)^{2}+3\left(\int_{0}^{t} g\left(s, X_{s}^{0}(\eta)\right) d W(s)\right)^{2}\right)^{2}\right] \\
& \leqslant 27\|\eta\|_{M_{2}}^{4}+27 T \int_{0}^{T} E\left[\left|f\left(s, X_{s}^{0}(\eta)\right)\right|^{4}\right] d s+27 K_{B D G} E\left[\left(\int_{0}^{T}\left|g\left(s, X_{s}^{0}(\eta)\right)\right|^{2} d s\right)^{2}\right] .
\end{aligned}
$$

Here we applied twice the fact that $\left(\sum_{i=1}^{n} a_{i}\right)^{2} \leqslant n \sum_{i=1}^{n}\left|a_{i}\right|^{2}$ as well as Jensen's inequality, Fubini's theorem. Since the process $\int_{0}^{*} g\left(s, X_{s}^{0}(\eta)\right) d W(s)$ is a martingale (as a consequence of Theorem 1), we have also used the Burkholder-Davis-Gundy inequality (with the constant $K_{B D G}$ ).

By the linear growth condition (EU2) on $f$ and $g$ and (13), we have

$$
\begin{aligned}
\left|f\left(s, X_{s}^{0}(\eta)\right)\right|^{4} & \leqslant\left(C\left(1+\left\|X_{s}^{0}(\eta)\right\|_{M_{2}}\right)\right)^{4} \leqslant 8 C^{4}+8 C^{4}\left\|X_{s}^{0}(\eta)\right\|_{M_{2}}^{4} \\
& \leqslant 8 C^{4}+24 C^{4}\|\eta\|_{M_{2}}^{4}+24\left(1+r^{2}\right) \sup _{t \in[0, T]}|x(t)|^{4},
\end{aligned}
$$

and the same applies to $\left|g\left(s, X_{s}^{0}(\eta)\right)\right|^{4}$. Plugging this in the above estimates, we obtain

$$
\begin{aligned}
E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right] \leqslant & 27\|\eta\|_{M_{2}}^{4}\left(1+24 C^{4} T^{2}\left(1+K_{B D G}\right)\right)+216 C^{4} T^{2}\left(1+K_{B D G}\right) \\
& +648\left(1+r^{2}\right) C^{4} T^{2}\left(1+K_{B D G}\right) E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right]
\end{aligned}
$$

which is

$$
\left(1-T^{2} k_{1}^{2}\right) E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right] \leqslant k_{2}
$$

where

$$
\begin{aligned}
& k_{1}:=\sqrt{648\left(1+r^{2}\right) C^{4}\left(1+K_{B D G}\right)} \text { and } \\
& k_{2}:=27\|\eta\|_{M_{2}}^{4}\left(1+24 C^{4} T^{2}\left(1+K_{B D G}\right)\right)+216 C^{4} T^{2}\left(1+K_{B D G}\right) .
\end{aligned}
$$

Then we distinguish two cases.
Case 1: $\quad T<\frac{1}{k_{1}}$. Then $E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right] \leqslant \frac{k_{2}}{\left(1-T^{2} k_{1}^{2}\right)}$ Hence, by (13) and (14) we have that (11) holds.
Case 2: $\quad T \geqslant \frac{1}{k_{1}}$. In this case, choose $0<T_{1}<T_{2}<\cdots<T_{n}=T$ for some finite $n$ such that

$$
T_{1}<\frac{1}{k_{1}} \text { and } T_{i}-T_{i-1}<\frac{1}{k_{1}}, \quad i=2, \ldots, n
$$

By the semiflow property, we have $X_{T_{2}}^{T_{1}}\left(X_{T_{1}}^{0}(\eta)\right)=X_{T_{2}}^{0}(\eta)$, so we can solve the SFDE on $\left[0, T_{1}\right]$, and by Case 1 we have

$$
E\left[\sup _{t \in\left[0, T_{1}\right]}|x(t)|^{4}\right]<\infty \text { and } \int_{0}^{T_{1}} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t<\infty .
$$

Then, we use $X_{T_{1}}^{0}(\eta)$ as a new starting value and solve the equation on [ $T_{1}, T_{2}$ ]. By the same steps as before, we obtain

$$
\begin{aligned}
& E\left[\sup _{t \in\left[T_{1}, T_{2}\right]}|x(t)|^{4}\right] \\
& \quad \leqslant \frac{27 E\left[\left\|X_{T_{1}}^{0}(\eta)\right\|_{M_{2}}^{4}\right]\left(1+24\left(T_{2}-T_{1}\right)^{2}\left(1+K_{B D G}\right) C^{4}\right)+216 C^{4}\left(T_{2}-T_{1}\right)^{2}\left(1+K_{B D G}\right)}{1-648\left(1+r^{2}\right)\left(T_{2}-T_{1}\right)^{2}\left(1+K_{B D G}\right) C^{4}}<\infty,
\end{aligned}
$$

and therefore,

$$
\begin{aligned}
\int_{0}^{T_{2}} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t= & \int_{0}^{T_{1}} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t+\int_{T_{1}}^{T_{2}} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t \\
\leqslant & \int_{0}^{T_{1}} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t+3\left(T_{2}-T_{1}\right) E\left[\left\|X_{T_{1}}^{0}(\eta)\right\|_{M_{2}}^{4}\right] \\
& +3\left(T_{2}-T_{1}\right)\left(1+r^{2}\right) E\left[\sup _{t \in\left[T_{1}, T_{2}\right]}|x(t)|^{4}\right]<\infty
\end{aligned}
$$

Iterating the argument, we conclude that for all $T \in(0, \infty), E\left[\sup _{t \in[0, T]}|x(t)|^{4}\right]<$ $\infty$ and $\int_{0}^{T} E\left[\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{4}\right] d t<\infty$, that is (11) holds.

In order to prove (12), we define the process

$$
y(t):=\binom{x(t)}{D x(t)[h]}, t \in[-r, T]
$$

and the corresponding short-hand notation

$$
\mathscr{Y}(t, \eta, h)=\left(X_{t}^{0}(\eta), D X_{t}^{0}(\eta)[h]\right) \in \mathbb{M}_{2} \times \mathbb{M}_{2}
$$

The process $y$ satisfies the SFDE

$$
\begin{align*}
y(t) & =\binom{\eta(0)}{h(0)}+\int_{0}^{t} \hat{f}(s, \mathscr{Y}(s, \eta, h)) d s+\int_{0}^{t} \hat{g}(s, \mathscr{Y}(s, \eta, h)) d W(s), \\
y_{0} & =(\eta, h) \tag{15}
\end{align*}
$$

where, for $(\varphi, \psi)^{\top} \in M_{2} \times M_{2}$,

$$
\hat{f}(s,(\varphi, \psi)):=\binom{f(s, \varphi)}{D f(s, \varphi)[\psi]}, \quad \hat{g}(s,(\varphi, \psi)):=\binom{g(s, \varphi)}{D g(s, \varphi)[\psi]} .
$$

Thanks to Lemma 1, we recognize Eq. (15) as being of type (3). In fact, we can identify the $M_{2} \times M_{2}$-valued random variable $\left(X_{s}^{0}(\eta), D X_{s}^{0}(\eta)[h]\right)$ with the $M_{2}\left([-r, 0], \mathbb{R}^{2 d}\right)$-valued random variable $(y(s), y(s+\cdot))$. Using $(H)$ it is now easy to check that $\hat{f}$ and $\hat{g}$ fulfil Hypothesis (EU), which are sufficient for the existence and uniqueness of a solution.

We can therefore argue exactly as in the proof of (11) and obtain that

$$
E\left[\|\mathscr{Y}(t, \eta, h)\|_{M_{2} \times M_{2}}^{4}\right]<\infty \forall t \in[0, T] \text { and } \int_{0}^{T} E\left[\|\mathscr{Y}(t, \eta, h)\|_{M_{2} \times M_{2}}^{4}\right] d t<\infty .
$$

Moreover, since

$$
\begin{aligned}
\|\mathscr{Y}(t, \eta, h)\|_{M_{2} \times M_{2}}^{4} & =\left(|y(t)|_{\mathbb{R}^{2} d}^{2}+\int_{-r}^{0}|y(t+u)|_{\mathbb{R}^{2} d}^{2} d u\right)^{2} \\
& =\left(|x(t)|_{\mathbb{R}^{d}}^{2}+|D x(t)[h]|_{\mathbb{R}^{d}}^{2}+\int_{-r}^{0}\left(|x(t+u)|_{\mathbb{R}^{d}}^{2}+|D x(t+u)[h]|_{\mathbb{R}^{d}}^{2}\right) d u\right)^{2} \\
& =\left(\left\|X_{t}^{0}(\eta)\right\|_{M_{2}}^{2}+\left\|D X_{t}^{0}(\eta)[h]\right\|_{M_{2}}^{2}\right)^{2} \geqslant\left\|D X_{t}^{0}(\eta)[h]\right\|_{M_{2}}^{4},
\end{aligned}
$$

we conclude that $E\left[\left\|D X_{t}^{0}(\eta)[h]\right\|_{M_{2}}^{4}\right]<\infty$ for all $t \in[0, T]$ and (12) holds.

Our aim in the study of (10) is to give a formula for $\partial_{h} p(\eta)$ that avoids differentiating the function $\Phi$. Our approach consists in randomizing the initial condition $\eta$ and in finding a relationship between the Fréchet derivative $D X_{T}^{0}(\eta)$ applied to a direction $h \in \mathbb{M}_{2}$ and the Malliavin derivative of the $X_{T}^{0}$ with the randomized starting condition.

### 3.1 Randomization of the Initial Condition and the Malliavin Derivative

Following the approaches in, e.g. [30] or [34], we define an isonormal Gaussian process $\mathbb{B}$ on $L^{2}([-r, 0], \mathbb{R})$, independent of the $m$-dimensional Wiener process $W$ that drives the SFDE (3). Without loss of generality, we can assume that $W$ and $\mathbb{B}$ are defined on indepentent probability spaces $\left(\Omega^{W}, \mathscr{F}^{W}, P^{W}\right)$ and $\left(\Omega^{\mathbb{B}}, \mathscr{F}^{\mathbb{B}}, P^{\mathbb{B}}\right)$ and that $(\Omega, \mathscr{F}, P)=\left(\Omega^{W} \times \Omega^{\mathbb{B}}, \mathscr{F}^{W} \otimes \mathscr{F}^{\mathbb{B}}, P^{W} \otimes P^{\mathbb{B}}\right)$. From now on we shall work in $\Omega=\Omega^{W} \times \Omega^{\mathbb{B}}$. Hence, we correspondingly transfer the notation introduced so far to this case. However, we shall deal with the Malliavin and Skorohod calculus only with respect to $\mathbb{B}$. In fact, for the isonormal Gaussian process $\mathbb{B}$ we define the Malliavin derivative operator $\mathscr{D}$ and the Skorohod integral operator $\delta$ as performed in e.g. [30] or [34].

For immediate use, we give the link between the Malliavin derivative of a segment and the segment of Malliavin derivatives.
Lemma 3 If $X_{t}^{0}(\eta)=\left({ }^{\eta} x(t),{ }^{\eta} x_{t}\right) \in \mathbb{M}_{2}$ is Malliavin differentiable for all $t \geqslant$ 0 , then, for all $s \geqslant 0, \mathscr{D}_{s}{ }^{\eta} x_{t}=\left\{\mathscr{D}_{s}{ }^{\eta} x(t+u), u \in[-r, 0]\right\}$ and $\mathscr{D}_{s} X_{t}^{0}(\eta)=$ $\left(\mathscr{D}_{s}{ }^{\eta} x(t), \mathscr{D}_{s}{ }^{\eta} x(t+\cdot)\right) \in \mathbb{M}_{2}$.

Proof The proof follows the same lines as the proof of Lemma 1.
Here below we discuss the chain rule for the Malliavin derivative in $\mathbb{M}_{2}$. This leads to the study of the interplay between Malliavin derivatives and Fréchet derivatives.

We recall that, if $D X_{T}^{0}$ is bounded, i.e. for all $\omega=\left(\omega^{W}, \omega^{\mathbb{B}}\right) \in \Omega$, $\sup _{\eta \in \mathbb{M}_{2}}\left\|D X_{T}^{0}\left(\eta(\omega), \omega^{W}\right)\right\|<\infty$, the chain rule in [34, Proposition 3.8] gives

$$
\mathscr{D}_{s} X_{T}^{0}\left(\eta\left(\omega^{W}, \omega^{\mathbb{B}}\right), \omega^{W}\right)=D X_{T}^{0}\left(\eta\left(\omega^{W}, \omega^{\mathbb{B}}\right), \omega^{W}\right)\left[\mathscr{D}_{s} \eta\left(\omega^{W}, \omega^{\mathbb{B}}\right)\right],
$$

as the Malliavin derivative only acts on $\omega^{\mathbb{B}}$. We need an analoguous result also in the case when $D X_{T}^{0}$ is possibly unbounded. To show this, we apply $\mathscr{D}_{s}$ directly to the dynamics given by Eq. (3).

Theorem 3 Let $X^{0}(\eta) \in L^{2}\left(\Omega ; M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)$ be the stochastic semiflow associated to the solution of (3). Let Hypotheses (EU), (Flow) and (H) be fulfilled. Then we have

$$
\begin{equation*}
\mathscr{D}_{s} X_{T}^{0}(\eta)=D X_{T}^{0}(\eta)\left[\mathscr{D}_{s} \eta\right] \quad(\omega, s)-\text { a.e. } \tag{16}
\end{equation*}
$$

Proof To show this, we apply $\mathscr{D}_{s}$ directly to the dynamics given by Eq. (3). Doing this, we get, by definition of the operator $\rho_{0}$ and Lemma 3, for a.e. $\omega \in \Omega$

$$
\rho_{0}\left(\mathscr{D}_{s} X_{T}^{0}(\eta)\right)=\mathscr{D}_{s}{ }^{\eta} x(t)=\left\{\begin{array}{l}
\mathscr{D}_{s} \eta(0)+\int_{0}^{t} D f\left(u, X_{u}^{0}(\eta)\right)\left[\mathscr{D}_{s} X_{u}^{0}(\eta)\right] d u  \tag{17}\\
+\int_{0}^{t} D g\left(u, X_{u}^{0}(\eta)\right)\left[\mathscr{D}_{s} X_{u}^{0}(\eta)\right] d W(u), \quad t \in[0, T], \\
\mathscr{D}_{s} \eta(t), \quad t \in[-r, 0] .
\end{array}\right.
$$

Define the processes

$$
y(t):=\binom{{ }^{\eta} x(t)}{D^{\eta} x(t)\left[\mathscr{D}_{s} \eta\right]}, z(t):=\binom{{ }^{\eta} x(t)}{\mathscr{D}_{s}{ }^{\eta} x(t)} .
$$

From the proof of Lemma 2 we know that $y$ satisfies the SFDE

$$
\begin{cases}y(t) & =\binom{\eta(0)}{\mathscr{D}_{s} \eta(0)}+\int_{0}^{t} \hat{f}\left(u, y(u), y_{u}\right) d u+\int_{0}^{t} \hat{g}\left(u, y(u), y_{u}\right) d W(u) \\ y_{0} & =\left(\eta, \mathscr{D}_{s} \eta\right)\end{cases}
$$

with the functions $\hat{f}$ and $\hat{g}$ as in the proof of Lemma 2. Moreover, by (17) and Lemma 3, it holds that $z$ satisfies the SFDE

$$
\begin{cases}z(t) & =\binom{\eta(0)}{\mathscr{D}_{s} \eta(0)}+\int_{0}^{t} \hat{f}\left(u, z(u), z_{u}\right) d u+\int_{0}^{t} \hat{g}\left(u, z(u), z_{u}\right) d W(u) \\ z_{0} & =\left(\eta, \mathscr{D}_{s} \eta\right)\end{cases}
$$

Comparing those two SFDEs, it follows that $y=z$ in $L^{2}\left(\Omega, M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)$. Therefore,

$$
\begin{aligned}
E\left[\int_{0}^{T}\left\|y_{t}-z_{t}\right\|_{M_{2}}^{2} d t\right] & =E\left[\int_{0}^{T}|y(t)-z(t)|^{2}+\int_{-r}^{0}|y(t+u)-z(t+u)|^{2} d u d t\right] \\
& \leqslant(1+r)\|y-z\|_{L^{2}\left(\Omega, M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)}=0
\end{aligned}
$$

which implies that $\left\|y_{t}-z_{t}\right\|_{M_{2}}=0$ for a.e. $(\omega, t) \in \Omega \times[0, T]$.
We now introduce the randomization of the initial condition. For this we consider an $\mathbb{R}$-valued functional $\xi$ of $\mathbb{B}$, non-zero $P$-a.s. In particular, $\xi$ is a random variable independent of $W$. Choose $\xi$ to be Malliavin differentiable with respect to $\mathbb{B}$ with $\mathscr{D}_{s} \xi \neq 0$ for almost all $(\omega, s)$. Furthermore, let $\eta, h \in \mathbb{M}_{2}$ be random variables on $\Omega^{W}$, i.e. $\eta(\omega)=\eta\left(\omega^{W}\right), h(\omega)=h\left(\omega^{W}\right)$. We write $\eta, h \in \mathbb{M}_{2}\left(\Omega^{W}\right)$, where
$\mathbb{M}_{2}\left(\Omega^{W}\right)$ denotes the space of random variables in $\mathbb{M}_{2}$ that only depend on $\omega^{W} \in$ $\Omega^{W}$. Here $\eta$ plays the role of the "true" (i.e. not randomized) initial condition and $h$ plays the role of the direction in which we later are going to differentiate. For simpler notation, we define $\tilde{\eta}:=\eta-h$.
Corollary 2 Let $X^{0}(\tilde{\eta}+\lambda \xi h) \in L^{2}\left(\Omega ; M_{2}\left([-r, T], \mathbb{R}^{d}\right)\right)$ be the stochastic semiflow associated to the solution of (3) with initial condition $\tilde{\eta}+\lambda \xi h \in \mathbb{M}_{2}$, where $\lambda \in \mathbb{R}$. Let Hypotheses (EU), (Flow) and $(\mathrm{H})$ be fulfilled. Then we obtain

$$
\begin{align*}
\mathscr{D}_{s} X_{T}^{0}\left(\tilde{\eta}\left(\omega^{W}\right)\right. & \left.+\lambda \xi\left(\omega^{\mathbb{B}}\right) h\left(\omega^{W}\right)\right)=D X_{T}^{0}\left(\tilde{\eta}\left(\omega^{W}\right)\right. \\
& \left.+\lambda \xi\left(\omega^{\mathbb{B}}\right) h\left(\omega^{W}\right)\right)\left[\lambda \mathscr{D}_{s} \xi\left(\omega^{\mathbb{B}}\right) h\left(\omega^{W}\right)\right] \tag{18}
\end{align*}
$$

$(\omega, s)$-a.e. In short hand notation:

$$
\begin{equation*}
\mathscr{D}_{s} X_{T}^{0}(\tilde{\eta}+\lambda \xi h)=D X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\left[\lambda \mathscr{D}_{s} \xi h\right] . \tag{19}
\end{equation*}
$$

We are now giving a derivative free representation of the expectation of the Fréchet derivative of $\Phi \circ X_{T}^{0}$ at $\eta$ in direction $h$ in terms of a Skorohod integral. This representation will later be used to get a representation for the derivative of $p(\eta)$ in direction $h$.

Theorem 4 Let Hypotheses (EU), (Flow) and (H) be satisfied and let $\Phi$ be Fréchet differentiable. Furthermore, let $a \in L^{2}([-r, 0], \mathbb{R})$ be such that $\int_{-r}^{0} a(s) d s=1$. If $a(\cdot) \xi / \mathscr{D} . \xi$ is Skorohod integrable and if the Skorohod integral below and its evaluation at $\lambda=\frac{1}{\xi} \in \mathbb{R}$ are well defined then following relation holds

$$
\begin{equation*}
E\left[D\left(\Phi \circ X_{T}^{0}\right)(\eta)[h]\right]=-E\left[\left.\left\{\delta\left(\Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) a(\cdot) \frac{\xi}{\mathscr{D} \cdot \xi}\right)\right\}\right|_{\lambda=\frac{1}{\xi}}\right] \tag{20}
\end{equation*}
$$

Proof First of all we can see that, by Corollary 2, we have the relation

$$
\mathscr{D}_{s} X_{T}^{0}(\tilde{\eta}+\lambda \xi h)=D X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\left[\lambda \mathscr{D}_{s} \xi h\right] \quad(\omega, s)-\text { a.e. }
$$

Multiplication with $\frac{\xi}{\mathscr{D}_{s} \xi}$ yields

$$
\begin{equation*}
\frac{\xi}{\mathscr{D}_{s} \xi} \mathscr{D}_{s} X_{T}^{0}(\tilde{\eta}+\lambda \xi h)=D X_{T}^{0}(\tilde{\eta}+\lambda \xi h)[h] \lambda \xi \quad(\omega, s)-a . e . \tag{21}
\end{equation*}
$$

For the above, we recall that $\mathscr{D}_{s} \xi \neq 0$ a.e. Since the right-hand side in (21) is defined $\omega$-wise, the evaluation at $\lambda=\frac{1}{\xi}$ yields $D X_{T}^{0}(\tilde{\eta}+h)[h]$. Summarising, we have

$$
\left.\left\{\frac{\xi}{\mathscr{D}_{s} \xi} \mathscr{D}_{s} X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right\}\right|_{\lambda=\frac{1}{5}}=\left.D X_{T}^{0}(\tilde{\eta}+\lambda \xi h)[h] \lambda \xi\right|_{\lambda=\frac{1}{5}}=D X_{T}^{0}(\tilde{\eta}+h)[h]=D X_{T}^{0}(\eta)[h]
$$

Multiplying with $1=\int_{-r}^{0} a(s) d s$ and applying the chain rule, together with the fact that $D \Phi\left(X_{T}^{0}(\eta)\right)$ is defined pathwise, we obtain

$$
\begin{aligned}
E\left[D\left(\Phi \circ X_{T}^{0}\right)(\eta)[h]\right] & =E\left[D \Phi\left(X_{T}^{0}(\eta)\right) D X_{T}^{0}(\eta)[h]\right]=E\left[\int_{-r}^{0} D \Phi\left(X_{T}^{0}(\eta)\right) D X_{T}^{0}(\eta)[h] a(s) d s\right] \\
& =E\left[\left.\left\{\int_{-r}^{0} D \Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) \mathscr{D}_{s} X_{T}^{0}(\tilde{\eta}+\lambda \xi h) a(s) \frac{\xi}{\mathscr{D}_{s} \xi} d s\right\}\right|_{\lambda=\frac{1}{\xi}}\right] \\
& =E\left[\left.\left\{\int_{-r}^{0} \mathscr{D}_{s}\left\{\Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right)\right\} a(s) \frac{\xi}{\mathscr{D} s} d s\right\}\right|_{\lambda=\frac{1}{\xi}}\right] .
\end{aligned}
$$

The partial integration formula for the Skorohod integral, see e.g. [30, Prop. 1.3.3], yields

$$
\begin{aligned}
E\left[D\left(\Phi \circ X_{T}^{0}\right)(\eta)[h]\right] & =E\left[\left.\left\{\Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) \delta\left(a(\cdot) \frac{\xi}{\mathscr{D} \xi}\right)-\delta\left(\Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) a(\cdot) \frac{\xi}{\mathscr{D} \xi}\right)\right\}\right|_{\lambda=\frac{1}{\xi}}\right] \\
& =E\left[\Phi\left(X_{T}^{0}(\eta)\right) \delta\left(a(\cdot) \frac{\xi}{\mathscr{D} \xi}\right)-\left.\left\{\delta\left(\Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) a(\cdot) \frac{\xi}{\mathscr{D} \xi}\right)\right\}\right|_{\lambda=\frac{1}{\xi}}\right] .
\end{aligned}
$$

Observe that $\Phi\left(X_{T}^{0}(\eta)\right)$ is $\mathscr{F}^{W}$-measurable and $\delta\left(a(\cdot) \frac{\xi}{D E \xi}\right)$ is $\mathscr{F}^{\mathbb{B}}$-measurable. The result follows from the independence of $W$ and $\mathbb{B}$ and $E\left[\delta\left(a(\cdot) \frac{\xi}{\mathscr{D \xi}}\right)\right]=0$.
Remark 1 As for a numerically tractable approximation of the stochastic integral in the above formula we refer to [30, Section 3.1].
Proposition 1 Define $u(s, \lambda):=\Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) a(s) \frac{\xi}{\mathscr{O} s \xi}, s \in[-r, 0], \lambda \in \mathbb{R}$. Assume that the Skorohod integral $\delta(u(\cdot, \lambda))$ exists for all $\lambda \in \mathbb{R}$. If for all $\Lambda>0$ there exists a $C>0$ such that for all $\lambda_{1}, \lambda_{2} \in \overline{\operatorname{supp} \xi^{-1}},\left|\lambda_{1}\right|,\left|\lambda_{2}\right|<\Lambda$ :
$\left\|u\left(\cdot, \lambda_{1}\right)-u\left(\cdot, \lambda_{2}\right)\right\|_{L^{2}(\Omega \times[-r, 0])}^{2}+\left\|\mathscr{D}\left(u\left(\cdot, \lambda_{1}\right)-u\left(\cdot, \lambda_{2}\right)\right)\right\|_{L^{2}\left(\Omega \times[-r, 0]^{2}\right)}^{2}<C\left|\lambda_{1}-\lambda_{2}\right|^{2}$, then the evaluation $\left.\delta(u(\cdot, \lambda))\right|_{\lambda=\frac{1}{\xi}}$ is well defined.
Proof The Skorohod integral $\delta(u(\cdot, \lambda))$ is an element of $L^{2}(\Omega, \mathbb{R})$. From

$$
\|\delta(u(\cdot, \lambda))\|_{L^{2}(\Omega, \mathbb{R})}^{2} \leqslant\|u(\cdot, \lambda)\|_{L^{2}(\Omega \times[-r, 0], \mathbb{R})}^{2}+\|\mathscr{D} u(\cdot, \lambda)\|_{L^{2}(\Omega \times[-r, 0], \mathbb{R})}^{2}
$$

(see [30, eq. (1.47) Proof of Prop. 1.3.1]), under the assumptions above and by means of Kolmogorov's continuity theorem, we can see that the process

$$
Z: \Omega \times \overline{\operatorname{supp} \xi^{-1}} \rightarrow L^{2}(\Omega, \mathbb{R}), \lambda \mapsto \delta(u(\cdot, \lambda))
$$

has a continuous version. Applying this continuous version, the evaluation at the random variable $\frac{1}{\xi}$ is well defined:

$$
\left.\delta(u(\cdot, \lambda))(\omega)\right|_{\lambda=\frac{1}{\xi}}:=\left.Z(\omega, \lambda)\right|_{\lambda=\frac{1}{\xi}}:=Z\left(\omega, \frac{1}{\xi}(\omega)\right) .
$$

Hence we conclude the proof.

### 3.2 Representation Formula for Delta Under a Suitable Choice of the Randomization

A particularly interesting choice of randomization is $\xi=\exp \left(\mathbb{B}\left(1_{[-r, 0]}\right)\right)$, since in this case, $\mathscr{D}_{s} \xi=\xi$ for all $s \in[-r, 0]$ and

$$
\begin{align*}
& \left\|\delta\left(u\left(\cdot, \lambda_{1}\right)\right)-\delta\left(u\left(\cdot, \lambda_{2}\right)\right)\right\|_{L^{2}(\Omega)}^{2} \\
& \quad \leqslant
\end{aligned} \begin{aligned}
& \|a\|_{L^{2}([-r, 0])}^{2}\left(\left\|\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)-\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right)\right\|_{L^{2}(\Omega)}^{2}\right.  \tag{22}\\
& \left.\quad+\left\|\mathscr{D}\left\{\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)-\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right)\right\}\right\|_{L^{2}(\Omega \times[-r, 0])}^{2}\right) .
\end{align*}
$$

In this setup, let the following hypotheses be fulfilled:
Hypotheses (A): $\Phi$ is globally Lipschitz with Lipschitz constant $L_{\Phi}$ and $C^{1}$. The Fréchet derivative $D \Phi$ is globally Lipschitz with Lipschitz constant $L_{D \Phi}$.

A more general payoff function $\Phi$ will be considered in the next subsection. Recall that $p(\eta)=E\left[\Phi\left(X_{T}^{0}(\eta)\right)\right]$ and the sensitivity with respect to the initial path, the Delta, in direction $h \in M_{2}$ is $\partial_{h} p(\eta):=\left.\frac{d}{d \varepsilon} p(\eta+\varepsilon h)\right|_{\varepsilon=0}$.
Lemma 4 Under Hypotheses (EU), (Flow), (H) and (A), we have

$$
\partial_{h} p(\eta)=E\left[D\left(\Phi \circ X_{T}^{0}\right)(\eta)[h]\right] .
$$

Proof By definition of the directional derivative, we have

$$
\partial_{h} p(\eta)=\lim _{\varepsilon \rightarrow 0} E\left[\frac{1}{\varepsilon}\left(\Phi\left(X_{T}^{0}(\eta+\varepsilon h)\right)-\Phi\left(X_{T}^{0}(\eta)\right)\right)\right]=\lim _{\varepsilon \rightarrow 0} E\left[F_{\varepsilon}\right]
$$

where $F_{\varepsilon}(\omega)=\frac{1}{\varepsilon}\left(\Phi\left(X_{T}^{0}(\eta+\varepsilon h, \omega)\right)-\Phi\left(X_{T}^{0}(\eta, \omega)\right)\right) \rightarrow D\left(\Phi \circ X_{T}^{0}(\omega)\right)(\eta)[h]$ a.s. since the Fréchet derivative of $\Phi \circ X_{T}^{0}$ in $\eta$ is defined for a.e. $\omega$. Moreover,

$$
\left|F_{\varepsilon}(\omega)\right|=\frac{\left|\Phi\left(X_{T}^{0}(\eta+\varepsilon h, \omega)\right)-\Phi\left(X_{T}^{0}(\eta, \omega)\right)\right|}{\varepsilon} \leqslant L_{\Phi} \frac{\left\|X_{T}^{0}(\eta+\varepsilon h, \omega)-X_{T}^{0}(\eta, \omega)\right\|_{M_{2}}}{\varepsilon}=: G_{\varepsilon}(\omega) .
$$

So if we can find $G \in L^{1}(\Omega, P)$ s.t. $G_{\varepsilon} \rightarrow g$ in $L^{1}$-convergence as $\varepsilon \rightarrow 0$, we would have that $F_{\varepsilon} \rightarrow D\left(\Phi \circ X_{T}^{0}\right)(\eta)[h]$ in $L^{1}$-convergence by Pratt's lemma (see [33, Theorem 1]). This would conclude the proof.

Observe that, by the continuity of the norm $\|\cdot\|_{M_{2}}$ and the $\omega$-wise Fréchet differentiability of $X_{T}^{0}$ in $\eta$, we have that

$$
G_{\varepsilon}(\omega) \rightarrow L_{\Phi}\left\|D X_{T}^{0}(\eta, \omega)[h]\right\|_{M_{2}}, \omega \text {-a.e. }
$$

Let $G(\omega):=L_{\Phi}\left\|D X_{T}^{0}(\eta, \omega)[h]\right\|_{M_{2}}$. By Lemma $2, G \in L^{1}(\Omega, \mathbb{R})$. We apply Vitali's theorem (see [35, Theorem 16.6]) to show that the convergence $G_{\varepsilon} \rightarrow G$ holds in $L^{1}$. This means that we have to prove that the family $\left\{G_{\varepsilon}\right\}_{\varepsilon \in(-\delta, \delta)}$ for some $\delta>0$ is uniformly integrable. To show that, we will proceed in two steps:
(1) Prove that $\left\|G_{\varepsilon}\right\|_{L^{2}(\Omega)} \leqslant K$ for some constant $K$ uniformly in $\varepsilon$.
(2) Show that this implies that $\left\{g_{\varepsilon}\right\}_{\varepsilon \in(-\delta, \delta)}$ is uniformly integrable.

Step (1): By Lemma 2, it holds that for each fixed $\varepsilon \in(-\delta, \delta) \backslash\{0\}$, the function $s \mapsto$ $E\left[\left(\frac{1}{\varepsilon}\left\|X_{s}^{0}(\eta+\varepsilon h, \omega)-X_{s}^{0}(\eta, \omega)\right\|_{M_{2}}\right)^{2}\right]$ is integrable on [0,T]. Now, making use of Jensen's inequality, Fubini's theorem and the Burkholder-Davis-Gundy inequality,

$$
\begin{aligned}
E & {\left[\left(\frac{1}{\varepsilon}\left\|X_{T}^{0}(\eta+\varepsilon h)-X_{T}^{0}(\eta)\right\|_{M_{2}}\right)^{2}\right] } \\
= & E\left[\frac { 1 } { \varepsilon ^ { 2 } } \left(\mid \varepsilon h(0)+\int_{0}^{T}\left(f\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-f\left(s, X_{s}^{0}(\eta)\right)\right) d s\right.\right. \\
& +\left.\int_{0}^{T}\left(g\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-g\left(s, X_{s}^{0}(\eta)\right)\right) d W(s)\right|^{2}+\int_{-r}^{0} 1_{(-\infty, 0)}(T+u)|\varepsilon h(u)|^{2} d u \\
& +\int_{-r}^{0} 1_{[0, \infty)}(T+u) \mid \varepsilon h(0)+\int_{0}^{T+u}\left(f\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-f\left(s, X_{s}^{0}(\eta)\right)\right) d s \\
& \left.\left.+\left.\int_{0}^{T+u}\left(g\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-g\left(s, X_{s}^{0}(\eta)\right)\right) d W(s)\right|^{2} d u\right)\right] \\
\leqslant & 3|h(0)|^{2}+\frac{3 T}{\varepsilon^{2}} \int_{0}^{T} E\left[\left|f\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-f\left(s, X_{s}^{0}(\eta)\right)\right|^{2}\right] d s \\
& +\frac{3}{\varepsilon^{2}} \int_{0}^{T} E\left[\left|g\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-g\left(s, X_{s}^{0}(\eta)\right)\right|^{2}\right] d s+\int_{-r}^{0}|h(u)|^{2} d u+3 r|h(0)|^{2} \\
& +\frac{3}{\varepsilon^{2}} \int_{-r}^{0} 1_{[0, \infty)}(T+u) \int_{0}^{T+u}(T+u) E\left[\left|f\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-f\left(s, X_{s}^{0}(\eta)\right)\right|^{2}\right] d s d u \\
& +\frac{3}{\varepsilon^{2}} \int_{-r}^{0} 1_{[0, \infty)}(T+u) \int_{0}^{T+u} E\left[\left|g\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-g\left(s, X_{s}^{0}(\eta)\right)\right|^{2}\right] d s d u
\end{aligned}
$$

$$
\begin{aligned}
& \leqslant 3(1+r)\|h\|_{M_{2}}^{2}+(3+r) T \int_{0}^{T} \frac{1}{\varepsilon^{2}} E\left[\left|f\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-f\left(s, X_{s}^{0}(\eta)\right)\right|^{2}\right] d s \\
&+(3+r) \int_{0}^{T} \frac{1}{\varepsilon^{2}} E\left[\left|g\left(s, X_{s}^{0}(\eta+\varepsilon h)\right)-g\left(s, X_{s}^{0}(\eta)\right)\right|^{2}\right] d s \\
& \leqslant 3(1+r)\|h\|_{M_{2}}^{2}+(3+r)\left(L_{g}^{2}+T L_{f}^{2}\right) \int_{0}^{T} E\left[\left(\frac{1}{\varepsilon}\left\|X_{s}^{0}(\eta+\varepsilon h)-X_{s}^{0}(\eta)\right\|_{M_{2}}\right)^{2}\right] d s
\end{aligned}
$$

It follows from Gronwall's inequality that

$$
\begin{aligned}
\left\|g_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2} & =L_{\Phi}^{2} E\left[\left(\frac{1}{\varepsilon}\left\|X_{T}^{0}(\eta+\varepsilon h)-X_{T}^{0}(\eta)\right\|_{M_{2}}\right)^{2}\right] \\
& \leqslant 3 L_{\Phi}^{2}(1+r)\|h\|_{M_{2}}^{2} e^{(3+r)\left(T L_{g}^{2}+T^{2} L_{f}^{2}\right)}=: K^{2}
\end{aligned}
$$

Step (2): Fix $\delta>0$. Then, by Hölder's inequality and Markov's inequality

$$
\begin{aligned}
\lim _{M \rightarrow \infty} \sup _{|\varepsilon|<\delta} E\left[\left|g_{\varepsilon}\right| 1_{\left\{\left|g_{\varepsilon}\right|>M\right\}}\right] & \leqslant \lim _{M \rightarrow \infty} \sup _{|\varepsilon|<\delta}\left\|g_{\varepsilon}\right\|_{L^{2}(\Omega)} \sqrt{P\left(\left|g_{\varepsilon}\right|>M\right)} \\
& \leqslant \lim _{M \rightarrow \infty} \sup _{|\varepsilon|<\delta} \frac{\left\|g_{\varepsilon}\right\|_{L^{2}(\Omega)}^{2}}{M} \leqslant \lim _{M \rightarrow \infty} \frac{K^{2}}{M}=0,
\end{aligned}
$$

i.e. the family $\left\{g_{\varepsilon}\right\}_{\varepsilon \in(-\delta, \delta)}$ is uniformly integrable.

With this result, we can give a derivative free representation formula for the directional derivatives of $p(\eta)$.

Theorem 5 Let Hypotheses (EU), (Flow), (H) and (A) be fulfilled. Let a $\in$ $L^{2}([-r, 0], \mathbb{R})$ be such that $\int_{-r}^{0} a(s) d s=1$ and let $\xi=\exp \left(\mathbb{B}\left(1_{[-r, 0]}\right)\right)$. Then the directional derivatives of $p$ have representation

$$
\begin{equation*}
\partial_{h} p(\eta)=-E\left[\left.\left\{\delta\left(\Phi\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) a(\cdot)\right)\right\}\right|_{\lambda=\frac{1}{\xi}}\right] \tag{23}
\end{equation*}
$$

We remark that different choices of function $a$ may lead to different statistical properties of the estimator under the expectation sign in (23).

To prove the theorem, we need the following lemma:
Lemma 5 Assume $(\mathrm{H})$ and $(\mathrm{A})$ and $\xi=\exp \left(\mathbb{B}\left(1_{[-r, 0]}\right)\right)$. For any $\Lambda>0$ there exists a $C>0$ such that, for all $\left|\lambda_{1}\right|,\left|\lambda_{2}\right|<\Lambda$, we have
(i) $E\left[\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right]^{\frac{1}{2}} \leqslant C\left|\lambda_{1}-\lambda_{2}\right|^{2}$
(ii) $E\left[\left\|D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]\right\|_{M_{2}}^{4}\right]^{\frac{1}{2}} \leqslant C\left|\lambda_{1}\right|^{2}$
(iii) $E\left[\left\|D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]-D X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\left[\lambda_{2} \xi h\right]\right\|_{M_{2}}^{2}\right] \leqslant C\left|\lambda_{1}-\lambda_{2}\right|^{2}$.

Proof See Appendix.

Proof (of Theorem 5) By Lemma 4, we know that we can interchange the directional derivative with the expectation. We shall prove that the Skorohod integral in (23) is well defined. For this we apply Proposition 1 and use (22).

Let $\lambda_{1}, \lambda_{2} \in \mathbb{R},\left|\lambda_{1}\right|,\left|\lambda_{2}\right|<\Lambda$. Because of Hypotheses (A), and by Lemma 5, we have that

$$
\begin{aligned}
\| \Phi & \left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)-\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right) \|_{L^{2}(\Omega)}^{2} \\
& \leqslant L_{\Phi}^{2} E\left[\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{2}\right] \\
& \leqslant L_{\Phi}^{2} E\left[\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right]^{\frac{1}{2}} \\
& \leqslant L_{\Phi}^{2} C\left|\lambda_{1}-\lambda_{2}\right|^{2} .
\end{aligned}
$$

On the other hand, the chain rule for the Malliavin derivative, the property $\mathscr{D}_{s} \xi=\xi$, and the fact that for two linear operators $A_{1}$ and $A_{2}$ it holds $A_{1} x_{1}-A_{2} x_{2}=\left(A_{1}-\right.$ $\left.A_{2}\right) x_{1}+A_{2}\left(x_{1}-x_{2}\right)$ together with the property $|a+b|^{2} \leqslant 2|a|^{2}+2|b|^{2}$ yield

$$
\begin{aligned}
&\left|\mathscr{D}_{s}\left\{\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)-\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right)\right\}\right|^{2} \\
& \leqslant 2\left|\left(D \Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)-D \Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)\right)\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]\right]\right|^{2} \\
&+2 \mid D \Phi\left(\left.X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]-D X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\left[\lambda_{2} \xi h\right]\right]\right|^{2}\right. \\
& \leqslant 2\left\|D \Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)-D \Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)\right\|^{2}\left\|\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]\right]\right\|_{M_{2}}^{2} \\
&+2 \| D \Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\left\|^{2}\right\|\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]-D X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\left[\lambda_{2} \xi h\right]\right] \|_{M_{2}}^{2}\right. \\
& \leqslant 2 L_{D \Phi}^{2}\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right\|_{M_{2}}^{2}\left\|\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]\right]\right\|_{M_{2}}^{2} \\
&+2 L_{\Phi}^{2}\left\|\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]-D X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\left[\lambda_{2} \xi h\right]\right]\right\|_{M_{2}}^{2},
\end{aligned}
$$

where we used Hypothesis (A) in the end. Taking expectations, applying Hölder's inequality and Lemma 5 we finally get

$$
\begin{aligned}
&\left\|\mathscr{D}\left(\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right)-\Phi\left(X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right)\right\}\right\|_{L^{2}(\Omega \times[-r, 0])}^{2} \\
& \leqslant 2 L_{D \Phi}^{2} E\left[\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\right\|_{M_{2}}^{4}\right]^{\frac{1}{2}} E\left[\left\|\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]\right]\right\|_{M_{2}}^{4}\right]^{\frac{1}{2}} \\
&+2 L_{\Phi}^{2} E\left[\left\|\left[D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]-D X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\left[\lambda_{2} \xi h\right]\right]\right\|_{M_{2}}^{2}\right] \\
& \leqslant 2\left(L_{D \Phi}^{2} C^{2}\left|\lambda_{1}\right|^{2}+L_{\Phi}^{2} C\right)\left|\lambda_{1}-\lambda_{2}\right|^{2} \\
&= \mathscr{O}(1)\left|\lambda_{1}-\lambda_{2}\right|^{2} .
\end{aligned}
$$

Hence, Proposition 1 guarantees the existence of the evaluation of the Skorohod integral in $\lambda=\frac{1}{\xi}$.

### 3.3 Generalization to a Larger Class of Payoff Functions

This section intends to generalize the findings of the previous section for a larger class of pay-off functions. In particular, this has interest in the context of finance where typical pay-off function are not smooth. The results of this section allow to treat, e.g., vanilla options such as European call and put options or even Asian options averaged on the past delay.

Instead of Hypothesis (A), assume now that the following holds:
Hypotheses (A'): The payoff function $\Phi: M_{2} \rightarrow \mathbb{R}$ is convex, bounded from below and globally Lipschitz continuous with Lipschitz constant $L_{\Phi}$.

Moreover, consider the Moreau-Yosida approximations $\Phi_{n}: M_{2} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\Phi_{n}(x):=\inf _{y \in M_{2}}\left(\Phi(y)+\frac{n}{2}\|x-y\|_{M_{2}}^{2}\right) . \tag{24}
\end{equation*}
$$

The following lemma summarizes some well-known properties of the MoreauYosida approximations in our setup.

Lemma 6 For $\Phi$ and $\Phi_{n}$ as above, the following holds
(i) $\Phi_{n}(x)=\Phi\left(J_{n}(x)\right)+\frac{n}{2}\left\|x-J_{n}(x)\right\|_{M_{2}}^{2}, x \in M_{2}$, where $J_{n}$ is given by

$$
n\left(x-J_{n}(x)\right) \in \partial \Phi\left(J_{n}(x)\right) \text { or, equivalently } J_{n}=\left(i d+\frac{\partial \Phi}{n}\right)^{-1}
$$

where $\partial \Phi(x)$ denotes the subdifferential of $\Phi$ in $x$ and $\partial \Phi:=\left\{(x, y) \in M_{2} \times\right.$ $\left.M_{2}: y \in \partial \Phi(x)\right\}$.
(ii) For all $x \in M_{2}, \Phi_{n}(x) \uparrow \Phi(x)$ and $J_{n}(x) \rightarrow x$, as $n \rightarrow \infty$.
(iii) $\Phi_{n}$ is Fréchet differentiable and, for all $x \in M_{2}$, it holds

$$
D \Phi_{n}(x)=n\left(x-J_{n}(x)\right) \in \partial \Phi\left(J_{n}(x)\right)
$$

and $D \Phi_{n}$ is Lipschitz.
(iv) For each point $x \in \operatorname{dom}(\partial \Phi)$,

$$
D \Phi_{n}(x) \rightarrow \partial^{0} \Phi(x)
$$

where $\partial^{0} \Phi(x)$ denotes the element $y \in \partial \Phi(x)$ with minimal norm.
(v) For each $x \in M_{2}$, it holds $\left\|D \Phi_{n}(x)\right\| \leqslant L_{\Phi}$.

Proof
(i) See [10, p. 58] or [7, Theorem 3.24, p. 301],
(ii) See Theorem 2.64 in [7, p. 229].
(iii) See [10, p. 58], and [7, Thm. 3.24].
(iv) See [7, Proposition 3.56 (c), equation (3.136), p. 354].
(v) By (iii), it holds $D \Phi_{n}(x) \in \partial \Phi\left(y_{0}\right)$ for some $y_{0} \in M_{2}$ (namely $y_{0}=J_{n}(x)$ ). By the definition of the subdifferential, it holds for every $g \in \partial \Phi\left(y_{0}\right)$ and every $h \in M_{2}$ :

$$
\langle g, h\rangle \leqslant \Phi\left(y_{0}+h\right)-\Phi\left(y_{0}\right) \leqslant L_{\Phi}\|h\|_{M_{2}} .
$$

In particular, $D \Phi_{n}(x)[h] \leqslant L_{\Phi}\|h\|_{M_{2}}$ and $D \Phi_{n}(x)[-h] \leqslant L_{\Phi}\|h\|_{M_{2}}$ and thus

$$
\left|D \Phi_{n}(x)[h]\right| \leqslant L_{\Phi}\|h\|_{M_{2}}, \text { which implies }\left\|D \Phi_{n}(x)\right\| \leqslant L_{\Phi} .
$$

The following proposition shows that we can approximate $p(\eta)$ by a sequence $p_{n}(\eta)$ using the Moreau-Yosida approximations for the payoff functions.

Proposition 2 Let the payoff function $\Phi: M_{2} \rightarrow \mathbb{R}$ be of type (A'). Let $\Phi_{n}$ be given by (24). Set $p_{n}(\eta):=E\left[\Phi_{n}\left(X_{T}^{0}(\eta)\right)\right]$ for $\eta \in \mathbb{M}_{2}$. Then, for all $\eta \in \mathbb{M}_{2}$, $p_{n}(\eta) \rightarrow p(\eta)$ as $n \rightarrow \infty$.

Proof As $\Phi$ is bounded from below, without loss of generality, we can assume $\Phi$ being nonnegative. Then it is immediately clear from (24) that also $\Phi_{n}$ is nonnegative for every $n$. Since $\Phi_{n}(x) \uparrow \Phi(x)$ from Lemma 6 item (ii), we have that $\Phi_{n}\left(X_{T}^{0}(\eta, \omega)\right) \uparrow \Phi\left(X_{T}^{0}(\eta, \omega)\right)$, for a.e. $\omega \in \Omega$, and, therefore, by the monotone convergence theorem

$$
\lim _{n \rightarrow \infty} p_{n}(\eta)=\lim _{n \rightarrow \infty} E\left[\Phi_{n}\left(X_{T}^{0}(\eta)\right)\right]=E\left[\Phi\left(X_{T}^{0}(\eta)\right)\right]=p(\eta)
$$

Definition 2 Let $\mathscr{X}$ and $\mathscr{Y}$ be Banach spaces. We call a function $F: \mathscr{X} \rightarrow \mathscr{Y} L C$ directional differentiable at $x \in \mathscr{X}$ if the directional derivative $\partial_{h} F(x)$ exists for each direction $h \in \mathscr{X}$ and defines a bounded linear operator from $\mathscr{X}$ to $\mathscr{Y}$.

Lemma 7 For each point $x \in M_{2}$ at which $\Phi$ is LC directional differentiable, it holds

$$
D \Phi_{n}(x) \rightarrow \partial . \Phi(x)
$$

Proof Since $\Phi$ is directional differentiable in $x$ in each direction $h \in M_{2}$, we have that $\partial \Phi(x)$ is a singleton. In fact, by the definitions of the subdifferential and of the directional derivative, we have for all $h \in M_{2}$, on the one side we have

$$
\partial_{h} \Phi(x)=\lim _{\varepsilon \rightarrow 0} \frac{\Phi\left(y_{0}+\varepsilon h\right)-\Phi\left(y_{0}\right)}{\varepsilon} \geqslant\langle g, h\rangle,
$$

for all $g \in \partial \Phi(x)$, and on the other side

$$
\partial_{h} \Phi(x)=-\partial_{-h} \Phi(x) \leqslant-\langle g,-h\rangle=\langle g, h\rangle,
$$

for all $g \in \partial \Phi(x)$. Namely, $\partial \Phi(x)=\{\partial . \Phi(x)\}$. By Lemma 6(iv) we have that $D \Phi_{n}(x) \rightarrow \partial^{0} \Phi(x)=\partial . \Phi(x)$.

The following lemma, which is directly taken out of [31], shows that the set of points where $\Phi$ is not LC directional differentiable, is a Gaussian null set. Recall that a measure $\mu$ on a Banach space $\mathscr{B}$ is called Gaussian if for any nonzero $b \in \mathscr{B}^{*}$, the image measure $b_{*}(\mu):=\mu \circ b^{-1}$ is a Gaussian measure on $\mathbb{R}$. It is called nondegenerate, if for any $b \in \mathscr{B}^{*}$, the variance of $b_{*}(\mu)$ is nonzero.

Lemma 8 Let $\mathscr{X}$ be a real separable Banach space, $\mathscr{Y}$ be a real Banach space such that every function $[0,1] \rightarrow \mathscr{Y}$ of bounded variation is a.e. differentiable, $\emptyset \neq G \subset \mathscr{X}$ open. Moreover, let $T: G \rightarrow \mathscr{Y}$ be a locally Lipschitz mapping. Then $T$ is LC directional differentiable outside a Gaussian null subset of $G$, i.e. for every nondegenerate Gaussian measure $\mu$ on $G$,

$$
\mu(\{x \in G: T \text { is not } L C \text { directional differentiable in } x\})=0 .
$$

Proof See Theorem 1, Chapter 2 of [4] and Theorem 6 in [31].
This motivates the following assumption:
Hypothesis (G): The distribution of $X_{T}^{0}(\eta)$ is absolutely continuous with respect to some nondegenerate Gaussian measure, namely it holds $P_{X_{T}^{0}(\eta)}:=X_{T}^{0}(\eta)(P):=$ $P \circ\left(X_{T}^{0}(\eta)\right)^{-1} \ll \mu$ for some nondegenerate Gaussian measure $\mu$.

The following lemma provides a chain rule for $\Phi \circ X_{T}^{0}$
Lemma 9 Let $\eta \in \mathbb{M}_{2}$ and $h \in M_{2}$. Under Hypotheses (EU), (Flow), (H), (A') and (G) it holds that the directional derivative $\partial_{h}\left(\Phi \circ X_{T}^{0}\right)(\eta)$ exists a.s. and we have

$$
\partial_{h}\left(\Phi \circ X_{T}^{0}\right)(\eta)=\partial_{D X_{T}^{0}(\eta)[h]} \Phi\left(X_{T}^{0}(\eta)\right)
$$

Proof By definition of the directional derivative, we have

$$
\begin{aligned}
\partial_{h}\left(\Phi \circ X_{T}^{0}\right)(\eta)= & \lim _{\varepsilon \rightarrow 0} \frac{\Phi\left(X_{T}^{0}(\eta+\varepsilon h)\right)-\Phi\left(X_{T}^{0}(\eta)\right)}{\varepsilon} \\
= & \lim _{\varepsilon \rightarrow 0}\left(\frac{\Phi\left(X_{T}^{0}(\eta)+\varepsilon \frac{X_{T}^{0}(\eta+\varepsilon h)-X_{T}^{0}(\eta)}{\varepsilon}\right)-\Phi\left(X_{T}^{0}(\eta)+\varepsilon D X_{T}^{0}(\eta)[h]\right)}{\varepsilon}\right. \\
& \left.+\frac{\Phi\left(X_{T}^{0}(\eta)+\varepsilon D X_{T}^{0}(\eta)[h]\right)-\Phi\left(X_{T}^{0}(\eta)\right)}{\varepsilon}\right) .
\end{aligned}
$$

Remark that, by Hypothesis (A'), $\Phi$ is Lipschitz, and, by Hypotheses (EU), (Flow) and $(\mathrm{H}), X_{T}^{0}$ is Fréchet differentiable. Then we have for the first summand in this limit

$$
\begin{aligned}
& \left|\frac{\Phi\left(X_{T}^{0}(\eta)+\varepsilon \frac{X_{T}^{0}(\eta+\varepsilon h)-X_{T}^{0}(\eta)}{\varepsilon}\right)-\Phi\left(X_{T}^{0}(\eta)+\varepsilon D X_{T}^{0}(\eta)[h]\right)}{\varepsilon}\right| \\
& \quad \leqslant L_{\Phi}\left|\frac{X_{T}^{0}(\eta)+\varepsilon \frac{X_{T}^{0}(\eta+\varepsilon h)-X_{T}^{0}(\eta)}{\varepsilon}-X_{T}^{0}(\eta)-\varepsilon D X_{T}^{0}(\eta)[h]}{\varepsilon}\right| \\
& \quad=L_{\Phi}\left|\frac{X_{T}^{0}(\eta+\varepsilon h)-X_{T}^{0}(\eta)}{\varepsilon}-D X_{T}^{0}(\eta)[h]\right| \rightarrow 0, \quad \text { as } \varepsilon \rightarrow 0 .
\end{aligned}
$$

As for the second summand in the above limit, by Hypothesis (G) and Lemma 8, we immediately have that

$$
P\left(\left\{\omega \in \Omega: \Phi \text { is not LC directional differentiable in } X_{T}^{0}(\eta, \omega)\right\}\right)=0
$$

and thus,

$$
\partial_{D X_{T}^{0}(\eta)[h]} \Phi\left(X_{T}^{0}(\eta)\right)=\lim _{\varepsilon \rightarrow 0} \frac{\Phi\left(X_{T}^{0}(\eta)+\varepsilon D X_{T}^{0}(\eta)[h]\right)-\Phi\left(X_{T}^{0}(\eta)\right)}{\varepsilon}
$$

exists almost surely. This ends the proof.
Proposition 3 Under Hypotheses (EU), (Flow), (H), (A') and (G) it holds

$$
\begin{equation*}
\partial_{h} p_{n}(\eta) \rightarrow \partial_{h} p(\eta) \tag{25}
\end{equation*}
$$

Proof By Lemma 8 and Hypothesis (G), we have that

$$
P\left(\left\{\omega \in \Omega: \Phi \text { is not LC directional differentiable in } X_{T}^{0}(\eta, \omega)\right\}\right)=0,
$$ and thus, by Lemma 7,

$$
D \Phi_{n}\left(X_{T}^{0}(\eta)\right) \rightarrow \partial . \Phi\left(X_{T}^{0}(\eta)\right), \text { a.s. }
$$

Therefore, applying the Fréchet differentiability of the mapping $\eta \mapsto X_{T}^{0}(\eta)$, the chain rule from Lemma 9 and the fact that the LC directional derivative is a continuous linear mapping (as a function of the direction), we obtain

$$
\begin{aligned}
\left|D\left(\Phi_{n} \circ X_{T}^{0}\right)(\eta)[h]-\partial_{h}\left(\Phi \circ X_{T}^{0}\right)(\eta)\right| & =\left|D \Phi_{n}\left(X_{T}^{0}(\eta)\right) D X_{T}^{0}(\eta)[h]-\partial_{D X_{T}^{0}(\eta)[h]} \Phi\left(X_{T}^{0}(\eta)\right)\right| \\
& =\left|\left(D \Phi_{n}\left(X_{T}^{0}(\eta)\right)-\partial . \Phi\left(X_{T}^{0}(\eta)\right)\right)\left[D X_{T}^{0}(\eta)[h]\right]\right| \\
& \leqslant\left\|D \Phi_{n}\left(X_{T}^{0}(\eta)\right)-\partial . \Phi\left(X_{T}^{0}(\eta)\right)\right\| \cdot\left\|D X_{T}^{0}(\eta)\right\| \cdot\|h\| \\
& \longrightarrow 0, \text { a.s., }
\end{aligned}
$$

as $n \rightarrow \infty$. Moreover, by Lemma 6 item (v) and Lemma 2, it holds
$\left|D\left(\Phi_{n} \circ X_{T}^{0}\right)(\eta)[h]\right| \leqslant\left\|D \Phi_{n}\left(X_{T}^{0}(\eta)\right)\right\| \cdot\left\|D X_{T}^{0}(\eta)[h]\right\| \leqslant L_{\Phi}\left\|D X_{T}^{0}(\eta)[h]\right\| \in L^{1}(\Omega)$.
Furthermore, similarly to the proof of Lemma 4, it can be shown that

$$
\begin{align*}
\partial_{h} p(\eta) & =E\left[\partial_{h}\left(\Phi \circ X_{T}^{0}\right)(\eta)\right] \text { and }  \tag{26}\\
\partial_{h} p_{n}(\eta) & =E\left[D\left(\Phi_{n} \circ X_{T}^{0}\right)(\eta)[h]\right], \tag{27}
\end{align*}
$$

where, as for (26), we used that the LC directional derivative of $\Phi \circ X_{T}^{0}$ is defined for a.e. $\omega \in \Omega$ (rather than the Fréchet derivative). It now follows by dominated convergence that

$$
\partial_{h} p_{n}(\eta)=E\left[D\left(\Phi_{n} \circ X_{T}^{0}\right)(\eta)[h]\right] \rightarrow E\left[\partial_{h}\left(\Phi \circ X_{T}^{0}\right)(\eta)\right]=\partial_{h} p(\eta) .
$$

By this we end the proof.
Our final theorem summarizes the results of this section and shows that our representation formula (23) can be used in an approximation scheme for the directional derivatives of $p$ in this more general setup:

Theorem 6 Let Hypotheses (EU), (Flow), (H), (A') and (G) be fulfilled. Let $\Phi_{n}$ denote the nth Moreau-Yosida approximation of $\Phi$. Then, for $\xi=\exp \left(\mathbb{B}\left(1_{[-r, 0]}\right)\right)$,

$$
\begin{equation*}
\partial_{h} p(\eta)=-\lim _{n \rightarrow \infty} E\left[\left.\left\{\delta\left(\Phi_{n}\left(X_{T}^{0}(\tilde{\eta}+\lambda \xi h)\right) a(\cdot)\right)\right\}\right|_{\lambda=\frac{1}{\xi}}\right] . \tag{28}
\end{equation*}
$$

Proof As we have shown so far, $\partial_{h} p(\eta)=\lim _{n \rightarrow \infty} E\left[D\left(\Phi_{n} \circ X_{T}^{0}\right)(\eta)[h]\right]$ from Proposition 3. It follows from Lemma 6 items (iii) and (v) that $\Phi_{n}$ satisfies Hypothesis (A). Therefore, we can apply Theorem 5.

Remark 2 Making use of the linearity of the derivative operator and the expectation, this result can easily be generalised to $\Phi$ being given by the difference of two convex, bounded from below and globally Lipschitz continuous functions $\Phi^{(1)}$ and $\Phi^{(2)}$.

To conclude this section, we provide an example, where the Hypothesis (G) holds.

Example 2 Let $d=m, T>r, f$ be bounded and $g(s, \varphi)=I d_{d \times d}$, i.e.

$$
\begin{cases}\eta^{\eta} x(t) & =\eta(0)+\int_{0}^{t} f\left(s,{ }^{\eta} x(s),{ }^{\eta} x_{s}\right) d s+W(t), t \in[0, T] \\ { }^{\eta} x_{0} & =\eta .\end{cases}
$$

Then, the application of Girsanov's theorem (Novikov's condition is satisfied) yields that

$$
{ }^{\eta} \tilde{W}(t):=\int_{0}^{t} f\left(s,{ }^{\eta} x(s),{ }^{\eta} x_{s}\right) d s+W(t)
$$

is an $m$-dimensional Brownian motion under a measure ${ }^{\eta} Q$ equivalent to $P$. Since $T>r$, we have

$$
X_{T}^{0}(\eta)=\left(\eta(0)+{ }^{\eta} \tilde{W}(T), \eta(0)+{ }^{\eta} \tilde{W}_{T}\right) .
$$

Now, since $P \ll{ }^{\eta} Q$, it holds also

$$
\left.P_{X_{T}^{0}(\eta)} \ll{ }^{\eta} Q_{X_{T}^{0}(\eta)}={ }^{\eta} Q_{\left(\eta(0)+{ }^{\eta} \tilde{W}(T), \eta(0)+\eta\right.} \tilde{W}_{T}\right) .
$$

But ${ }^{\eta} Q_{\left(\eta(0)+\eta \tilde{W}(T), \eta(0)+\eta \tilde{W}_{T}\right)}$ is a Gaussian measure on $M_{2}$, as for every $e \in M_{2}$ and every $A \in \mathscr{B}(\mathbb{R})$

$$
\begin{aligned}
& { }^{\eta} Q_{\left\langle\left(\eta(0)+{ }^{\eta} \tilde{W}(T), \eta(0)+{ }^{\eta} \tilde{W}_{T}\right), e\right\rangle}(A)={ }^{\eta} Q\left(\left\langle\left(\eta(0)+{ }^{\eta} \tilde{W}(T), \eta(0)+{ }^{\eta} \tilde{W}_{T}\right), e\right\rangle \in A\right) \\
& \quad={ }^{\eta} Q\left(\eta(0)\left(e(0)+\int_{-r}^{0} e(u) d u\right)+{ }^{\eta} \tilde{W}(T) e(0)+\int_{-r}^{0}{ }^{\eta} \tilde{W}(T+u) e(u) d u \in A\right)
\end{aligned}
$$

and ${ }^{\eta} \tilde{W}$ is a Gaussian process under ${ }^{\eta} Q$.

## Appendix

Proof of Lemma 5:
(i):

$$
\begin{aligned}
& E\left[\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right] \\
& =E\left[\left(\left|\tilde{\eta}+\lambda_{1} \xi h x(T)-\tilde{\eta}+\lambda_{2} \xi h x(T)\right|_{\mathbb{R}^{d}}^{2}+\int_{T-r}^{T}\left|\tilde{\eta}+\lambda_{1} \xi h x(t)-\tilde{\eta}+\lambda_{2} \xi h x(t)\right|_{\mathbb{R}^{d}}^{2} d t\right)^{2}\right] .
\end{aligned}
$$

Now splitting up the integral into an integral on $[T-r, T-r \vee 0]$ and an integral on $[T-r \vee 0, T]$ as we have done already in the proof of Lemma 2, we get

$$
\begin{gathered}
\int_{T-r}^{T}\left|\tilde{\eta}+\lambda_{1} \xi h x(t)-\tilde{\eta}+\lambda_{2} \xi h x(t)\right|_{\mathbb{R}^{d}}^{2} d t \leqslant r\left|\lambda_{1}-\lambda_{2}\right|^{2}|\xi|^{2}\|h\|_{M_{2}}^{2}+\left.\int_{0}^{T}\right|^{\tilde{\eta}+\lambda_{1} \xi h} x(t) \\
-\tilde{\eta}+\left.\lambda_{2} \xi h x(t)\right|_{\mathbb{R}^{d}} ^{2} d t,
\end{gathered}
$$

and therefore,

$$
\begin{aligned}
& E\left[\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right] \\
& \quad \leqslant \\
& \quad \mathscr{O}(1)\left(E\left[\left|\tilde{\eta}+\lambda_{1} \xi h x(T)-\tilde{\eta}+\lambda_{2} \xi h x(T)\right|_{\mathbb{R}^{d}}^{4}\right]+\left|\lambda_{1}-\lambda_{2}\right|^{4}\right. \\
& \left.\quad+E\left[\left.\int_{0}^{T}\right|^{\tilde{\eta}+\lambda_{1} \xi h} x(t)-\tilde{\eta}+\left.\lambda_{2} \xi h x(t)\right|_{\mathbb{R}^{d}} ^{4} d t\right]\right) .
\end{aligned}
$$

Now consider the term $E\left[\left|\tilde{\eta}+\lambda_{1} \xi h x(t)-\tilde{\eta}+\lambda_{2} \xi h x(t)\right|_{\mathbb{R}^{d}}^{4}\right]$. Similarly to the steps in the proof of Lemma 2 (applying Jensen's inequality, Burkholder-Davis-Gundy's inequality and the Lipschitzianity of $f$ and $g$ ), we show that

$$
\begin{aligned}
& E\left[\left|\tilde{\eta}+\lambda_{1} \xi h x(t)-\tilde{\eta}+\lambda_{2} \xi h x(t)\right|_{\mathbb{R}^{d}}^{4}\right] \\
& \leqslant \mathscr{O}(1)\left(\left|\lambda_{1}-\lambda_{2}\right|^{4}+\left(L_{f}^{4}+L_{g}^{4}\right) \int_{0}^{T} E\left[\left\|X_{u}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{u}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right] d u\right) .
\end{aligned}
$$

Finally, we can plug this into the inequality from before and get

$$
\begin{aligned}
E & {\left[\left\|X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{T}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right] } \\
\leqslant & \mathscr{O}(1)\left(\left|\lambda_{1}-\lambda_{2}\right|^{4}+\left(L_{f}^{4}+L_{g}^{4}\right) \int_{0}^{T} E\left[\left\|X_{u}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{u}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right] d u\right. \\
& \left.+\int_{0}^{T}\left|\lambda_{1}-\lambda_{2}\right|^{4}+\left(L_{f}^{4}+L_{g}^{4}\right) \int_{0}^{T} E\left[\left\|X_{u}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{u}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right] d u d t\right) \\
\leqslant & \mathscr{O}(1)\left(\left|\lambda_{1}-\lambda_{2}\right|^{4}+\int_{0}^{T} E\left[\left\|X_{u}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{u}^{0}\left(\tilde{\eta}+\lambda_{2} \xi h\right)\right\|_{M_{2}}^{4}\right] d u\right) .
\end{aligned}
$$

Since we already know from Lemma 2 that $t \mapsto E\left[\| X_{t}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)-X_{t}^{0}(\tilde{\eta}+\right.$ $\left.\lambda_{2} \xi h\right) \|_{M_{2}}^{4}$ ] is integrable on [ $0, T$ ], the result follows directly by application of Gronwall's inequality and taking the square root.
(ii) and (iii): The proofs follow from the same considerations that we made in (i) and in the proof of Lemma 2, by applying Gronwall's inequality and making use of the fact that we have integrability of the functions $t \mapsto$ $E\left[\left\|D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]\right\|_{M_{2}}^{4}\right]^{\frac{1}{2}}$ and $t \mapsto E\left[\| D X_{T}^{0}\left(\tilde{\eta}+\lambda_{1} \xi h\right)\left[\lambda_{1} \xi h\right]-D X_{T}^{0}(\tilde{\eta}+\right.$ $\left.\left.\lambda_{2} \xi h\right)\left[\lambda_{2} \xi h\right] \|_{M_{2}}^{2}\right]$ by Lemma 2.
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# Grassmannian Flows and Applications to Nonlinear Partial Differential Equations 

Margaret Beck, Anastasia Doikou, Simon J. A. Malham, and Ioannis Stylianidis


#### Abstract

We show how solutions to a large class of partial differential equations with nonlocal Riccati-type nonlinearities can be generated from the corresponding linearized equations, from arbitrary initial data. It is well known that evolutionary matrix Riccati equations can be generated by projecting linear evolutionary flows on a Stiefel manifold onto a coordinate chart of the underlying Grassmann manifold. Our method relies on extending this idea to the infinite dimensional case. The key is an integral equation analogous to the Marchenko equation in integrable systems, that represents the coodinate chart map. We show explicitly how to generate such solutions to scalar partial differential equations of arbitrary order with nonlocal quadratic nonlinearities using our approach. We provide numerical simulations that demonstrate the generation of solutions to Fisher-Kolmogorov-PetrovskiiPiskunov equations with nonlocal nonlinearities. We also indicate how the method might extend to more general classes of nonlinear partial differential systems.


## 1 Introduction

It is well known that solutions to many integrable nonlinear partial differential equations can be generated from solutions to a linear integrable equation namely the Gel'fand-Levitan-Marchenko equation. It is an example of a generic dressing

[^3]transformation which we shall express in the form
\[

$$
\begin{equation*}
g(x, y)=p(x, y)-\int_{x}^{\infty} g(x, z) q^{\prime}(z, y ; x) \mathrm{d} z \tag{1}
\end{equation*}
$$

\]

for $y \geqslant x$. See Zakharov and Shabat [49] or Dodd, Eilbeck, Gibbon and Morris [17] for more details. Here all the functions shown may depend explicitly on time $t$, and we suppose that $q^{\prime}$ and $p$ represent given data and $g$ is the solution. Typically $p$ represents the scattering data and takes the form $p=p(x+y)$ while $q^{\prime}$ depends on $p$, for example $q^{\prime}=-p$ in the case of the Korteweg de Vries equation. See Ablowitz, Ramani and Segur [2] for more details. Typically given a nonlinear integrable partial differential equation, the function $p$ is the solution to an associated linear system and the solution to the nonlinear integrable equation is given by $u=-2(\mathrm{~d} / \mathrm{d} x) g(x, x)$. See for example Drazin and Johnson [19, p. 86] for the case of the Korteweg de Vries equation. The notion that the solution to a corresponding linear partial differential equation can be used to generate solutions to nonlinear integrable partial differential equations is addressed in the review by Miura [33]. An explicit formula was provided by Dyson [20] who showed that for the Korteweg de Vries equation the solution to the Gel'fand-Levitan-Marchenko equation along the diagonal $g=g(x, x)$ can be expressed in terms of the derivative of the logarithm of a tau-function or Fredholm determinant. In a series of papers Pöppe [36-38], Pöppe and Sattinger [39], Bauhardt and Pöppe [5], and Tracy and Widom [47] expressed the solutions to further nonlinear integrable partial differential equations in terms of Fredholm determinants. Importantly Pöppe [36] explicitly states the idea that:

> For every soliton equation, there exists a linear PDE (called a base equation) such that a map can be defined mapping a solution $p$ of the base equation to a solution $u$ of the soliton equation. The properties of the soliton equation may be deduced from the corresponding properties of the base equation which in turn are quite simple due to linearity. The map $p \rightarrow u$ essentially consists of constructing a set of linear integral operators using $p$ and computing their Fredholm determinants.

From our perspective, the solution $g$ to the dressing transformation represents an element of a Fredholm Grassmann manifold, expressed in a given coordinate patch. Let us briefly explain this perspective here. This will also help motivate the structures we introduce herein. Our original interest in Grassmann manifolds arose in spectral problems associated with $n$th order linear operators on the real line which can be expressed in the form

$$
\begin{align*}
\partial_{t} \mathfrak{q} & =A \mathfrak{q}+B \mathfrak{p}  \tag{2a}\\
\partial_{t} \mathfrak{p} & =C \mathfrak{q}+D \mathfrak{p}, \tag{2b}
\end{align*}
$$

where $\mathfrak{q}=\mathfrak{q}(t) \in \mathbb{C}^{k}$ and $\mathfrak{p}=\mathfrak{p}(t) \in \mathbb{C}^{n-k}$, with natural numbers $1 \leqslant k<n$. In these equations $A=A(t) \in \mathbb{C}^{k \times k}, B=B(t) \in \mathbb{C}^{k \times(n-k)}, C=C(t) \in$ $\mathbb{C}^{(n-k) \times k}$ and $D=D(t) \in \mathbb{C}^{(n-k) \times(n-k)}$ are linear matrix operators. We assume as given that the matrix consisting of the blocks $A, B, C$ and $D$ has rank $n$ for
all $t \in \mathbb{R}$. For example, in the case of elliptical eigenvalue problems, we have $(n-k)=k$ and $A=O, B=I_{k}$ and $C$ contains the potential function. Then, with $t \in \mathbb{R}$ representing a spatial coordinate, the equations above are the corresponding first order representation of such an eigenvalue problem and the first equation corresponds to simply setting the variable $\mathfrak{p}$ to be the spatial derivative of $\mathfrak{q}$. The goal is to solve such eigenvalue problems by shooting. In such an approach the far-field boundary conditions, let's focus on the left far-field for the moment, naturally determine a subspace of solutions which decay to zero exponentially fast, though in general at different exponential rates. The choice of $k$ above hitherto was arbitrary, now we retrospectively choose it to be the dimension of this subspace of solutions decaying exponentially in the left far-field. We emphasize it is the data, in this case the far-field data, that determines the dimension $k$ of the subspace we consider. In principle we can integrate $k$ solutions from the left far-field forward in $t$ thus generating a continuous set of $k$-frames evolving with $t \in \mathbb{R}$. If $\left(\mathfrak{q}_{1}, \mathfrak{p}_{1}\right)^{\mathrm{T}}, \ldots,\left(\mathfrak{q}_{k}, \mathfrak{p}_{k}\right)^{\mathrm{T}}$ represent the solutions to the linear system (2) above that make up the components of the $k$-frame, we can represent them by

$$
\binom{Q}{P}:=\left(\begin{array}{ccc}
\mathfrak{q}_{1} & \cdots & \mathfrak{q}_{k} \\
\mathfrak{p}_{1} & \cdots & \mathfrak{p}_{k}
\end{array}\right),
$$

where $Q \in \mathbb{C}^{k \times k}$ and $P \in \mathbb{C}^{(n-k) \times k}$. From the linear system (2) for $\mathfrak{q}$ and $\mathfrak{p}$ above, the matrices $Q=Q(t)$ and $P=P(t)$ naturally satisfy the linear matrix system

$$
\begin{align*}
\partial_{t} Q & =A Q+B P  \tag{3a}\\
\partial_{t} P & =C Q+D P . \tag{3b}
\end{align*}
$$

To determine eigenvalues, by matching with the right far-field boundary conditions, the minimal information required is that for the subspace only and not the complete frame information. The Grassmann manifold $\operatorname{Gr}\left(\mathbb{C}^{n}, \mathbb{C}^{k}\right)$ is the set of $k$-dimensional subpsaces in $\mathbb{C}^{n}$. It is thus the natural context for the subspace evolution and then matching. See Alexander, Gardner and Jones [3] for a comprehensive account; they used the Plücker coordinate representation for the Grassmannian $\operatorname{Gr}\left(\mathbb{C}^{n}, \mathbb{C}^{k}\right)$. In Ledoux, Malham and Thümmler [31], Ledoux, Malham, Niesen and Thümmler [30] and Beck and Malham [7] we chose instead to directly project onto a coordinate patch of the Grassmannian $\operatorname{Gr}\left(\mathbb{C}^{n}, \mathbb{C}^{k}\right)$. Assuming that the matrix $Q \in \mathbb{C}^{k \times k}$ has rank $k$, we can achieve this as follows. We consider the transformation of coordinates here given by $Q^{-1}$ that renders the first $k<n$ coordinates as orthonormal thus generating the matrix

$$
\binom{I_{k}}{G},
$$

where $G(t)=P(t) Q^{-1}(t)$ for all $t \in \mathbb{R}$. Note this includes the data, i.e. $G(-\infty)=$ $P(-\infty) Q^{-1}(-\infty)$. The key point which underlies the ideas in this paper is that $G=G(t) \in \mathbb{C}^{(n-k) \times k}$ evolves according to the evolutionary Riccati equation

$$
\begin{equation*}
\partial_{t} G=C+D G-G(A+B G), \tag{4}
\end{equation*}
$$

where $A, B, C$ and $D$ are the block matrices from the linear evolutionary system (2) above. This equation for $G$ is straightforwardly derived by direct computation. The Grassmannian $\operatorname{Gr}\left(\mathbb{C}^{n}, \mathbb{C}^{k}\right)$ is a homogeneous manifold. As such there are many numerical advantages to integrating along it, here this corresponds to computing $G=G(t)$. For instance, the aforementioned differing far-field exponential growth rates are projected out and $G$ provides a useful succinct paramaterization of the subspace. It provides the natural extension of shooting methods to higher order linear spectral problems on the real line; also see Deng and Jones [16]. Let us call the procedure of deriving the Riccati equation (4) from the linear equations (3) the forward problem.

However in this finite dimensional context let us now turn this question around. Suppose our goal now is to solve the quadratically nonlinear evolution equation (4) above for some given data $G(-\infty)=G_{0}$. We assume of course the block matrices $A, B, C$ and $D$ have the properties described above. Let us call this the inverse problem. With the forward problem described above in mind, given such a nonlinear evolution equation to solve, we might naturally assume the nonlinear evolution equation (4) resulted from the projection of a linear Stiefel manifold flow onto a coordinate patch of the underlying Grassmann manifold. From this perspective, since all we are given is $G$ or indeed just the data $G_{0}$, we can naturally assume $G_{0}$ was the result of such a Stiefel to Grassmann manifold projection. In particular we are free to assume that the transformation $Q$ underlying the projection had rank $k$, and indeed $Q(-\infty)$, was simply $I_{k}$ itself. Thus if we suppose we were given data $Q(-\infty)=I_{k}$ and $P(-\infty)=G_{0}$ and that $Q \in \mathbb{C}^{k \times k}$ and $P \in \mathbb{C}^{(n-k) \times k}$ satisfied the linear evolutionary equations (3) above then indeed $G=P Q^{-1}$ would solve the nonlinear evolution equation (4) above. Note that in this process there is nothing special about the data being prescribed at $t=-\infty$, it could be prescribed at any finite value of $t$, for example $t=0$. In summary, suppose we want to solve the nonlinear Riccati equation (4) for some given data $G(0)=G_{0} \in \mathbb{C}^{(n-k) \times k}$. Then if we suppose the matrices $Q \in \mathbb{C}^{k \times k}$ and $P \in \mathbb{C}^{(n-k) \times k}$ satisfy the linear system of equations (3) with $Q(0)=I_{k}$ and $P(0)=G_{0}$, then the solution $G \in \mathbb{C}^{(n-k) \times k}$ to the linear relation $P=G Q$ solves the Riccati equation (4) on some possibly small but non-zero interval of existence.

Our goal herein is to extend the idea just outlined to the infinite dimensional setting. Hereafter we always think of $t \in[0, \infty)$ as an evolutionary time variable. The natural extension of the finite rank (matrix) operator setting above to the infinite dimensional case is to pass over to the corresponding setting with compact operators. Thus formally, now suppose $Q=Q(t)$ and $P=P(t)$ are linear operators satisfying the linear system of evolution equations (3) for $t \geqslant 0$. We assume that $A$
and $C$ are bounded operators, while the operators $B$ and $D$ may be bounded or unbounded. We suppose the solution operators $Q=Q(t)$ and $P=P(t)$ are such that for some $T>0$, we have $Q(t)-\mathrm{id}$ and $P(t)$ are Hilbert-Schmidt operators for $t \in[0, T]$. Thus over this time interval $Q(t)$ is a Fredholm operator. If the operators $B$ and $D$ are bounded then we require that $P$ lies in the subset of the class of HilbertSchmidt operators characterized by their domains. In addition we now suppose that $P=P(t)$ and $Q=Q(t)$ are related through a Hilbert-Schmidt operator $G=G(t)$ as follows

$$
\begin{equation*}
P=G Q . \tag{5}
\end{equation*}
$$

We suppose herein this is a Fredholm equation for $G$ and not of Volterra type like the dressing transformation above. We will return to this issue in our concluding section. As in the matrix case above, if we differentiate this Fredholm relation with respect to time using the product rule, insert the evolution equations (3) for $Q=Q(t)$ and $P=P(t)$, and then post-compose by $Q^{-1}$, then we obtain the Riccati evolution equation (4) for the Hilbert-Schmidt operator $G=G(t)$. We emphasize that, as for the matrix case above, for some time interval of existence $[0, T]$ with $T>0$, we can generate the solution to the Riccati equation (4) with given initial data $G(0)=G_{0}$ by solving the two linear evolution equations (3) with the initial data $Q(0)=\mathrm{id}$ and $P(0)=G_{0}$ and then solving the third linear integral equation (5). This is the inverse problem in the infinite dimensional setting.

We now address how these operator equations are related to evolutionary partial differential equations. Can we use the approach above to find solutions to evolutionary partial differential equations with nonlocal quadratic nonlinearities in terms of solutions to the corresponding linearized evolutionary partial differential equations? Suppose that $\mathbb{V}$ is a closed linear subspace of $\mathbb{H}:=L^{2}(\mathbb{R} ; \mathbb{R}) \times L_{\mathrm{d}}^{2}(\mathbb{R} ; \mathbb{R})$. Here $L_{\mathrm{d}}^{2}(\mathbb{R} ; \mathbb{R}) \subseteq L^{2}(\mathbb{R} ; \mathbb{R})$ represents the subspace of $L^{2}(\mathbb{R} ; \mathbb{R})$ corresponding to the intersection of the domains of the operators $B$ and $D$. Suppose further that we have the direct sum decomposition $\mathbb{H}=\mathbb{V} \oplus \mathbb{V}^{\perp}$, where $\mathbb{V}^{\perp}$ represents the closed subspace of $\mathbb{H}$ orthogonal to $\mathbb{V}$. As already intimated, suppose for some $T>0$ that for $t \in[0, T]$ we know: (i) $Q=Q(t)$ is a Fredholm operator from $\mathbb{V}$ to $\mathbb{V}$ of the form $Q=\mathrm{id}+Q^{\prime}$ where $Q^{\prime}=Q^{\prime}(t)$ is a Hilbert-Schmidt operator on $\mathbb{V}$; and (ii) $P=P(t)$ is a Hilbert-Schmidt operator from $\mathbb{V}$ to $\mathbb{V}^{\perp}$. As such for $t \in[0, T]$ there exist integral kernels $q^{\prime}=q^{\prime}(x, y ; t)$ and $p=p(x, y ; t)$ with $x, y \in \mathbb{R}$ representing the action of the operators $Q^{\prime}(t)$ and $P(t)$, respectively. Let us define the following nonlocal product for any two functions $g, g^{\prime} \in L^{2}\left(\mathbb{R}^{2} ; \mathbb{R}\right)$ by

$$
\left(g \star g^{\prime}\right)(x, y):=\int_{\mathbb{R}} g(x, z) g^{\prime}(z, y) \mathrm{d} z
$$

Suppose now that the unbounded operators $B$ and $D$ are now explicitly constant coefficient polynomial functions of $\partial_{x}$; let us denote them by $b=b\left(\partial_{x}\right)$ and $d=d\left(\partial_{x}\right)$. Further suppose $A$ and $C$ are bounded Hilbert-Schmidt operators which can be represented via their integral kernels, say $a=a(x, y ; t)$ and $c=c(x, y ; t)$,
respectively. If $g=g(x, y ; t)$ represents the integral kernel corresponding to the Hilbert-Schmidt operator $G=G(t)$ then we observe that the two linear evolutionary equations (3) and linear integral equation (5) can be expressed as follows. We have

1. Base equation: $\partial_{t} p=c \star\left(\delta+q^{\prime}\right)+d p$;
2. Aux. equation: $\partial_{t} q=a \star\left(\delta+q^{\prime}\right)+b p$;
3. Riccati relation: $p=g \star\left(\delta+q^{\prime}\right)$.

Here $\delta$ is the Dirac delta function representing the identity at the level of integral kernels. The evolutionary equation for $g=g(x, y ; t)$ corresponding to the Riccati evolution equation (4) takes the form

$$
\partial_{t} g=c+d g-g \star(a+b g)
$$

This is an evolutionary partial differential equation for $g=g(x, y ; t)$ with a nonlocal quadratic nonlinearity ' $g \star(b g)$ '. Explicitly it has the form
$\partial_{t} g(x, y ; t)=c(x, y ; t)+d\left(\partial_{x}\right) g(x, y ; t)-\int_{\mathbb{R}} g(x, z ; t)\left(a(z, y ; t)+b\left(\partial_{z}\right) g(z, y ; t)\right) \mathrm{d} z$.
The reason underlying the nomination of the base and auxiliary equations above is that in most of our examples we have $a \equiv c \equiv 0$-let us assume this for the sake of our present argument. We have outlined the forward problem identified earlier at the partial differential equation level. However our goal is to solve the inverse problem at this level: given a nonlinear evolutionary partial differential equation of the form above with some arbitrary initial data $g(x, y ; 0)=g_{0}(x, y)$, can we re-engineer solutions to it from solutions to the corresponding base and auxiliary equations? The answer is yes. Given the nonlinear evolutionary partial differential equation $\partial_{t} g=d g-g \star(b g)$ with $b=b\left(\partial_{x}\right)$ and $d=d\left(\partial_{x}\right)$ as described above, suppose we solve the corresponding linear base equation for $p=p(x, y ; t)$, which is the linearized version of the given equation and consequently solve the auxiliary equation for $q^{\prime}=q^{\prime}(x, y ; t)$. Then solutions $g=g(x, y ; t)$ to the nonlinear evolutionary partial differential equation are re-engineered/generated by solving the Riccati relation for $p$ and $q^{\prime}$ which is a linear Fredholm integral equation.

We explicitly demonstrate this procedure through two examples. We consider two Fisher-Kolmogorov-Petrovskii-Piskunov type equations with nonlocal nonlinearities. The first has a nonlocal nonlinear term of the form ' $g \star g$ ' where the product ' $\star$ ' represents the special case of convolution. The second has a nonlocal nonlinear term of the form ' $g \star(b g)$ ' where $b=b(x)$ is a multiplicative function corresponding to a correlation in the nonlinearity. In this latter case the product ' $\star$ ' has the general form as originally defined above. In both these cases we show how solutions can be generated using the approach we propose from arbitrary initial data. We provide numerical simulations to confirm this. From these examples we also see how our procedure extends straightforwardly to any higher order diffusion. We additionally show how Burgers' equation and its solution using the corresponding
base equation via the Cole-Hopf transformation fits into the context we have described here.

We emphasize that, as is well known for the Gel'fand-Levitan-Marchenko equation above which is of Volterra type, the procedure we have outlined works for most integrable systems, as demonstrated in Ablowitz, Ramani and Segur [2] who assume $p=p(x+y)$ is a Hankel kernel. For example, we can generate solutions to the Korteweg de Vries equation from the Gel'fand-Levitan-Marchenko equation by setting $q^{\prime}=-p$. As another example, we can generate solutions to the nonlinear Schrödinger equation by assuming $q^{\prime}(z, y ; x)= \pm \int_{x}^{\infty} \bar{p}(z, \zeta) p(\zeta, y) \mathrm{d} \zeta$ where $\bar{p}$ represents the complex conjugate of $p$. In this case it is also well known that such solutions can be generated from a $2 \times 2$ matrix-valued dressing transformation. See Zakharov and Shabat [49], Dodd, Eilbeck, Gibbon and Morris [17] or Drazin and Johnson [19] for more details. Further, the connection between integrable systems and infinite dimensional Grassmann manifolds was first made by Sato [42, 43]. Lastly Riccati systems are a central feature of optimal control systems. The solution to a matrix Riccati equation provides the optimal continuous feedback in optimal linear-quadratic control theory. See for example Bittanti, Laub and Willems [10], Brockett and Byrnes [14], Hermann [25, 26], Hermann and Martin [27], Martin and Hermann [32] and Zelikin [50] for more details. A comprehensive list of the related control literature can also be found in Ledoux, Malham and Thümmler [31].

Our paper is structured as follows. In Sect. 2 we define and outline the Grassmann manifolds in finite and infinite dimensions that we require to give the appropriate context to our procedure. Then in Sect. 3 we show how linear subspace flows induce Riccati flows in coordinate patches of the corresponding Fredholm Grassmannian. We derive the equation for the evolution of the integral kernel associated with the Riccati flow. We then consider two pertinent examples in Sect. 4. Their solutions can be derived by solving the linear base and auxiliary partial differential equations (the subspace flow) and then solving the linear Fredholm equation representing the projection of the subspace flow onto a coordinate patch of the Fredholm Grassmannian. Then finally in Sect. 5 we discuss possible extensions of our approach to other nonlinear partial differential equations.

## 2 Grassmann Manifolds

Grassmann manifolds underlie the structure, development and solution of the differential equations we consider herein. Hence we introduce them here first in the finite dimensional, and then second in the infinite dimensional, setting. There are many perspectives and prescriptions, we choose the prescriptive path that takes us most efficiently to the infinite dimensional setting we require herein.

Suppose we have a finite dimensional vector space say $\mathbb{H}=\mathbb{C}^{n}$ of dimension $n \in \mathbb{N}$. Given an integer $k$ with $1 \leqslant k<n$, the Grassmann manifold $\operatorname{Gr}\left(\mathbb{C}^{n}, \mathbb{C}^{k}\right)$ is defined to be the set of $k$-dimensional linear subspaces of $\mathbb{C}^{n}$. Let $\left\{\mathrm{e}_{j}\right\}_{j \in\{1, \ldots, n\}}$ denote the canonical basis for $\mathbb{C}^{n}$, where $\mathrm{e}_{j}$ is the $\mathbb{C}^{n}$-valued vector with one in the
$j$ th entry and zeros in all the other entries. Suppose we are given a set of $k$ linearly independent vectors in $\mathbb{C}^{n}$ and we record them in the following $n \times k$ matrix:

$$
W=\left(\begin{array}{ccc}
w_{1,1} & \cdots & w_{1, k} \\
\vdots & & \vdots \\
w_{n, 1} & \cdots & w_{n, k}
\end{array}\right)
$$

Each column is one of the linear independent vectors in $\mathbb{C}^{n}$. This matrix has rank $k$. Naturally the columns of $W$ span a $k$-dimensional subspace or $k$-plane $\mathbb{W}$ in $\mathbb{C}^{n}$. Let us denote by $\mathbb{V}_{0}$ the canonical subspace given by $\operatorname{span}\left\{\mathrm{e}_{1}, \ldots, \mathrm{e}_{k}\right\}$, i.e. the subspace prescribed by the first $k$ canonical basis vectors which has the representation

$$
W_{0}:=\binom{I_{k}}{O}
$$

Here $I_{k}$ is the $k \times k$ identity matrix. The span of the vectors $\left\{\mathrm{e}_{k+1}, \ldots, \mathrm{e}_{n}\right\}$ represents the subspace $\mathbb{V}_{0}^{\perp}$, the $(n-k)$-dimensional subspace of $\mathbb{C}^{n}$ orthogonal to $\mathbb{V}_{0}$. Suppose we are able to project $\mathbb{W}$ onto $\mathbb{V}_{0}$. Then the projections pr: $\mathbb{W} \rightarrow \mathbb{V}_{0}$ and pr: $\mathbb{W} \rightarrow$ $\mathbb{V}{ }_{0}^{\perp}$ respectively give

$$
W^{\|}=\left(\begin{array}{ccc}
w_{1,1} & \cdots & w_{1, k} \\
\vdots & & \vdots \\
w_{k, 1} & \cdots & w_{k, k} \\
0 & \cdots & 0 \\
\vdots & & \vdots \\
0 & \cdots & 0
\end{array}\right) \quad \text { and } \quad W^{\perp}=\left(\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & & \vdots \\
0 & \cdots & 0 \\
w_{k+1,1} & \cdots & w_{k+1, k} \\
\vdots & & \vdots \\
w_{n, 1} & \cdots & w_{n, k}
\end{array}\right) .
$$

The existence of this projection presupposes that the rank of the matrix $W^{\|}$on the left above is $k$, i.e. the determinant of the upper $k \times k$ block say $W_{\text {up }}$ is non-zero. This is not always true, we account for this momentarily. The subspace given by the span of the columns of $W^{\|}$naturally coincides with $\mathbb{V}_{0}$. Indeed since $W^{\|}$has rank $k$, there exists a rank $k$ transformation from $\mathbb{V}_{0} \rightarrow \mathbb{V}_{0}$, given by $W_{\text {up }}^{-1} \in \mathrm{GL}\left(\mathbb{C}^{k}\right)$, that transforms $W^{\|}$to $W_{0}$. Thus what distinguishes $\mathbb{W}$ from $\mathbb{V}_{0}$ is the form of $W^{\perp}$. Under the same transformation of coordinates $W_{\text {up }}^{-1}$, the lower $(n-k) \times k$ matrix say $W_{\text {low }}$ of $W^{\perp}$ becomes the $(n-k) \times k$ matrix $G:=W_{\text {low }} W_{\text {up }}^{-1}$. Or in other words if we perform this transformation of coordinates, the matrix $W$ as a whole becomes

$$
\begin{equation*}
\binom{I_{k}}{G} . \tag{6}
\end{equation*}
$$

Thus any $k$-dimensional subspace $\mathbb{W}$ of $\mathbb{C}^{n}$ which can be projected onto $\mathbb{V}_{0}$ can be represented by this matrix. Conversely any $n \times k$ matrix of this form represents a $k$-dimensional subspace $\mathbb{W}$ of $\mathbb{C}^{n}$ that can be projected onto $\mathbb{V}_{0}$. The matrix $G$ thus paramaterizes all the $k$-dimensional subspaces $\mathbb{W}$ that can be projected onto $\mathbb{V}_{0}$. As $G$ varies, the orientation of the subspace $\mathbb{W}$ within $\mathbb{C}^{n}$ varies.

What about the $k$-dimensional subspaces in $\mathbb{C}^{n}$ that cannot be projected onto $\mathbb{V}_{0}$ ? This occurs when one or more of the column vectors of $W$ are parallel to one or more of the orthogonal basis vectors $\left\{\mathrm{e}_{k+1}, \ldots, \mathrm{e}_{n}\right\}$. Such subspaces cannot be represented in the form (6) above. Any such matrices $W$ are rank $k$ matrices by choice, their columns span a $k$-dimensional subspace $\mathbb{W}$ in $\mathbb{C}^{n}$, it's just that they have a special orientation in the sense just described. We simply need to choose a better representation. Given a multi-index $\mathbb{S}=\left\{i_{1}, \ldots, i_{k}\right\} \subset\{1, \ldots, n\}$ of cardinality $k$, let $\mathbb{V}_{0}(\mathbb{S})$ denote the subspace given by $\operatorname{span}\left\{\mathrm{e}_{i_{1}}, \ldots, \mathrm{e}_{i_{k}}\right\}$. The vectors $\left\{\mathrm{e}_{i}\right\}_{i \in \mathbb{S}^{\circ}}$ Span the subspace $\mathbb{V} \mathbb{V}_{0}^{\perp}(\mathbb{S})$, the $(n-k)$-dimensional subspace of $\mathbb{C}^{n}$ orthogonal to $\mathbb{V}_{0}(\mathbb{S})$. Since $W$ has rank $k$, there exists a multi-index $\mathbb{S}$ such that the projection pr: $\mathbb{W} \rightarrow \mathbb{V}_{0}(\mathbb{S})$ exists. The arguments above apply with $\mathbb{V}_{0}(\mathbb{S})$ replacing $\mathbb{V}_{0}=\mathbb{V}_{0}(\{1, \ldots, k\})$. The projections pr: $\mathbb{W} \rightarrow \mathbb{V}_{0}(\mathbb{S})$ and pr: $\mathbb{W} \rightarrow \mathbb{V}_{0}^{\perp}(\mathbb{S})$ respectively give

$$
W_{\mathbb{S}}^{\|}=\binom{W_{\mathbb{S}}}{O_{\mathbb{S}^{0}}} \quad \text { and } \quad W_{\mathbb{S}}^{\perp}=\binom{O_{\mathbb{S}}}{W_{\mathbb{S}}}
$$

Here $W_{\mathbb{S}}$ represents the $k \times k$ matrix consisting of the $\mathbb{S}$ rows of $W$ and so forth, and, for example, the form for $W_{\mathbb{S}}^{\|}$shown is meant to represent the $n \times k$ matrix whose $\mathbb{S}$ rows are occupied by $W_{\mathbb{S}}$ while the remaining rows contain zeros. We can perform a rank $k$ transformation of coordinates $\mathbb{V}_{0}(\mathbb{S}) \rightarrow \mathbb{V}_{0}(\mathbb{S})$ via $W_{\mathbb{S}}^{-1} \in \mathrm{GL}\left(\mathbb{C}^{k}\right)$ under which the matrix $W$ becomes

$$
\begin{equation*}
\binom{I_{\mathbb{S}}}{G_{\mathbb{S}}} \tag{7}
\end{equation*}
$$

Thus $G_{\mathbb{S}^{\circ}}$ parameterizes all $k$-dimensional subspaces $\mathbb{W}$ that can be projected onto $\mathbb{V}_{0}(\mathbb{S})$. Each possible choice of $\mathbb{S}$ generates a coordinate patch of the Grassmann manifold $\operatorname{Gr}\left(\mathbb{C}^{n}, \mathbb{C}^{k}\right)$. For more details on establishing $\operatorname{Gr}\left(\mathbb{C}^{n}, \mathbb{C}^{k}\right)$ as a compact and connected manifold, see Griffiths and Harris [23, p. 193-4].

Let us now consider the infinite dimensional extension to Fredholm Grassmann manifolds. They are also known as Sato Grassmannians, Segal-Wilson Grassmannians, Hilbert-Schmidt Grassmannians and restricted Grassmannians, as well as simply Hilbert Grassmannians. See Sato [42, 43], Miwa, Jimbo and Date [34], Segal and Wilson [45, Section 2] and Pressley and Segal [40, Chapters 6,7] for more details. In the infinite dimensional setting we suppose the underlying vector space is a separable Hilbert space $\mathbb{H}=\mathbb{H}(\mathbb{C})$. Any separable Hilbert space is isomorphic to the sequence space $\ell^{2}=\ell^{2}(\mathbb{C})$ of square summable complex sequences; see Reed and Simon [41, p. 47]. We will parameterize the $\mathbb{C}$-valued components of
the sequences in $\ell^{2}=\ell^{2}(\mathbb{C})$ by $\mathbb{N}$. This is sufficient as any sequence space $\ell^{2}=$ $\ell^{2}(\mathbb{F} ; \mathbb{C})$, where $\mathbb{F}$ denotes a countable field isomorphic to $\mathbb{N}$ that parameterizes the sequences therein, is isomorphic to $\ell^{2}=\ell^{2}(\mathbb{N} ; \mathbb{C})$. We recall any $\mathfrak{a} \in \ell^{2}(\mathbb{C})$ has the form $\mathfrak{a}=\{\mathfrak{a}(1), \mathfrak{a}(2), \mathfrak{a}(3), \ldots\}$ where $\mathfrak{a}(n) \in \mathbb{C}$ for each $n \in \mathbb{N}$. Hereafter we represent such sequences by column vectors $\mathfrak{a}=(\mathfrak{a}(1), \mathfrak{a}(2), \mathfrak{a}(3), \ldots)^{T}$. Since we require square summability, we must have $\mathfrak{a}^{\dagger} \mathfrak{a}=\sum_{n \in \mathbb{N}} \mathfrak{a}^{*}(n) \mathfrak{a}(n)<\infty$, where $\dagger$ denotes complex conjugate transpose and $*$ denotes complex conjugate only. We define the inner product $\langle\cdot, \cdot\rangle: \ell^{2}(\mathbb{C}) \otimes \ell^{2}(\mathbb{C}) \rightarrow \mathbb{R}$ by $\langle\mathfrak{a}, \mathfrak{b}\rangle:=\sqrt{\mathfrak{a}^{\dagger} \mathfrak{b}}$ for any $\mathfrak{a}, \mathfrak{b} \in \ell^{2}(\mathbb{C})$. A natural complete orthonormal basis for $\ell^{2}(\mathbb{C})$ is the canonical basis $\left\{\mathrm{e}_{n}\right\}_{n \in \mathbb{N}}$ where $\mathrm{e}_{n}$ is the sequence whose $n$th component is one and all other components are zero. We have the following corresponding definition for the Grassmannian of all subspaces comparable in size to a given closed subspace $\mathbb{V} \subset \mathbb{H}$; see Segal and Wilson [45] and Pressley and Segal [40].

Definition 1 (Fredholm Grassmannian) Let $\mathbb{H}$ be a separable Hilbert space with a given decomposition $\mathbb{H}=\mathbb{V} \oplus \mathbb{V}^{\perp}$, where $\mathbb{V}$ and $\mathbb{V}^{\perp}$ are infinite dimensional closed subspaces. The Grassmannian $\operatorname{Gr}(\mathbb{H}, \mathbb{V})$ is the set of all subspaces $W$ of $\mathbb{H}$ such that:

1. The orthogonal projection pr: $W \rightarrow \mathbb{V}$ is a Fredholm operator, indeed it is a Hilbert-Schmidt perturbation of the identity; and
2. The orthogonal projection pr: $W \rightarrow \mathbb{V}^{\perp}$ is a Hilbert-Schmidt operator.

Herein we exclusively assume that our underlying separable Hilbert space $\mathbb{H}$ and closed subspace $\mathbb{V}$ are of the form

$$
\mathbb{H}:=\ell^{2}(\mathbb{C}) \times \ell_{\mathrm{d}}^{2}(\mathbb{C}) \quad \text { and } \quad \mathbb{V}:=\ell^{2}(\mathbb{C})
$$

where $\ell_{\mathrm{d}}^{2}(\mathbb{C})$ is a closed subspace of $\ell^{2}(\mathbb{C})$. We thus assume a special form for $\mathbb{H}$. This form is the setting for our applications discussed in our Introduction. We use it to motivate the definition of the Fredholm Grassmannian above and its relation to our applications. Suppose we are given a set of independent sequences in $\ell^{2}(\mathbb{C}) \times$ $\ell_{\mathrm{d}}^{2}(\mathbb{C})$ which span $\ell^{2}(\mathbb{C})$ and we record them as columns in the infinite matrix

$$
W=\binom{Q}{P}
$$

Here each column of $Q$ lies in $\ell^{2}(\mathbb{C})$ and each column of $P$ lies in $\ell_{\mathrm{d}}^{2}(\mathbb{C})$. We denote by $\mathbb{W}$ the subspace of $\ell^{2}(\mathbb{C}) \times \ell_{\mathrm{d}}^{2}(\mathbb{C})$ spanned by the columns of $W$. Let us denote by $\mathbb{V}_{0}$ the canonical subspace which has the corresponding representation

$$
W_{0}=\binom{\mathrm{id}}{O}
$$

where id $=\mathrm{id}_{\ell^{2}(\mathbb{C})}$. As above, suppose we are able to project $\mathbb{W}$ on $\mathbb{V}_{0}$. The projections pr: $\mathbb{W} \rightarrow \mathbb{V}_{0}$ and pr: $\mathbb{W} \rightarrow \mathbb{V}_{0}^{\perp}$ respectively give

$$
W^{\|}=\binom{Q}{O} \quad \text { and } \quad W^{\perp}=\binom{O}{P} .
$$

The existence of this projection presupposes that the determinant of the upper block $Q$ is non-zero. We must now choose in which sense we want this to hold. The columns of $Q$ are $\ell^{2}(\mathbb{C})$-valued. We now retrospectively assume that we constructed $Q$ so that, not only do its columns span $\ell^{2}(\mathbb{C})$, it is also a Fredholm operator on $\ell^{2}(\mathbb{C})$ of the form $Q=\mathrm{id}+Q^{\prime}$ where $Q^{\prime} \in \mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell^{2}(\mathbb{C})\right)$ and id $=\mathrm{id}_{\ell^{2}(\mathbb{C})}$. Here $\mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell^{2}(\mathbb{C})\right)$ is the class of Hilbert-Schmidt operators from $\ell^{2}(\mathbb{C}) \rightarrow \ell^{2}(\mathbb{C})$, equipped with the norm

$$
\left\|Q^{\prime}\right\|_{\mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell^{2}(\mathbb{C})\right)}:=\operatorname{tr}\left(Q^{\prime}\right)^{\dagger}\left(Q^{\prime}\right)
$$

where 'tr' represents the trace operator. For such Hilbert-Schmidt operators $Q^{\prime}$ we can define the regularized Fredholm determinant

$$
\operatorname{det}_{2}\left(\mathrm{id}+Q^{\prime}\right):=\exp \left(\sum_{\ell \geqslant 2} \frac{(-1)^{\ell-1}}{\ell} \operatorname{tr}\left(Q^{\prime}\right)^{\ell}\right)
$$

The operator $Q=\mathrm{id}+Q^{\prime}$ is invertible if and only if $\operatorname{det}_{2}\left(\mathrm{id}+Q^{\prime}\right) \neq 0$. For more details see Simon [46]. Hence, assuming that $Q^{\prime} \in \mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell^{2}(\mathbb{C})\right)$, we can assert that the subspace given by the span of the columns of $W^{\|}$coincides with the subspace spanned by $W_{0}$, i.e. with $\mathbb{V}_{0}$. Indeed the transformation given by $Q^{-1} \in \operatorname{GL}\left(\ell^{2}(\mathbb{C})\right)$ transforms $W^{\|}$to $W_{0}$. Let us now focus on $W^{\perp}$. We now also retrospectively assume that we constructed $P$ so that, not only do its columns span $\ell_{\mathrm{d}}^{2}(\mathbb{C})$, it is a Hilbert-Schmidt operator from $\ell^{2}(\mathbb{C})$ to $\ell_{\mathrm{d}}^{2}(\mathbb{C})$, i.e. $P \in \mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell_{\mathrm{d}}^{2}(\mathbb{C})\right)$. Hence under the transformation of coordinates $Q^{-1} \in$ $\operatorname{GL}\left(\ell^{2}(\mathbb{C})\right)$ the matrix for $W$ becomes

$$
\binom{\mathrm{id}}{G}
$$

where $G:=P Q^{-1}$. Thus any subspace $\mathbb{W}$ that can be projected onto $\mathbb{V}_{0}$ can be represented in this way, and conversely. The operator $G \in \mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell_{\mathrm{d}}^{2}(\mathbb{C})\right)$ thus parameterizes all subspaces $\mathbb{W}$ that can be projected onto $\mathbb{V}_{0}$. We call the Fredholm index of the Fredholm operator $Q$ the virtual dimension of $W$; see Segal and Wilson [45] and Pressley and Segal [40] for more details.

Remark 1 (Canonical coordinate patch) In our applications we consider evolutionary flows in which the operators $Q=Q(t)$ and $P=P(t)$ above evolve, as functions of time $t \geqslant 0$, as solutions to linear differential equations. The initial data in all cases is taken to be $Q(0)=$ id and $P(0)=G_{0}$ for some given data $G_{0} \in \mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell_{\mathrm{d}}^{2}(\mathbb{C})\right)$. By assumption in general and by demonstration in practice, the flows are well-posed and smooth in time for $t \in[0, T]$ for some $T>0$. Hence there exists a time $T>0$ such that for $t \in[0, T]$ we know, by continuity, that $Q=Q(t)$ is an invertible Hilbert-Schmidt operator of virtual dimension zero and of the form $Q(t)=\mathrm{id}+Q^{\prime}(t)$ where $Q^{\prime}(t) \in \mathfrak{J}_{2}\left(\ell^{2}(\mathbb{C}) ; \ell^{2}(\mathbb{C})\right)$. For this time the flow for $Q=Q(t)$ and $P=P(t)$ prescibes a flow for $G=G(t)$, with $G(t)=P(t) Q^{-1}(t)$. In addition, for this time, whilst the orientation of the subspace prescribed by $Q=Q(t)$ and $P=P(t)$ evolves, the flow remains within the same coordinate patch of the Grassmannian $\operatorname{Gr}(\mathbb{H}, \mathbb{V})$ prescribed by the initial data as just described and explicitly outlined above.

Remark 2 (Frames) More details on "frames" in the infinite dimensional context can be found in Christensen [15] and Balazs [4].

There are three possible obstructions to the construction of the class of subspaces above as follows, the: (i) Virtual dimension of $\mathbb{W}$, i.e. the Fredholm index of $Q$, may differ by an integer value; (ii) Operator $Q^{\prime}$ may not be Hilbert-Schmidt valuedit could belong to a 'higher' Schatten-von Neumann class; or (iii) Determinant of $Q$ may be zero. The consequences of these issues for connected components, submanifolds and coordinate patches of $\operatorname{Gr}(\mathbb{H}, \mathbb{V})$ are covered in detail in general in Pressley and Segal [40, Chap. 7]. These have important implications for regularity of the flows mentioned in Remark 1 above, i.e. for our applications. However we leave these questions for further investigation, see Sect. 5. Suffice to say for the moment, from Pressley and Segal [40, Prop. 7.1.6], we know that given any subspace $\mathbb{W}$ of $\mathbb{H}$ there exists a representation analogous to the general coordinate patch form (7) with $\mathbb{S}$ a suitable countable set. In other words there exists a subspace cover. More details on infinite dimensional Grassmannians can be found in Sato [42, 43], Abbondandolo and Majer [1] and Furitani [21].

We have introduced the Fredholm Grassmannian here in the context where the underlying Hilbert space is $\mathbb{H}=\ell^{2}(\mathbb{C}) \times \ell_{\mathrm{d}}^{2}(\mathbb{C})$ and the subspace $\mathbb{V} \cong \ell^{2}(\mathbb{C})$. In our applications the context will be $\mathbb{H}=L^{2}(\mathbb{I} ; \mathbb{C}) \times L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{C})$ and $\mathbb{V} \cong L^{2}(\mathbb{I} ; \mathbb{C})$ where the continuous interval $\mathbb{I} \subseteq \mathbb{R}$. We include here the cases when $\mathbb{I}$ is finite, semiinfinite of the form $[a, \infty)$ for some real constant $a$ or the whole real line. As above, here $L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{C})$ denotes a closed subspace of $L^{2}(\mathbb{I} ; \mathbb{C})$-corresponding to intersection of the domains of the unbounded operators $D$ and $B$ in our applications. All such spaces $L^{2}(\mathbb{I} ; \mathbb{C})$ are separable and isomorphic to $\ell^{2}(\mathbb{C})$, and correspondingly for the closed subspaces. See for example Christensen [15] or Blanchard and Brüning [11] for more details. It is straightforward to transfer statements we have made thusfar for the Fredholm Grassmannian in the square-summable sequence space context across to the square integrable function space context. When $\mathbb{H}=L^{2}(\mathbb{I} ; \mathbb{C}) \times L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{C})$ and $\mathbb{V} \cong L^{2}(\mathbb{I} ; \mathbb{C})$ the operators $Q^{\prime}$ and $P$ are Hilbert-Schmidt operators in the sense
that $Q^{\prime} \in \mathfrak{J}_{2}\left(L^{2}(\mathbb{I} ; \mathbb{C}) ; L^{2}(\mathbb{I} ; \mathbb{C})\right)$ and $P \in \mathfrak{J}_{2}\left(L^{2}(\mathbb{I} ; \mathbb{C}) ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{C})\right)$. By standard theory such Hilbert-Schmidt operators can be parameterized via integral kernel functions, say, $q^{\prime} \in L^{2}\left(\mathbb{I}^{2} ; \mathbb{C}\right)$ and $p \in L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{C})\right)$ and their actions represented by

$$
\begin{aligned}
Q^{\prime}(f)(x) & =\int_{\mathbb{I}} q^{\prime}(x, y) f(y) \mathrm{d} y \\
P(f)(x) & =\int_{\mathbb{I}} p(x, y) f(y) \mathrm{d} y
\end{aligned}
$$

for any $f \in L^{2}(\mathbb{I} ; \mathbb{C})$ and where $x \in \mathbb{I}$. Furthermore we know we have the isometries $\left\|Q^{\prime}\right\|_{\mathfrak{J}_{2}\left(L^{2}(\mathbb{I} ; \mathbb{C}) ; L^{2}(\mathbb{I} ; \mathbb{C})\right)}=\left\|q^{\prime}\right\|_{L^{2}\left(\mathbb{I}^{2} ; \mathbb{C}\right)}$ and $\|P\|_{\mathfrak{J}_{2}\left(L^{2}(\mathbb{I} ; \mathbb{C}) ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{C})\right)}=$ $\|p\|_{\left.L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2} \mathbb{I} ; \mathbb{C}\right)\right)} ;$ see Reed and Simon [41, p. 210]. Hence the subspace $\mathbb{W}$ above and its representation in the canonical coordinate patch are given by

$$
W=\binom{q}{p} \rightsquigarrow\binom{\delta}{g} .
$$

Here we suppose $q(x, y)=\delta(x-y)+q^{\prime}(x, y)$ with $\delta(x-y)$ representing the identity operator in $L^{2}(\mathbb{I} ; \mathbb{C})$ at the integral kernel level. The function $g=g(x, y)$ is the $L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{C})\right)$-valued kernel associated with the Hilbert-Schmidt operator $G$. It is explicitly obtained by solving the Fredholm equation given by

$$
p(x, y)=\int_{\mathbb{I}} g(x, z) q(z, y) \mathrm{d} z .
$$

Solving this equation for $g$ is equivalent to solving the operator relation $P=G Q$ for $G$ by postcomposing by $Q^{-1}$.

## 3 Fredholm Grassmannian Flows

We show how linear evolutionary flows on subspaces of an abstract separable Hilbert space $\mathbb{H}$ generate a quadratically nonlinear flow on a coordinate patch of an associated Fredholm Grassmann manifold. The setting is similar to that outlined at the beginning of the last section. Assume for the moment that $\mathbb{H}$ admits a direct sum orthogonal decomposition $\mathbb{H}=\mathbb{V} \oplus \mathbb{V}^{\perp}$, where $\mathbb{V}$ and $\mathbb{V}^{\perp}$ are closed subspaces of $\mathbb{H}$. The subspace $\mathbb{V}$ is fixed. Now suppose there exists a time $T>0$ such that for each time $t \in[0, T]$ there exists a continuous path of subspaces $\mathbb{W}=\mathbb{W}(t)$ of $\mathbb{H}$ such that the projections pr: $\mathbb{W}(t) \rightarrow \mathbb{V}$ and $\mathrm{pr}: \mathbb{W}(t) \rightarrow \mathbb{V}^{\perp}$ can be respectively parameterised by the operators $Q(t)=\mathrm{id}+Q^{\prime}(t)$ and $P(t)$. We in fact assume the path of subspaces $\mathbb{W}(t)$ is smooth in time and $Q^{\prime}(t)$ and
$P(t)$ are Hilbert-Schmidt operators so that indeed $Q^{\prime} \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})\right)$ and $P \in C^{\infty}([0, T] ; \operatorname{Dom}(D) \cap \operatorname{Dom}(B))$. Here $D$ and $B$ are in general unbounded operators for which, as we see presently, for each $t \in[0, T]$ we require $D P(t) \in$ $\mathfrak{J}_{2}\left(\mathbb{V} ; \mathbb{V}^{\perp}\right)$ and $B P(t) \in \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})$. The subspaces $\operatorname{Dom}(D) \subseteq \mathfrak{J}_{2}\left(\mathbb{V} ; \mathbb{V}^{\perp}\right)$ and $\operatorname{Dom}(B) \subseteq \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})$ are their respective domains. Our analysis also involves two bounded operators $A \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})\right)$ and $C \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}\left(\mathbb{V} ; \mathbb{V}^{\perp}\right)\right)$. The evolution of $Q=Q(t)$ and $P=P(t)$ is prescribed by the following system of differential equations.

Definition 2 (Linear Base and Auxiliary Equations) We assume there exists a $T>0$ such that, for the linear operators $A, B, C$ and $D$ described above, the linear operators $Q^{\prime} \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})\right)$ and $P \in C^{\infty}([0, T] ; \operatorname{Dom}(D) \cap \operatorname{Dom}(B))$ satisfy the linear system of operator equations

$$
\begin{aligned}
\partial_{t} Q & =A Q+B P, \\
\partial_{t} P & =C Q+D P,
\end{aligned}
$$

where $Q=\mathrm{id}+Q^{\prime}$. We assume at time $t=0$ that $Q^{\prime}(0)=O$ so that $Q(0)=\mathrm{id}$ and $P(0)=P_{0}$ for some given $P_{0} \in \operatorname{Dom}(D) \cap \operatorname{Dom}(B)$. We call the evolution equation for $P=P(t)$ the base equation and that for $Q=Q(t)$ the auxiliary equation.

Remark 3 The initial condition $Q(0)=$ id and $P(0)=P_{0}$ means that the corresponding subspace $\mathbb{W}(0)$ is represented in the canonical coordinate chart of $\operatorname{Gr}(\mathbb{H}, \mathbb{V})$. Hereafter we will assume that for $t \in[0, T]$ the subspace $\mathbb{W}(t)$ is representable in the canonical coordinate chart and in particular that $\operatorname{det}_{2} Q(t) \neq 0$.

The base and auxiliary equations represent two essential ingredients in our prescription, which to be complete, requires a third crucial ingredient. This is to propose a relation between $P$ and $Q$ as follows.
Definition 3 (Riccati Relation) We assume there exists a $T>0$ such that for $P \in$ $C^{\infty}([0, T] ; \operatorname{Dom}(D) \cap \operatorname{Dom}(B))$ and $Q^{\prime} \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})\right)$ there exists a linear operator $G \in C^{\infty}([0, T] ; \operatorname{Dom}(D) \cap \operatorname{Dom}(B))$ satisfying the linear Fredholm equation

$$
P=G Q,
$$

where $Q=\mathrm{id}+Q^{\prime}$. We call this the Riccati Relation.
Given solution linear operators $P=P(t)$ and $Q=Q(t)$ to the linear base and auxiliary equations we can prove the existence of a suitable solution $G=G(t)$ to the linear Fredholm equation constituting the Riccati relation. This result is proved in Beck et al. [8]. The result is as follows.

Lemma 1 (Existence and Uniqueness: Riccati relation) Assume there exists a $T>0$ such that $P \in C^{\infty}([0, T] ; \operatorname{Dom}(D) \cap \operatorname{Dom}(B)), Q^{\prime} \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})\right)$ and $Q^{\prime}(0)=O$. Then there exists a $T^{\prime}>0$ with $T^{\prime} \leqslant T$ such that for $t \in\left[0, T^{\prime}\right]$ we
have $\operatorname{det}_{2}(Q(t)) \neq 0$ and $\left\|Q^{\prime}(t)\right\|_{\mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})}<1$. In particular, there exists a unique solution $G \in C^{\infty}\left(\left[0, T^{\prime}\right] ; \operatorname{Dom}(D) \cap \operatorname{Dom}(B)\right)$ to the Riccati relation.

The proof utilizes the fact that we assume the solutions $P(t) \in \operatorname{Dom}(D) \cap \operatorname{Dom}(B)$ and $Q(t) \in \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})$ are smooth in time and at time $t=0$ we have $\operatorname{det}_{2}(Q(0))=1$ and $\left\|Q^{\prime}(0)\right\|_{\mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})}=0$. Hence for a short time we are guaranteed that $\operatorname{det}_{2}(Q(t))$ is non-zero and $\left\|Q^{\prime}(t)\right\|_{\mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})}$ is sufficiently small to provide suitable bounds on $G(t)=P(t) Q^{-1}(t)$. Our main result now is that the solution $G=G(t)$ to the Riccati relation satisfies a quadratically nonlinear evolution equation as follows.

Theorem 1 (Riccati evolution equation) Suppose we are given the initial data $G_{0} \in \operatorname{Dom}(D) \cap \operatorname{Dom}(B)$ and that $Q^{\prime}(0)=O$ and $P(0)=G_{0}$. Assume for some $T>0$ that $P \in C^{\infty}([0, T] ; \operatorname{Dom}(D) \cap \operatorname{Dom}(B)), Q^{\prime} \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}(\mathbb{V} ; \mathbb{V})\right)$ satisfy the linear base and auxiliary equations and that $G \in C^{\infty}([0, T] ; \operatorname{Dom}(D) \cap$ $\operatorname{Dom}(B))$ solves the Riccati relation. Then this solution $G$ to the Riccati relation necessarily satisfies $G(0)=G_{0}$ and for $t \in[0, T]$ solves the Riccati evolution equation

$$
\partial_{t} G=C+D G-G(A+B G) .
$$

Proof By direct computation, if we differentiate the Riccati relation $P=G Q$ with respect to time using the product rule and use that $P$ and $Q$ satisfy the linear base and auxiliary equations we find $\left(\partial_{t} G\right) Q=\partial_{t} P-G \partial_{t} Q=D P-G(A Q+B P)=$ ( $D G$ ) $Q-G(A+B G) Q$. Postcomposing by $Q^{-1}$ establishes the result.

We now consider the abstract development above at the partial differential equation level with an eye towards our applications. All our assumptions hitherto in this section apply here as well. As hinted in our Introduction and indicated more explicitly at the end of Sect. 2, suppose our underlying separable Hilbert space is $\mathbb{H}=L^{2}(\mathbb{I} ; \mathbb{R}) \times L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R})$, where the continuous interval $\mathbb{I} \subseteq \mathbb{R}$. The function space $L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R}) \subseteq L^{2}(\mathbb{I} ; \mathbb{R})$ is a subspace of $L^{2}(\mathbb{I} ; \mathbb{R})$ which we will explicitly define presently. We assume the closed subspace $\mathbb{V}$ of $\mathbb{H}$ to be $\mathbb{V} \cong L^{2}(\mathbb{I} ; \mathbb{R})$. By assumption we know for some $T>0$ the operators $Q^{\prime}$ and $P$ are HilbertSchmidt operators with $Q^{\prime} \in C^{\infty}\left([0, T] ; \mathfrak{J}_{2}\left(L^{2}(\mathbb{I} ; \mathbb{R}) ; L^{2}(\mathbb{I} ; \mathbb{R})\right)\right)$ and $P \in$ $C^{\infty}\left([0, T] ; \mathfrak{J}_{2}\left(L^{2}(\mathbb{I} ; \mathbb{R}) ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R})\right)\right)$. By standard theory the actions $Q^{\prime}$ and $P$ can be represented by the integral kernel functions $q^{\prime}=q^{\prime}(x, y ; t)$ and $p=p(x, y ; t)$, respectively where

$$
q^{\prime} \in C^{\infty}\left([0, T] ; L^{2}\left(\mathbb{I}^{2} ; \mathbb{R}\right)\right) \quad \text { and } \quad p \in C^{\infty}\left([0, T] ; L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R})\right)\right)
$$

Henceforth we assume that the operator $B$ is multiplicative corresponding to multiplication by the smooth, bounded, square-integrable and real-valued function $b=b(x)$. We also assume the operator $D$ is the unbounded operator $d=$ $d\left(\partial_{x}\right)$ which is a polynomial in $\partial_{x}$ with constant real-valued coefficients. We can now specify $L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R}) \subseteq L^{2}(\mathbb{I} ; \mathbb{R})$, it corresponds to the domain of the operator $d=d\left(\partial_{x}\right)$. Also by assumption $A$ and $C$ are Hilbert-Schmidt valued
operators and can thus be represented by integral kernel functions $a=a(x, y ; t)$ and $c=c(x, y ; t)$, respectively, where $a \in C^{\infty}\left([0, T] ; L^{2}\left(\mathbb{I}^{2} ; \mathbb{R}\right)\right)$ and $c \in$ $C^{\infty}\left([0, T] ; L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R})\right)\right)$ The linear base and auxiliary equations, since $Q(t)=$ id $+Q^{\prime}(t)$, thus have the form

$$
\begin{align*}
& \partial_{t} q^{\prime}(x, y ; t)=a(x, y ; t)+\int_{\mathbb{I}} a(x, z ; t) q^{\prime}(z, y ; t) \mathrm{d} z+b(x) p(x, y ; t),  \tag{8a}\\
& \partial_{t} p(x, y ; t)=c(x, y ; t)+\int_{\mathbb{I}} c(x, z ; t) q^{\prime}(z, y ; t) \mathrm{d} z+d\left(\partial_{x}\right) p(x, y ; t) \tag{8b}
\end{align*}
$$

Remark 4 To be consistent with our assumptions on the properties of $P=P(t)$ and its corresponding integral kernel $p=p(x, y ; t)$ for $t \in[0, T]$ as outlined above, we must suitably restrict the choice of the class of operator $d=d\left(\partial_{x}\right)$ appearing in the base equation. In addition to the class properties outlined just above, we assume henceforth, and in particular for all our applications in Sect. 4, that $d=d\left(\partial_{x}\right)$ is diffusive or dispersive as a polynomial operator in $\partial_{x}$. Hence for example we could assume that $d$ is a polynomial in only even degree terms in $\partial_{x}$ with the $2 N$ th degree term having a real coefficient of sign $(-1)^{N+1}$. Alternatively for example $d$ could have a dispersive form such as $d=-\partial_{x}^{3}$.
We are now in a position to prove our main result for evolutionary partial differential equations with nonlocal quadratic nonlinearities.

Corollary 1 (Grassmannian evolution equation) Given the initial data $g_{0} \in$ $C^{\infty}\left(\mathbb{I}^{2} ; \mathbb{R}\right) \cap L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R})\right)$ suppose $q^{\prime}=q^{\prime}(x, y ; t)$ and $p=p(x, y ; t)$ are the solutions to the linear evolutionary base and auxiliary equations (8) with $p(x, y ; 0)=g_{0}(x, y)$ and $q^{\prime}(x, y ; 0)=0$. Suppose the operator $d=d\left(\partial_{x}\right)$ is of the diffusive or dispersive form described in Remark 4. Then there is a $T>0$ such that the solution $g \in C^{\infty}\left([0, T] ; L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R})\right)\right)$ to the linear Fredholm equation

$$
\begin{equation*}
p(x, y ; t)=g(x, y ; t)+\int_{\mathbb{I}} g(x, z ; t) q^{\prime}(z, y ; t) \mathrm{d} z \tag{9}
\end{equation*}
$$

solves the evolutionary partial differential equation with quadratic nonlocal nonlinearities of the form
$\partial_{t} g(x, y ; t)=c(x, y ; t)+d\left(\partial_{x}\right) g(x, y ; t)-\int_{\mathbb{I}} g(x, z ; t)(a(z, y ; t)+b(z) g(z, y ; t)) \mathrm{d} z$.
Proof That for some $T>0$ there exists a solution $g \in C^{\infty}\left([0, T] ; L^{2}\left(\mathbb{I} ; L_{\mathrm{d}}^{2}(\mathbb{I} ; \mathbb{R})\right)\right)$ to the linear Fredholm equation (9), i.e. the Riccati relation, follows from Lemma 1 and our assumptions on $q^{\prime}=q^{\prime}(x, y ; t)$ and $p=p(x, y ; t)$ outlined above. That this solution $g$ also solves the evolutionary partial differential equation with quadratic nonlocal nonlinearity shown follows from Theorem 1.

It is instructive to see the proof of the second of the results from Corollary 1 at the integral kernel level, i.e. the proof that the solution $g$ to the linear Fredholm equation (9) also solves the evolutionary partial differential equation with quadratic nonlocal nonlinearity shown. We present this here. First we differentiate the linear Fredholm equation (9) with respect to time. This generates the relation
$\partial_{t} g(x, y ; t)+\int_{\mathbb{I}} \partial_{t} g(x, z ; t) q^{\prime}(z, y ; t) \mathrm{d} z=\partial_{t} p(x, y ; t)-\int_{\mathbb{I}} g(x, z ; t) \partial_{t} q^{\prime}(z, y ; t) \mathrm{d} z$.
Second we substitute for $\partial_{t} q^{\prime}$ and $\partial_{t} p$ using their evolution equations. Let us consider the first term on the right above. We find that

$$
\begin{aligned}
\partial_{t} p(x, y ; t)= & \int_{\mathbb{I}} c(x, z ; t)\left(\delta(z-y)+q^{\prime}(z, y ; t)\right) \mathrm{d} z+d\left(\partial_{x}\right) p(x, y ; t) \\
= & \int_{\mathbb{I}} c(x, z ; t)\left(\delta(z-y)+q^{\prime}(z, y ; t)\right) \mathrm{d} z \\
& +d\left(\partial_{x}\right)\left(g(x, y ; t)+\int_{\mathbb{I}} g(x, z ; t) q^{\prime}(z, y ; t) \mathrm{d} z\right) \\
= & \int_{\mathbb{I}} c(x, z ; t)\left(\delta(z-y)+q^{\prime}(z, y ; t)\right) \mathrm{d} z \\
& +d\left(\partial_{x}\right) \int_{\mathbb{I}} g(x, z ; t)\left(\delta(z-y)+q^{\prime}(z, y ; t)\right) \mathrm{d} z \\
= & \int_{\mathbb{I}}\left(c(x, z ; t)+d\left(\partial_{x}\right) g(x, z ; t)\right)\left(\delta(z-y)+q^{\prime}(z, y ; t)\right) \mathrm{d} z
\end{aligned}
$$

Now consider the second term on the right above. We observe

$$
\begin{aligned}
& \int_{\mathbb{I}} g(x, z ; t) \partial_{t} q^{\prime}(z, y ; t) \mathrm{d} z \\
& =\int_{\mathbb{I}} g(x, z ; t)\left(\int_{\mathbb{I}} a(z, \zeta ; t)\left(\delta(\zeta-y)+q^{\prime}(\zeta, y ; t)\right) \mathrm{d} \zeta\right) \mathrm{d} z \\
& \quad+\int_{\mathbb{I}} g(x, z ; t)(b(z) p(z, y ; t)) \mathrm{d} z \\
& =\int_{\mathbb{I}} g(x, z ; t)\left(\int_{\mathbb{I}} a(z, \zeta ; t)\left(\delta(\zeta-y)+q^{\prime}(\zeta, y ; t)\right) \mathrm{d} \zeta\right) \mathrm{d} z \\
& \quad+\int_{\mathbb{I}} g(x, z ; t)\left(b(z) \int_{\mathbb{I}} g(z, \zeta ; t)\left(\delta(\zeta-y)+q^{\prime}(\zeta, y ; t)\right) \mathrm{d} \zeta\right) \mathrm{d} z \\
& =\int_{\mathbb{I}}\left(\int_{\mathbb{I}} g(x, \zeta ; t)(a(\zeta, z ; t)+b(\zeta) g(\zeta, z ; t)) \mathrm{d} \zeta\right)\left(\delta(z-y)+q^{\prime}(z, y ; t)\right) \mathrm{d} z
\end{aligned}
$$

Putting these results together and post-composing by the operator $Q^{-1}$ generates the required result. Another way to enact this last step is to postmultiply the final combined result by ' $\delta(y-\eta)+\tilde{q}^{\prime}(y, \eta ; t)$ ' for some $\eta \in \mathbb{I}$. This is the kernel associated with the inverse operator $Q^{-1}=\mathrm{id}+\tilde{Q}^{\prime}$ to $Q=\mathrm{id}+Q^{\prime}$. Then integrating over $y \in \mathbb{I}$ gives the result for $g=g(x, \eta ; t)$.

Remark 5 (Nonlocal nonlinearities with derivatives) In the linear base and auxiliary equations (8) we could take $b$ to be a constant coefficient polynomial in $\partial_{x}$. With minor modifications the results we derive above still apply.

We now need to demonstrate as a practical procedure, how linear evolutionary partial differential equations for $p$ and $q^{\prime}$ generate solutions to the evolutionary partial differential equation with quadratic nonlocal nonlinearities at hand. We show this explicitly through two examples in the next section.

## 4 Examples

We now consider some evolutionary partial differential equations with nonlocal quadratic nonlinearities and explicitly show how to generate solutions to them from the linear base and auxiliary equations and linear Riccati relation. In both examples we take $\mathbb{I}:=\mathbb{R}$. Note that throughout we define the Fourier transform for any given function $f=f(x)$ and its inverse as

$$
\hat{f}(k):=\int_{\mathbb{R}} f(x) \mathrm{e}^{2 \pi \mathrm{i} k x} \mathrm{~d} x \quad \text { and } \quad f(x):=\int_{\mathbb{R}} \hat{f}(k) \mathrm{e}^{-2 \pi \mathrm{i} k x} \mathrm{~d} k
$$

Example 1 (Nonlocal convolution nonlinearity) In this case the target evolutionary partial differential equation has a quadratic nonlinearity in the form of a convolution and is given by

$$
\partial_{t} g=d g-g \star g,
$$

where $d=d\left(\partial_{x}\right)$ and the $\star$ operation here does indeed represent convolution. In other words for this example we suppose

$$
(g \star g)(x ; t)=\int_{\mathbb{R}} g(x-z ; t) g(z ; t) \mathrm{d} z .
$$

We assume smooth and square-integrable initial data $g_{0}=g_{0}(x)$.
To find solutions via our approach, we begin by assuming the kernel $g$ of the operator $G$ has the convolution form $g=g(x-y ; t)$. We further assume the linear base and auxiliary equations have the form

$$
\begin{aligned}
\partial_{t} p(x, y ; t) & =d\left(\partial_{x}\right) p(x, y ; t), \\
\partial_{t} q^{\prime}(x, y ; t) & =b(x) p(x, y ; t),
\end{aligned}
$$

with in fact $b \equiv 1$. In addition we suppose $d=d\left(\partial_{x}\right)$ is of diffusive or dispersive form as described in Remark 4. In this case the Grassmannian evolution equation in Corollary 1 has the form

$$
\partial_{t} g(x-y ; t)=d\left(\partial_{x}\right) g(x-y ; t)-\int_{\mathbb{R}} g(x-z ; t) g(z-y ; t) \mathrm{d} z
$$

which by setting $y=0$ matches the system under consideration. We verify the sufficient conditions for Corollary 1 to apply presently. In Fourier space our example partial differential equation naturally takes the form

$$
\begin{equation*}
\partial_{t} \hat{g}=d(2 \pi \mathrm{i} k) \hat{g}-\hat{g}^{2} \tag{10}
\end{equation*}
$$

We generate solutions to the given partial differential equation for $g$ from the linear base and auxiliary equations, for the given initial data $g_{0}$, as follows. Note the base equation has the following equivalent form and solution in Fourier space:

$$
\partial_{t} \hat{p}(k, y ; t)=d(2 \pi \mathrm{i} k) \hat{p}(k, y ; t) \quad \Leftrightarrow \quad \hat{p}(k, y ; t)=\mathrm{e}^{d(2 \pi \mathrm{i} k) t} \hat{p}_{0}(k, y) .
$$

Here $\hat{p}_{0}$ is the Fourier transform of the initial data for $p$. In Fourier space the auxiliary equation has the form and solution:

$$
\partial_{t} \hat{q}^{\prime}(k, y ; t)=\hat{p}(k, y ; t) \quad \Leftrightarrow \quad \hat{q}^{\prime}(k, y ; t)-\hat{q}_{0}^{\prime}(k, y)=\frac{\mathrm{e}^{d(2 \pi \mathrm{i} k) t}-1}{d(2 \pi \mathrm{i} k)} \hat{p}_{0}(k, y)
$$

Here $\hat{q}_{0}^{\prime}(k, y)$ is the Fourier transform of the initial data for $\hat{q}^{\prime}$. As per the general theory, we suppose $\hat{q}_{0}^{\prime}(k, y)=0$. This means if we set $t=0$ in the Riccati relation we find

$$
p_{0}(x, y)=g_{0}(x-y) \quad \Leftrightarrow \quad \hat{p}_{0}(k, y)=\mathrm{e}^{2 \pi i k y} \hat{g}_{0}(k) .
$$

where $g_{0}$ is the initial data for the partial differential equation for $g$. Hence explicitly we have
$\hat{p}(k, y ; t)=\mathrm{e}^{d(2 \pi \mathrm{i} k) t} \mathrm{e}^{2 \pi \mathrm{i} k y} \hat{g}_{0}(k) \quad$ and $\quad \hat{q}^{\prime}(k, y ; t)=\frac{\mathrm{e}^{d(2 \pi \mathrm{i} k) t}-1}{d(2 \pi \mathrm{i} k)} \mathrm{e}^{2 \pi \mathrm{i} k y} \hat{g}_{0}(k)$.
Note by taking the inverse Fourier transform, we deduce that $p=p(x-y ; t)$ and $q^{\prime}=q^{\prime}(x-y ; t)$. From these explicit forms for their Fourier transforms, we deduce there exists a $T>0$ such that on the time interval $[0, T]$ we know $p$ and $q^{\prime}$ have the regularity required so that Corollary 1 applies. Further, the Riccati relation in this
case is

$$
\begin{aligned}
p(x, y ; t) & =g(x-y ; t)+\int_{\mathbb{R}} g(x-z ; t) q^{\prime}(z, y ; t) \mathrm{d} z \\
\Leftrightarrow \quad \hat{p}(k, y ; t) & =\hat{g}(k ; t)\left(\mathrm{e}^{2 \pi \mathrm{i} k y}+\hat{q}^{\prime}(k, y ; t)\right)
\end{aligned}
$$

Thus using the expressions for $\hat{p}$ and $\hat{q}^{\prime}$ above we find that

$$
\hat{g}(k ; t)=\frac{\mathrm{e}^{d(2 \pi \mathrm{i} k) t} \hat{g}_{0}(k)}{1+\left(\left(\mathrm{e}^{d(2 \pi \mathrm{i} k) t}-1\right) / d(2 \pi \mathrm{i} k)\right) \hat{g}_{0}(k)} .
$$

Direct substitution into the Fourier form (10) of our example partial differential equation verifies it is indeed the solution for the initial data $g_{0}$.

In Fig. 1 we show the solution to the nonlocal quadratically nonlinear partial differential equation above, for $d=\partial_{x}^{2}+1$ and a given generic initial profile $g_{0}$. The left panel shows the evolution of the solution profile computed using a direct integration approach. By this we mean we approximated $\partial_{x}^{2}$ by the central difference formula and computed the nonlinear convolution by computing the inverse Fourier transform of $(\hat{g}(k))^{2}$. We used the inbuilt Matlab integrator ode 23 s to integrate in time. Similar direct integration could be achieved by integrating the differential equation (10) for $\hat{g}$ using ode23s and then computing the inverse Fourier transform. The right panel in Fig. 1 shows the solution evolution computed using our Riccati approach. As expected, the solutions look identical (up to


Fig. 1 We plot the solution to the nonlocal quadratically nonlinear partial differential equation from Example 1. We used a generic initial profile $g_{0}$ as shown. The left panel shows the solution computed using a direct integration approach while the right panel shows the solution computed using our Riccati approach
numerical precision), even when we continue the solution past the time when the diffusion has reached the boundaries of the finite domain of integration in $x$, roughly half way along the interval of evolution shown.

Remark 6 (Multi-dimensions) This last example extends to the case where $x, y \in$ $\mathbb{R}^{n}$ for any $n \geqslant 1$ when $d$ is a scalar operator such as a power of the Laplacian, with $p, q^{\prime}$ and $g$ all scalar.

Example 2 (Nonlocal quadratic nonlinearity with correlation) In this case the target evolutionary partial differential equation has a nonlocal quadratic nonlinearity involving a correlation function and has the form

$$
\partial_{t} g(x, y ; t)=d\left(\partial_{x}\right) g(x, y ; t)-\int_{\mathbb{R}} g(x, z ; t) b(z) g(z, y ; t) \mathrm{d} z
$$

This corresponds to the evolutionary partial differential equation with nonlocal quadratic nonlinearity in Corollary 1, with $a=c=0$ and $b=b(x)$ the scalar smooth, bounded square-integrable function described in the paragraphs preceding it. We also assume that $d=d\left(\partial_{x}\right)$ is of the diffusive or dispersive form described in Remark 4. We assume smooth and square-integrable initial data $g_{0}=g_{0}(x, y)$.

To find solutions to the evolutionary partial differential equation just above using our approach we assume the linear base and auxiliary equations have the form

$$
\begin{aligned}
\partial_{t} p(x, y ; t) & =d\left(\partial_{x}\right) p(x, y ; t), \\
\partial_{t} q^{\prime}(x, y ; t) & =b(x) p(x, y ; t)
\end{aligned}
$$

In Fourier space the solution of the base equation has the form

$$
\hat{p}(k, y ; t)=\mathrm{e}^{d(2 \pi \mathrm{i} k) t} \hat{p}_{0}(k, y),
$$

where $\hat{p}_{0}$ is the Fourier transform of the initial data for $p$. The auxiliary equation solution in Fourier space has the form,

$$
\hat{q}^{\prime}(k, y ; t)=\int_{\mathbb{R}} \hat{b}(k-\kappa) \hat{I}(\kappa, t) \hat{p}_{0}(\kappa, y) \mathrm{d} \kappa,
$$

where we set

$$
\hat{I}(k, t):=\frac{\mathrm{e}^{d(2 \pi \mathrm{i} k) t}-1}{d(2 \pi \mathrm{i} k)} .
$$

As in the last example we took the initial data for $q^{\prime}$ to be zero and thus the initial data for $\hat{q}^{\prime}$ is also zero. We also set the initial data for $p=p(x, y ; t)$ to be $p_{0}(x, y)=g_{0}(x, y)$. In Fourier space this is equivalent to $\hat{p}_{0}(k, y)=\hat{g}_{0}(k, y)$. We now derive an explicit form for $q^{\prime}=q^{\prime}(x, y ; t)$ from $\hat{q}^{\prime}=\hat{q}^{\prime}(k, y ; t)$ above.

Taking the inverse Fourier transform of $\hat{q}^{\prime}$, we find that

$$
\begin{aligned}
q^{\prime}(x, y ; t) & =\int_{\mathbb{R}}\left(\int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} k x} \hat{b}(k-\kappa) \mathrm{d} k\right) \hat{I}(\kappa, t) \hat{g}_{0}(\kappa, y) \mathrm{d} \kappa \\
& =\int_{\mathbb{R}}\left(\mathrm{e}^{-2 \pi \mathrm{i} \kappa x} b(x)\right) \hat{I}(\kappa, t) \hat{g}_{0}(\kappa, y) \mathrm{d} \kappa \\
& =b(x) \int_{\mathbb{R}} \mathrm{e}^{-2 \pi \mathrm{i} \kappa x} \hat{I}(\kappa, t) \hat{g}_{0}(\kappa, y) \mathrm{d} \kappa \\
& =b(x) \int_{\mathbb{R}} I(x-\zeta, t) g_{0}(\zeta, y) \mathrm{d} \zeta .
\end{aligned}
$$

Lastly, the Riccati relation here has the form

$$
p(x, y ; t)=g(x, y ; t)+\int_{\mathbb{R}} g(x, z ; t) q^{\prime}(z, y ; t) \mathrm{d} z .
$$

Since we have an explicit expression for $q^{\prime}=q^{\prime}(x, y ; t)$, and we can obtain one for $p=p(x, y ; t)$ by taking the inverse Fourier transform of the explicit expression for $\hat{p}=\hat{p}(k, y ; t)$ above, we can solve this linear Fredholm equation for $g=g(x, y ; t)$. The solution, by Corollary 1, will be the solution to the evolutionary partial differential equation with the nonlocal quadratic nonlinearity above corresponding to the initial data $g_{0}(x, y)$.

We solved the Fredholm equation for $g=g(x, y ; t)$ numerically. The results are shown in Fig. 2. We set the operator $d=\partial_{x}^{2}+1$ and took as the generic initial profile $g_{0}(x, y):=\operatorname{sech}(x+y) \operatorname{sech}(y)$. We set $b=b(x)$ to be a meanzero Gaussian density function with standard deviation 0.01. The top panel in Fig. 2 shows the initial data. The middle panel in the figure shows the solution profile computed at time $t=2$ using a direct spectral integration approach. By this we mean we solved the equation for $\hat{g}(k, y ; t)$ generated by taking the Fourier transform of the equation for $g=g(x, y ; t)$. We used the inbuilt Matlab integrator ode23s to integrate in time. The bottom panel in Fig. 2 shows the solution computed with the time parameter $t=2$ using our Riccati approach, i.e. by numerically solving the Fredholm equation for $g=g(x, y ; t)$ above by standard methods for such integral equations. As expected, the solutions in the middle and bottom panels look identical (up to numerical precision).

Remark 7 We emphasize that, when we can explicitly solve for $p=p(x, y ; t)$ and $q^{\prime}=q^{\prime}(x, y ; t)$ in our Riccati approach, then time $t$ plays the role of a parameter. One decides the time at which one wants to compute the solution and we then solve

Fig. 2 We plot the solution to the nonlocal quadratically nonlinear partial differential equation with correlation from Example 2. We used a generic initial profile $g_{0}$ as shown in the top panel. For time $t=2$, the middle panel shows the solution computed using a direct integration approach while the bottom panel shows the solution computed using our Riccati approach


Direct method: $t=2$


Riccati method: $\mathrm{t}=\mathbf{2}$

the Fredholm equation to generate the solution $g=g(x, y ; t)$ for that time $t$. This is one of the advantages of our method over standard numerical schemes. ${ }^{1}$

Remark 8 (Burgers' equation) Burgers' equation can be considered as a special case of our Riccati approach in the following sense. Suppose the linear base and auxiliary equations are $\partial_{t} p(x ; t)=\partial_{x}^{2} p(x ; t)$ and $\partial_{t} q(x ; t)=\partial_{x} p(x ; t)$ for the real valued functions $p$ and $q$. Further suppose the Riccati relation takes the form $p(x ; t)=g(x ; t) q(x ; t)$ where $g$ is also real valued. Note this represents a rank one relation between $p$ and $q$ in the sense that we obtain $p$ from $q$ by a simple multiplication of $q$ by the function $g$. From the linear base and auxiliary equations, assuming smooth solutions, we deduce that $\partial_{t} q=\partial_{x} p=\partial_{x}^{-1} \partial_{x}^{2} p=$ $\partial_{x}^{-1} \partial_{t} p=\partial_{t}\left(\partial_{x}^{-1} p\right)$, where $\partial_{x}^{-1} w$ represents the operation $\int_{-\infty}^{x} w(z) \mathrm{d} z$ for any smooth integrable function $w=w(x)$ on $\mathbb{R}$. From the above equalities we deduce $p(x ; t)=\partial_{x} q(x ; t)+f(x)$ where $f=f(x)$ is an arbitrary function of $x$ only. If we take the special case $f \equiv 0$, then we deduce $p(x ; t)=\partial_{x} q(x ; t)$. This also implies $\partial_{t} q=\partial_{x}^{2} q$. If we insert the relation $p(x ; t)=\partial_{x} q(x ; t)$ into the Riccati relation we find

$$
g(x ; t)=\frac{\partial_{x} q(x ; t)}{q(x ; t)} .
$$

This is almost the Cole-Hopf transformation, it's just missing the usual ' -2 ' factor on the right-hand side. However carrying through our Riccati approach by direct computation, differentiating the Riccati relation with respect to time, we observe

$$
\begin{aligned}
\left(\partial_{t} g\right) q & =\partial_{t} p-g \partial_{t} q \\
& =\partial_{x}^{2} p-g \partial_{t} q \\
& =\partial_{x}^{2}(g q)-g \partial_{t} q \\
& =\left(\partial_{x}^{2} g\right) q+2\left(\partial_{x} g\right) \partial_{x} q+g\left(\partial_{x}^{2} q\right)-g \partial_{t} q \\
& =\left(\partial_{x}^{2} g\right) q+2\left(\partial_{x} g\right) p \\
& =\left(\partial_{x}^{2} g\right) q+2\left(\partial_{x} g\right) g q .
\end{aligned}
$$

If we divide through by the function $q=q(x ; t)$ we conclude that $g=g(x ; t)$ satisfies the nonlinear partial differential equation

$$
\partial_{t} g=\partial_{x}^{2} g+2 g \partial_{x} g .
$$

However we now observe that ' $-2 g$ ' indeed satisfies Burgers' equation.

[^4]
## 5 Conclusions

There are many extensions of our approach to more general nonlinear partial differential equations. One immediate extension to consider is to multi-dimensions, i.e. where the underlying spatial domain lies in $\mathbb{R}^{n}$ for some $n \geqslant 1$. This should be straightforward as indicated in Remark 6 above. Another immediate extension is to systems of nonlinear partial differential equations with nonlocal nonlinearites. Indeed we explicitly consider this extension in Beck, Doikou, Malham and Stylianidis [8] where we demonstrate how to generate solutions to certain classes of reaction-diffusion systems with nonlocal quadratic nonlinearities. We also demonstrate therein, how to extend our approach to generate solutions to evolutionary partial differential equations with higher degree nonlocal nonlinearities, including the nonlocal nonlinear Schrödinger equation. Further therein, for arbitrary initial data $g_{0}=g_{0}(x)$, we use our Riccati approach to generate solutions to the nonlocal Fisher-Kolmogorov-Petrovskii-Piskunov equation for scalar $g=g(x ; t)$ of the form

$$
\partial_{t} g(x ; t)=d\left(\partial_{x}\right) g(x ; t)-g(x ; t) \int_{\mathbb{R}} g(z ; t) \mathrm{d} z .
$$

This has recently received some attention; see Britton [13] and Bian, Chen and Latos [9]. We would also like to consider the extension of our approach to the full range of possible choices of the operators $d$ and $b$ both as unbounded and bounded operators, for example to fractional and nonlocal diffusion cases. We have already considered the extension of our approach to evolutionary stochastic partial differential equations with nonlocal nonlinearities in Doikou, Malham and Wiese [18]. Therein we consider the separate cases when the driving spacetime Wiener field appears as a nonhomogeneous additive source term or as a multiplicative but linear source term. Of course, another natural extension is to determine whether we can include the generation of solutions to evolutionary partial differential equations with local nonlinearities within the context of our Riccati approach. One potential approach is to suppose the Riccati relation is of Volterra type. This is an ongoing investigation. Lastly we remark that for the classes of nonlinear partial differential equations we can consider, solution singularities correspond to poor choices of coordinate patches which are related to function space regularity. In principle solutions can be continued by changing coordinate patches; see Schiff and Shnider [44] and Ledoux et al. [31]. This is achieved by pulling back the flow to the relevant general linear group and then projecting down to a more appropriate coordinate patch of the Fredholm Grassmannian. Alternatively, we could continue the flow in the appropriate general linear group via the base and auxiliary equations, and then monitor the relevant projection(s).
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# Gog and Magog Triangles 

Philippe Biane


#### Abstract

We survey the problem of finding an explicit bijection between Gog and Magog triangles, a combinatorial problem which has been open since the 1980s. We give some of the ideas behind a recent approach to this question and also prove some properties of the distribution of inversions and coinversions in Gog triangles.


## 1 Introduction

An alternating sign matrix is a square matrix having coefficients in $\{-1,0,1\}$ so that, in each row and in each column, if one forgets the zeros, the 1 and -1 entries alternate and the sum is 1 , e.g.

$$
\left(\begin{array}{cccc}
0 & 0 & 1 & 0  \tag{1}\\
1 & 0 & -1 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

These matrices were investigated by Robbins and Rumsey [24] in 1986 as a generalization of permutation matrices, after they discovered some startling properties of the $\lambda$-determinant, a deformation of usual determinants of matrices.

Around the same time interest in the enumeration of plane partitions led to the question of enumerating several symmetry classes of plane partitions. Among these classes the so-called totally symmetric self complementary plane partitions (TSSCPP in short), as the one below,

[^5]
stood as the most symmetric ones. Empirical data showed that both the enumeration of ASM and of TSSCPP according to their size started with the numbers $1,2,7,42,429,7436,218348,10850216 \ldots$ which could be put into the closed form $A_{n}=\prod_{j=0}^{n-1} \frac{(3 j+1)!}{(n+j)!}$. There was then two main problems: prove the enumeration formula and find a bijective proof of the coincidence, if it exists. As we explain below, the enumeration problems were finally solved around 1994/5, but the proofs gave no hint as to the existence of a natural bijection between these objects. It turns out that both classes of objects, the ASM and the TSSCPP, can be encoded as triangles of positive integers whose rows interlace, like the following (such triangles are usually called Gelfand-Tsetlin triangles in representation theory where they occur as labels for bases of irreducible representations)

\(\left.\begin{array}{lllll}1 \& 1 \& 3 \& 5 \& 5 <br>

1 \& 2 \& 4 \& 5\end{array}\right]\)| 2 | 2 | 5 |
| :---: | :---: | :---: |

Thus one can reformulate the problem as finding a bijection between two species of such Gelfand-Tsetlin triangles, which makes this problem completely elementary.

The purpose of this paper is to present a recent approach to this question which has led to some progress towards the solution of the bijection problem. In particular we will introduce a new class of objects, the GOGAm triangles and present some new conjectures. We also study the distribution of inversions and coinversions in Gog triangles. In particular we determine the pairs $(p, q)$ for which there exists Gog triangles of a given size with $p$ inversions and $q$ coinversions.

The paper is organized as follows. In the first part we present a short survey of plane partitions and their enumeration, in particular the TSSCPP and the Magog triangles. In the second part we present the other combinatorial objects in which we are interested, the alternating sign matrices. As we briefly explain, these objects arise in many places of algebra, representation theory and statistical physics. Much more information about these two parts can be found for example in the book by D.

Bressoud [11]. Then we present the approach to the bijection problem. Finally we give some results on the joint enumeration of inversions and coinversions in Gog triangles.

I thank both referees for their useful remarks and comments which lead to improvements in the presentation of this paper, in particular for correcting the statement of Proposition 2.

## 2 Plane Partitions

### 2.1 Partitions, Tableaux and Triangles

A partition of $n$ is a nonincreasing sequence of nonnegative integers with sum $n$

$$
n=\lambda_{1}+\lambda_{2}+\ldots, \quad \lambda_{1} \geq \lambda_{2} \geq \ldots, \quad \lambda_{i} \geq 0 .
$$

This is a fundamental notion in mathematics which occurs in algebra, representation theory, combinatorics, number theory etc. See e.g. Andrews [1], Fulton [15], Macdonald [21], Ramanujan [23]. The usual way to depict a partition is by drawing superposed rows of squares with $\lambda_{i}$ squares in row $i$ from above:


$$
8=4+3+1
$$

It is easy to derive the following generating series for the set of all partitions, where $|\lambda|=\sum_{i} \lambda_{i}$

$$
\sum_{\lambda} q^{|\lambda|}=\prod_{n=1}^{\infty} \frac{1}{\left(1-q^{n}\right)}
$$

which is closely related to Dedekind's eta function.
A semi-standard tableau is obtained by putting positive integers in the boxes of a partition which are
(i) weakly increasing from left to right
(ii) strictly increasing from top to bottom
as below.

| 1 | 1 | 1 | 3 |
| :--- | :--- | :--- | :--- |
| 2 | 2 | 4 |  |
| 4 |  |  |  |
|  |  |  |  |

The shape of the tableau is the underlying partition $\lambda$.
The semi-standard tableaux themselves can be encoded by Gelfand-Tsetlin triangles.
Definition 1 A Gelfand-Tsetlin triangle of size $n$ is a triangular array $X=$ $\left(X_{i, j}\right)_{n \geqslant i \geqslant j \geqslant 1}$ of nonnegative integers

$$
\begin{array}{lllllll}
X_{n, 1} & & X_{n, 2} & & \cdots & & X_{n, n-1} \\
X_{n-1,1} & & X_{n-1,2} & & \ldots & & X_{n-1, n-1} \\
& \ldots & & \cdots & & \cdots & \\
& & X_{n, n} \\
& & & & X_{2,2} & & \\
& & & X_{1,1} & & &
\end{array}
$$

such that

$$
X_{i+1, j} \leqslant X_{i, j} \leqslant X_{i+1, j+1} \quad \text { for } n-1 \geqslant i \geqslant j \geqslant 1
$$

Given a semi-standard tableau filled with numbers from 1 to $n$, one can construct a Gelfand-Tsetlin triangle of size $n$ whose row $k$, as counted from below, consists of the partition, read backwards, formed by the boxes containing numbers from 1 to $k$ in the semi-standard tableau. In the case of the semi-standard tableau above this gives
\(\left.\left.\begin{array}{llll}0 \& 1 \& 3 \& 4 <br>

0 \& 2 \& 4\end{array}\right] $$
\begin{array}{c}2\end{array}
$$\right]\)| 3 |
| :--- |

Let $\left(x_{i}\right)_{i \geq 1}$ be a family of indeterminates. For a semi-standard tableau $t$, let $t_{i}$ be the number of $i$ occurring in the tableau and $x^{t}=\prod_{i} x_{i}^{t_{i}}$. The generating function of semi-standard tableaux with shape $\lambda$, filled with numbers from 1 to $n$, is a Schur function

$$
s_{\lambda}\left(x_{1}, \ldots, x_{n}\right)=\sum_{t \text { tableau of shape } \lambda} x^{t}
$$

These are symmetric functions, which occur as characters of irreducible representations of the group $G L_{n}$ (see e.g. Macdonald [21]).

### 2.2 Plane Partitions

A plane partition is a stack of cubes in a corner. Putting the stack on a square basis and collecting the heights of the piles of cubes, one gets an array of integers:



Splitting the array into its left and right parts yields two Gelfand-Tsetlin triangles sharing the same upper row (which is the vertical diagonal of the square array):

| 0 0 025 | $\begin{array}{lllll}0 & 0 & 2 & 5\end{array}$ |
| :---: | :---: |
| $0 \quad 14$ | 023 |
| 02 | 12 |
| 1 | 2 |

From this one can infer that the generating series of plane partitions $\pi$ according to their size (i.e. the number of cubes in the stack) is equal to

$$
\sum_{\pi} q^{|\pi|}=\sum_{\lambda} s_{\lambda}\left(q, q^{2}, \ldots, q^{j}, \ldots\right)^{2}
$$

Using Cauchy's formula

$$
\begin{equation*}
\sum_{\lambda} s_{\lambda}\left(x_{1}, x_{2}, \ldots, x_{j}, \ldots\right) s_{\lambda}\left(y_{1}, y_{2}, \ldots, y_{j}, \ldots\right)=\prod_{i, j} \frac{1}{1-x_{i} y_{j}} \tag{2}
\end{equation*}
$$

one obtains Mac Mahon's formula which gives the generating function for plane partitions according to their size

$$
\sum_{\pi} q^{|\pi|}=\prod_{n=1}^{\infty} \frac{1}{\left(1-q^{n}\right)^{n}}
$$

Choosing a large cube that contains a plane partition, one can also encode it as a lozenge tiling of an hexagon.


The symmetry group of the hexagon is a dihedral group. For each subgroup of this group, one can consider the class of plane partitions which are invariant under these symmetries of the hexagon. Various enumeration formulas have been derived for such symmetry classes. We will be interested in one of them.

### 2.3 Totally Symmetric Self-Complementary Plane Partitions

A Totally Symmetric Self-Complementary Plane Partition (TSSCPP in short), of size $n$, is a plane partition, inside a cube of side $2 n$, such that the lozenge tiling has all the dihedral symmetries of the hexagon, as in the picture below, where $n=3$. Remarkably, a plane partition with all these symmetries can be superposed with its complement in the cube [22].


TSSCPPs can be encoded by non-intersecting paths as below, where the paths go through the yellow and blue tiles of a fundamental domain for the action of the dihedral group:


The paths can be drawn on a lattice using vertical steps to record blue tiles and diagonal steps for yellow tiles:


This correspondence has allowed J. Stembridge [26], building upon the Lindström-Gessel-Viennot technique, to express the number of these paths as a Pfaffian

$$
\begin{aligned}
& t_{n}=p f\left(a_{i j}\right)_{\epsilon_{n} \leq i<j \leq n-1} \\
& a_{i j}=\sum_{r=2 i-j+1}^{2 j-i}\binom{i+j}{r}, \quad \epsilon_{n}=0 \text { if } n \text { is even, } 1 \text { if it is odd }
\end{aligned}
$$

It is not an easy task however to evaluate this Pfaffian explicitly, but this was done by G. Andrews [2], who proved that

$$
\begin{equation*}
t_{n}=\prod_{j=0}^{n-1} \frac{(3 j+1)!}{(n+j)!} \tag{3}
\end{equation*}
$$

$$
t_{n}=1 \quad 2 \quad 7 \quad 42 \quad 429 \quad 7436 \quad 218348 \quad \cdots
$$

### 2.4 Magog Triangles

Definition 2 A Magog triangle of size $n$ is a Gelfand-Tsetlin triangle of positive integers such that $X_{j j} \leq j$ for all $1 \leq j \leq n$.

Reading the heights of the cubes of a TSSCPP in a fundamental domain of the dihedral group gives a Magog triangle e.g. for the example above, with the heights starting at 1


This gives a bijection between Magog triangles of size $n$ and TSSCPPs of size $n$. Thus the rather complicated objects which are TSSCPPs can be encoded by these triangles, satisfying a very simple condition.

## 3 Alternating Sign Matrices

### 3.1 Jacobi-Desnanot Identity and Dodgson Algorithm

There are many polynomial identities relating the different minors of a matrix. One of them is the Jacobi-Desnanot identity which we now explain. For a square $n \times n$ matrix $M$ let $M_{j_{1} \ldots j_{r}}^{i_{1} \ldots i_{r}}$ be the matrix obtained by deleting rows $i_{1}, \ldots, i_{r}$ and columns $j_{1}, \ldots, j_{r}$. Then one has

$$
\operatorname{det}(M) \operatorname{det}\left(M_{1 n}^{1 n}\right)=\operatorname{det}\left(M_{1}^{1}\right) \operatorname{det}\left(M_{n}^{n}\right)-\operatorname{det}\left(M_{n}^{1}\right) \operatorname{det}\left(M_{1}^{n}\right) .
$$

For a $2 \times 2$ matrix (the empty determinant is 1 ) this is just

$$
\left|\begin{array}{ll}
a & b \\
c & d
\end{array}\right|=a d-b c .
$$

Using this identity Charles Dodgson (better known under the name of Lewis Carroll) devised an algorithm for computing the determinant of a matrix which uses only the computation of $2 \times 2$ determinants. For example, if you want to compute the determinant of the matrix

$$
A=\left(\begin{array}{cccc}
1 & 4 & 6 & 0 \\
2 & 1 & -3 & 1 \\
3 & 2 & 1 & 5 \\
3 & 2 & 2 & 0
\end{array}\right)
$$

start with two matrices, $A$ and another matrix $B$, of size $(n-1) \times(n-1)$, with all its entries equal to one, then inside $A$ insert a (red) matrix formed with the two by two minors of $A$ divided by the corresponding entries of $B$; inside $B$ insert the (blue) values of $A$ in the inner columns and rows

$$
\left(\begin{array}{cccccc}
1 & & 4 & & 6 & \\
& -7 & -18 & & 6 & \\
2 & & 1 & & -3 & \\
& 1 & & 7 & & -16 \\
3 & & 2 & & 1 & \\
& 0 & & 2 & & -10 \\
3 & & 2 & & 2 & \\
& 0
\end{array}\right)\left(\begin{array}{cccc}
1 & 1 & & 1 \\
& 1 & & -3 \\
1 & 1 & & \\
& 2 & & 1 \\
1 & 1 & & 1
\end{array}\right)
$$

then iterate with the new pair of matrices

$$
A^{\prime}=\left(\begin{array}{ccc}
-7 & -18 & 6 \\
1 & 7 & -16 \\
0 & 2 & -10
\end{array}\right) \quad B^{\prime}=\left(\begin{array}{cc}
1 & -3 \\
2 & 1
\end{array}\right)
$$

to get

$$
\left(\begin{array}{ccccc}
-7 & & -18 & 6 \\
& -31 & & -82 & \\
1 & & 7 & & -16 \\
& 1 & & -38 & \\
0 & & 2 & & -10
\end{array}\right) \quad\left(\begin{array}{cc}
1 & -3 \\
7 & \\
2 & 1
\end{array}\right)
$$

finally

$$
\operatorname{det}(A)=\frac{\left|\begin{array}{cc}
-31 & -82 \\
1 & -38
\end{array}\right|}{7}=180
$$

### 3.2 The $\lambda$-Determinant

In 1983 David Robbins had the idea of replacing, in the above algorithm, every occurrence of $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|=a d-b c$ by $\left|\begin{array}{ll}a & b \\ c & d\end{array}\right|_{\lambda}=a d+\lambda b c$, for some indeterminate $\lambda$. This defines the $\lambda$-determinant. The result is surprising, indeed although the algorithm implies taking a lot of quotients of rational fractions the result is always a Laurent polynomial in the coefficients of the matrix. Namely one has, for a $d \times d$ matrix $A$,

Theorem 1 (D. Robbins, H. Rumsey [24])

$$
\begin{equation*}
\operatorname{det}_{\lambda}(A)=\sum_{M \in A S M(d)}(1+\lambda)^{s(M)} \lambda^{i(M)} \prod_{i j} A_{i j}^{M_{i j}} \tag{4}
\end{equation*}
$$

The sum is over the set of alternating sign matrices, defined at the beginning of the introduction while $i(M)$ is the number of inversions of $M$ (to be defined later) and $s(M)$ is the number of -1 coefficients.

This is an example of the "Laurent phenomenon" which is at the heart of the deep theory of cluster algebras, see e.g. [14].

### 3.3 Alternating Sign Matrices

For the convenience of the reader we remind the definition of alternating sign matrices.

Definition 3 An alternating sign matrix is a square matrix having coefficients in $\{-1,0,1\}$ so that, in each row and in each column, if one forgets the zeros, the 1 and -1 entries alternate and the sum is 1 .

Here is an example where we show an alternating sign matrix and the alternance of +1 and -1 in each row and column, once the zeros are removed:

$$
\left(\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & -1 & 1 \\
1 & 0 & -1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right) \quad\left(\begin{array}{ccccc} 
& & & 1 \\
& & 1 & -1 & 1 \\
1 & -1 & 1
\end{array}\right)
$$

In particular, the alternating sign matrices without -1 are exactly the permutation matrices and (4) for $\lambda=-1$ gives the classical formula for the usual determinant.

It turns out that alternating sign matrices occur in a number of different contexts, in statistical physics, representation theory, or combinatorics. We shall give a few examples now.

### 3.3.1 The Six-Vertex Model

An entry of an alternating sign matrix can take at most three values $\{-1,0,1\}$. For each entry with value zero consider the sum of entries lying respectively, on the right and on the left of this entry, then one of these sums is equal to 0 and the other is equal to 1 . A similar property holds for the sum of entries lying above and the sum of entries lying below. It follows that one can divide the entries of the matrix into six groups, two corresponding to entries with the value 1 and -1 and four groups corresponding to the configurations of an entry with value 0 . There are thus six possible configurations of each entry of an alternating sign matrix, listed below

|  |  | 0 | 1 | 0 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | $-\mathbf{1}$ | 100 | $0 \mathbf{0} 1$ | 001 | 100 |
|  |  | 1 | 0 | 1 | 0 |

The configurations so obtained form an instance of a famous statistical physic model, known as the six-vertex model, which is one of the most studied models in statistical mechanics (see e.g. [4]). In order to study this model it is convenient to weigh the configurations as follows. Introduce indeterminates $q, x_{i}$ and $y_{j}$, the indices ranging from 1 to $n$ and corresponding to the rows and columns of the matrix. Endow each entry of an alternating sign matrix with a weight $w(i, j)$ (where $i, j$ are the row and column of the entry) given by the following value, according to the configuration of the entry, as in (5)

$$
\begin{equation*}
x_{i} / y_{j} \quad y_{j} / x_{i} \quad\left[q x_{i} / y_{j}\right] \quad\left[q x_{i} / y_{j}\right] \quad\left[x_{i} / y_{j}\right] \quad\left[x_{i} / y_{j}\right] \tag{6}
\end{equation*}
$$

The convention used here is that $[a]=\frac{a-a^{-1}}{q-q^{-1}}$. One can then put on every alternating sign matrix the product of the weights of its entries. It turns out that the particular form of the weights (6) allows one to use the Yang-Baxter equation to compute the partition function of this model, i.e. the sum over all alternating sign matrices of the weights, under the form of a remarkable determinant, the Izergin-Korepin determinant [16]

$$
\sum_{A S M} \prod_{i j} w(i, j)=\frac{\prod_{i}\left(x_{i} / y_{i}\right) \prod_{i, j}\left[x_{i} / y_{j}\right]\left[q x_{i} / y_{j}\right]}{\prod_{i, j}\left[x_{i} / x_{j}\right]\left[y_{i} / y_{j}\right]} \operatorname{det}\left[\frac{1}{\left[x_{i} / y_{j}\right]\left[q x_{i} / y_{j}\right]}\right]
$$

Using appropriate specializations of the variables $x_{i}, y_{j}$ and the parameter $q, G$. Kuperberg [17] was able to deduce from this that the number of alternating sign matrices of size $n$ is again, as in (3)

$$
\begin{equation*}
A_{n}=\prod_{j=0}^{n-1} \frac{(3 j+1)!}{(n+j)!} \tag{7}
\end{equation*}
$$

This result had been obtained earlier by D. Zeilberger [28] in an indirect way, by showing that the alternating sign matrices of sign $n$ are equinumerous with TSSCPPs of the same size and using (3). Recently a new proof of this result and related enumerations has been given by I. Fischer [13].

### 3.3.2 Fully Packed Loops

Another way to encode the six-vertex model is to replace each of the possible six configurations by one of the following


After fixing boundary conditions, there is a unique way to complete the diagram in a fully packed loop as in the picture below, which corresponds to the matrix (1).


Observe that in each configuration the $4 n$ vertices on the boundary are related by noncrossing paths. This observation has lead to the famous Razumov-Stroganov conjecture [25], relating alternating sign matrices and the $O(n)$ model, which has been solved recently [12].

### 3.3.3 Alternating Sign Matrices, the Bruhat Order and Gog Triangles

Recall that almost all invertible matrices can be factorized as $X=L U$ into a product of a lower and an upper triangular matrix (the LU-factorization). This can be refined into the Bruhat decomposition, expressing the general linear group as a disjoint union of cells indexed by the symmetric group

$$
G L_{d}=\cup_{w \in S_{d}} B w B
$$

where $B$ is the Borel subgroup of upper triangular matrices. For example, the matrices $X$ having LU factorization are those such that $w_{0} X \in B w_{0} B$ where $w_{0}$ is the permutation of $[1, d]$ such that $w_{0}(i)=d+1-i$. They form the cell of largest dimension. This decomposition induces an order relation (the Bruhat order) on the symmetric group by declaring for $\sigma, \tau \in S_{n}$ :

$$
\sigma \leq \tau \quad \text { iff } \quad B \sigma B \subset \overline{B \tau B}
$$

e.g. for $S_{3}$ we get the order relation with Hasse diagram


The Bruhat order on $S_{3}$

As we are going to explain, alternating sign matrices can be used to complete this order into a lattice order as in the following diagram


The lattice of $3 \times 3$ alternating sign matrices

For this we need to introduce a new species of Gelfand-Tsetlin triangles.
Definition 4 A Gog triangle of size $n$ is a Gelfand-Tsetlin triangle such that

$$
\begin{equation*}
X_{i, j}<X_{i, j+1}, \quad j<i \leqslant n-1 \tag{i}
\end{equation*}
$$

in other words, such that its rows are strictly increasing, and such that

$$
\begin{equation*}
X_{n, j}=j, \quad 1 \leqslant j \leqslant n . \tag{ii}
\end{equation*}
$$

There is a simple bijection between the sets of Gog triangles and of Alternating sign matrices of the same size, which goes as follows: If $\left(M_{i j}\right)_{1 \leqslant i, j \leqslant n}$ is an ASM of size $n$, then the matrix $\tilde{M}_{i j}=\sum_{k=i}^{n} M_{k j}$ has exactly $i-1$ entries 0 and $n-i+1$ entries 1 on row $i$. Let $\left(X_{i j}\right)_{j=1, \ldots, i}$ be the columns (in increasing order) with a 1 entry of $\tilde{M}$ on row $n-i+1$. The triangle $X=\left(X_{i j}\right)_{n \geqslant i \geqslant j \geqslant 1}$ is the Gog triangle corresponding to $M$.

For example, below are an alternating sign matrix of size 5 and its associated Gog triangle

$$
\left.\left(\begin{array}{cccccc}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 & 1 \\
0 & 1 & -1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right) \quad \begin{array}{ccccccc}
1 & 2 & 3 & 4 & 5 \\
& & 1 & 3 & 4 & 5
\end{array}\right)
$$

There is an order relation on Gog triangles obtained by entrywise comparison: for triangles $X, Y$ of the same size, $X \leq Y$ if and only if each entry of $X$ is smaller than the corresponding entry of $Y$. Clearly the Gog triangles of fixed size form a lattice for this order. It turns out that the restriction of this order relation to Gog triangles corresponding to permutations is exactly the reversed Bruhat order. The set of alternating sign matrices thus appears as the lattice completion of the set of permutations endowed with the Bruhat order, as first proved by Lascoux and Schützenberger [19].

## 4 The Gog-Magog Problem

### 4.1 The Question

Since the sets of Gog and Magog triangles of size $n$ have the same number of elements it is sensible to ask, in view of their very similar definitions, if there exists a natural bijection between these two sets. This problem is at the time of this writing still largely open. Observe that, although in our discussion we have encountered rather sophisticated mathematical objects, the actual definitions of the Gog and Magog triangles are completely elementary. One needs only to know what are the positive integers and how to compare two positive integers, it is not even necessary to know how to add or multiply them! Also many results have been obtained on the refined enumeration of Gog and Magog triangles according to different statistics and it has been observed that some of these refined enumerations coincide cf. [5]. All these facts point towards the existence of a mathematical structure which would explain all these coincidences by showing that Gog and Magog triangles give two
different ways of parametrizing the same mathematical objects, however for the moment the nature of this mathematical structure remains elusive.

Here are the seven Gog and Magog triangles of size 3. Already finding a "natural" bijection between them does not seem so obvious.
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Magog triangles of size 3


Gog triangles of size 3

### 4.2 Gog and Magog Trapezoids

Definition 5 An ( $n, k$ ) right (resp. left) Gog trapezoid (for $k \leq n$ ) is an array of positive integers formed from the $k$ rightmost SW-NE diagonals (resp. leftmost NWSE diagonals) of some Gog triangle of size $n$.

Below are two $(5,2)$ Gog trapezoids.


Analogously there is a notion of right and left Magog trapezoids. We will use only the right ones, of which below is a $(5,2)$ example

|  |  |  | 2 |  | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 1 |  | 3 |  |
|  | 1 |  | 2 |  |  |
| 1 |  | 2 |  |  |  |
|  | 1 |  |  |  |  |
|  |  | 1 |  |  |  |

3

1
2
1

There is no known simple formula for enumerating Gog or Magog trapezoids of a fixed shape, however the following holds

Theorem 2 (Zeilberger [28]) For all $k \leq n$, the ( $n, k$ ) right Gog and Magog trapezoids are equinumerous.

The proof of Zeilberger uses transformations of generating series for these objects and it does not seem possible to transform it into a bijective proof. Some conjectures on the enumeration of Gog and Magog trapezoids refined by some further statistics have been formulated by Krattenthaler [18]. A bijection between permutation matrices and a subset of Magog triangles has been proposed by J. Striker [27]. In the case of $(n, 2)$ right trapezoids a bijective proof incorporating a further statistic has been obtained in [9]. This proof is based on the Schützenberger involution, to be defined below, and uses the inversions of a Gog triangle. Bettinelli [8] found another, simpler bijection which however does not seem to preserve any of the statistics considered by Krattenthaler.

### 4.3 An Approach to the Bijection Problem

In this section we will describe an approach to the bijection problem which has led to some recent progress. For this approach we need to introduce some statistics on Gog and Magog triangles.

For a Gog triangle $X$ we define

$$
\beta_{G o g}(X)=X_{1,1}
$$

For a Magog triangle of size $n$ we let

$$
\beta_{\operatorname{Magog}}(X)=\sum_{i=1}^{n} X_{n, i}-\sum_{i=1}^{n-1} X_{n-1, i}
$$

Remark that if we identify a Gog triangle with an alternating sign matrix, then the statistics $\beta_{G o g}(X)$ corresponds to the position of the 1 in the bottom line. Some recent results on the joint enumeration of this and other similar statistics can be found in [3,5]. In particular, it is known that the number of Gog triangles of size $n$ with $\beta_{G o g}(X)=k$ is equal to the number of Magog triangles of size $n$ with $\beta_{\text {Magog }}(X)=k$.

Consider now the bottom triangle

$$
\begin{gathered}
a \quad b \\
c
\end{gathered}
$$

made of the two lowest rows of some Gog triangle of size $n \geq 2$. Thus $a, b, c$ are integers satisfying the inequalities

$$
1 \leq a \leq c \leq b \leq n ; \quad a<b
$$

Consider now a triangle

$$
\begin{gathered}
a^{\prime} \quad b^{\prime} \\
c^{\prime}
\end{gathered}
$$

extracted from the two rightmost NW-SE diagonals of Magog triangle of size $n$, such as this one:

| 1 | 1 | 1 | $a^{\prime}$ | $b^{\prime}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 1 | 1 | $c^{\prime}$ |

These triangles are characterized by the inequalities

$$
a^{\prime} \leq c^{\prime} \leq b^{\prime} \leq n ; \quad c^{\prime} \leq n-1
$$

It is now easy to find a bijection between these two sets of triangles, mapping the statistics $\beta_{G o g}$ to $\beta_{\text {Magog }}$ i.e. $c$ to $a^{\prime}+b^{\prime}-c^{\prime}$, as follows:
start from a triangle extracted from a Gog triangle ${ }_{c}{ }_{c} \quad$ with $1 \leq a \leq c \leq b \leq$ $n$; $\quad a<b$ and then


We leave to the reader the task of verifying that this is a bijection. Observe that it can be obtained in two steps: first we make the transformation

$$
\begin{array}{cl}
a b \\
c & \rightarrow^{a} b \\
a \quad b & \text { if } a<c \\
a b a-1 & \text { if } a=c
\end{array}
$$

then a symmetry

$$
\begin{gathered}
a b \\
c
\end{gathered} \rightarrow^{a} a+b-c \quad b
$$

This idea was generalized in [9]. The first step leads to considering inversions of Gog triangles while the second leads to the Schützenberger involution. We shall explain these two ideas now.

### 4.3.1 Inversions

An inversion in a Gog triangle $X$ is a pair $(i, j)$ such that $X_{i, j}=X_{i+1, j}$. For example the triangle below has 5 inversions.


### 4.3.2 Schützenberger Involution

The Schützenberger involution is a fundamental tool in the theory of Young tableaux, which has a nice geometric interpretation [20]. Its simplest description uses the RSK transformation, which is a bijection between the set of twodimensional arrays of nonnegative integers, $\left(M_{i j}\right)_{i, j \geq 1}$ and pairs $(S, T)$ of semistandard Young tableaux of the same shape $\lambda$. This bijection allows to give a bijective proof of Cauchy's identity (2). Using the bijection between semi-standard tableaux and Gelfand-Tsetlin triangles the Schützenberger involution can be transported to Gelfand-Tsetlin triangles. The following description of this involution has been given by Berenstein and Kirillov [7].

First define involutions $\mathfrak{s}_{k}$, for $k \leqslant n-1$, acting on the set of Gelfand-Tsetlin triangles of size $n$. If $X=\left(x_{i, j}\right)_{n \geqslant i \geqslant j \geqslant 1}$ is such a triangle the action of $\mathfrak{s}_{k}$ on $X$ is given by $s_{k} X=\left(\tilde{X}_{i, j}\right)_{n \geqslant i \geqslant j \geqslant 1}$ with

$$
\begin{aligned}
& \tilde{X}_{i, j}=X_{i, j}, \quad \text { if } i \neq k \\
& \tilde{X}_{k, j}=\max \left(X_{k+1, j}, X_{k-1, j-1}\right)+\min \left(X_{k+1, j+1}, X_{k-1, j}\right)-X_{i, j}
\end{aligned}
$$

It is understood that $\max (a, b)=\max (b, a)=a$ and $\min (a, b)=\min (b, a)=$ $a$ if the entry $b$ of the triangle is not defined. The geometric meaning of the transformation of an entry is the following: on row $k$, any entry $X_{k, j}$ is surrounded by four (or less if it is on the boundary) numbers, increasing from left to right.

$$
\begin{array}{ccc}
X_{k+1, j} & & X_{k+1, j+1} \\
& X_{k, j} & \\
X_{k-1, j-1} & & X_{k-1, j}
\end{array}
$$

These four numbers determine a smallest interval containing $X_{k, j}$, namely

$$
\left[\max \left(X_{k+1, j}, X_{k-1, j-1}\right), \min \left(X_{k+1, j+1}, X_{k-1, j}\right)\right]
$$

and the transformation maps $X_{k, j}$ to its mirror image with respect to the center of this interval.

Define $\omega_{j}=\mathfrak{s}_{j} \mathfrak{s}_{j-1} \ldots \mathfrak{s}_{2} \mathfrak{s}_{1}$.
Theorem 3 (Berenstein and Kirillov [7]) The Schützenberger involution, acting on Gelfand-Tsetlin triangles of size $n$, is given by the formula

$$
S=\omega_{1} \omega_{2} \ldots \omega_{n-1}
$$

Using inversions and the Schützenberger involution a bijection between $(n, 2)$ Gog and Magog trapezoids was given in [9].

### 4.3.3 GOGAm Triangles and Trapezoids

Definition 6 A GOGAm triangle of size $n$ is a Gelfand-Tsetlin triangle which is the image by the Schützenberger involution of a Magog triangle (of size $n$ ).

Remark 1 The name GOGAm is obtained from Magog by reading backwards and changing the case as a reminder of the description of the Schützenberger involution on words (cf. [15]).

It is shown in [9] that the GOGAm triangles of size $n$ are the Gelfand-Tsetlin triangles $X=\left(X_{i, j}\right)_{n \geqslant i \geqslant j \geqslant 1}$ such that $X_{n n} \leq n$ and, for all $1 \leq k \leq n-1$,
and all $n=j_{0}>j_{1}>j_{2} \ldots>j_{n-k} \geq 1$, one has

$$
\begin{equation*}
\left(\sum_{i=0}^{n-k-1} X_{j_{i}+i, j_{i}}-X_{j_{i+1}+i, j_{i+1}}\right)+X_{j_{n-k}+n-k, j_{n-k}} \leq k \tag{8}
\end{equation*}
$$

The problem of finding an explicit bijection between Gog and Magog triangles can therefore be reduced to that of finding an explicit bijection between Gog and GOGAm triangles. Again one can define right or left GOGAm trapezoids.

Conjecture 1 For all $k \leq n$, the ( $n, k$ ) left Gog and GOGAm trapezoids are equinumerous.

In [10] it was shown that the ideas of [9] could be used to provide a simple bijection between ( $n, 2$ ) Gog and GOGAm left trapezoids. These bijections suggested some further conjectures which we describe in the next section.

### 4.3.4 Pentagons

Definition 7 For ( $n, k, l, m$ ), with $n \geq k, l, m$, an $(n, k, l, m)$ Gog (resp. GOGAm) pentagon is an array of positive integers $X=\left(x_{i, j}\right)_{n \geqslant i \geqslant j \geqslant 1 ; k \geqslant j ; j+l \geqslant i+1}$ formed from the intersection of the $k$ leftmost NW-SE diagonals, the $l$ rightmost SW-NE diagonals and the $m$ bottom lines of a Gog (resp. GOGAm) triangle of size $n$.


Remark that if $m \geq k+l-1$ then the pentagon is a rectangle, whereas if $m \leq k, l$ then it is a Gelfand-Tsetlin triangle of size $m$.

Conjecture 2 For any $n, k, l, m$ the ( $n, k, l, m$ ) Gog and GOGAm pentagons are equinumerous.

This conjecture can even be refined into
Conjecture 3 For each $n, k, l$ the ( $n, k$ ) left Gog and GOGAm trapezoids with bottom entry $X_{1,1}=l$ are equinumerous.

Some numerical evidence for these conjectures has been given in [10].

## 5 On the Distribution of Inversions and Coinversions

### 5.1 Inversions and Coinversions

We recall the definition of inversions and introduce the dual notion of coinversion.
Definition 8 An inversion in a Gog triangle $X$ is a pair $(i, j)$ such that $X_{i, j}=$ $X_{i+1, j}$.

A coinversion is a pair $(i, j)$ such that $X_{i, j}=X_{i+1, j+1}$.
For example, the Gog triangle in (9) contains three inversions, $(2,2),(3,1),(4,1)$ and five coinversions, $(3,2),(3,3),(4,2),(4,3),(4,4)$.


3

We denote by $\mu(X)$ (resp. $v(X)$ ) the number of inversions (resp. coinversions) of a Gog triangle $X$. Since a pair $(i, j)$ cannot be an inversion and a coinversion at the same time in a Gog triangle and the top row does not contain any inversion or coinversion, one has

$$
v(X)+\mu(X) \leq \frac{n(n-1)}{2}
$$

Actually one can easily see that $\frac{n(n-1)}{2}-v(X)-\mu(X)$ is the number of -1 's in the alternating sign matrix associated to the Gog triangle $X$. Also inversions and coinversions correspond to different types of vertices in the six vertex model, see e.g. [6].

Let us denote by $Z(n, x, y)$ the generating function of Gog triangles of size $n$ according to $\nu$ and $\mu$.

$$
\begin{equation*}
Z(n, x, y)=\sum_{X \in G o g_{n}} x^{\nu(X)} y^{\mu(X)} . \tag{10}
\end{equation*}
$$

where the sum is over the set $\operatorname{Gog}_{n}$ of Gog triangles of size $n$.
The following formula has been proved in [6], using properties of the six vertex model.

## Proposition 1

$$
\begin{equation*}
Z(n, x, y)=\operatorname{det}_{0 \leq i, j \leq n-1}\left(-y^{i} \delta_{i, j+1}+\sum_{k=0}^{\min (i, j+1)}\binom{i-1}{i-k}\binom{j+1}{k} x^{k}\right) . \tag{11}
\end{equation*}
$$

For example, for Gog triangles of size 3, we have
$Z(3, x, y)=\operatorname{det}\left(\begin{array}{ccc}1 & 1 & 1 \\ -y+x & 2 x & 3 x \\ x & -y^{2}+2 x+x^{2} & 3 x+3 x^{2}\end{array}\right)=x^{3}+x y+y^{3}+2 x^{2} y+2 x y^{2}$.
which matches part (a) of Table 1.
It is however not so easy to use this formula in order to prove results on the distribution of inversion and coinversions.

### 5.2 Distribution of Inversions and Coinversions

Table 1 below shows the joint distribution of $\mu$ and $\nu$, for $n=3$ and $n=4$.
We remark that the numbers on the antidiagonal are the Mahonian numbers counting permutations according to the number of their inversions.

Let us denote by $A_{n, k}$ the set of pairs of nonnegative integers $(i, j)$ such that

$$
i \geq \frac{k(k+1)}{2}, \quad j \geq \frac{(n-k-1)(n-k)}{2}, \quad i+j \leq \frac{n(n-1)}{2}
$$

and let

$$
A_{n}=\cup_{k=0}^{n-1} A_{n, k} .
$$

We will give a simple combinatorial proof of the following.
Theorem 4 There exists a Gog triangle of size $n$, with $i$ inversions and $j$ coinversions, if and only if $(i, j)$ belongs to the set $A_{n}$. If $i=\frac{k(k+1)}{2}$ and $j=\frac{(n-k-1)(n-k)}{2}$ for some $k \in[0, n-1]$ then this triangle is unique, furthermore its bottom value is $n-k$.

Remark 2 Note, for future reference, that if $(l, m)$ belongs to the set $A_{n}$ and if $l<\frac{p(p+1)}{2}$ then $m \geq \frac{(n-p)(n-p+1)}{2}$.

Table 1 The number of Gog triangles of size 3 (a) and 4
(b) with $k$ inversions (horizontal values) and $l$ coinversions (vertical values)

| \|0123| | 0123456 |  |
| :---: | :---: | :---: |
|  | 0 | 123 |
| $0{ }^{0} 1$ | 1 |  |
| $1{ }^{1} 2^{1}$ | 2 | 65 |
| $2{ }^{1}$ |  | 166 |
|  |  |  |
| 31 |  | 3 |
|  | 6 |  |

### 5.3 Proof of Theorem 4

### 5.3.1 Existence

First we show that there exists a triangle of size $n$ with $\frac{k(k+1)}{2}$ inversions and $\frac{(n-k-1)(n-k)}{2}$ coinversions. Indeed the triangle is defined by

$$
\begin{align*}
& X_{i j}=j \text { for } j \leq i-n+k  \tag{13}\\
& X_{i j}=n+j-i \text { for } j \geq k+1  \tag{14}\\
& X_{i j}=n-k+2 j-i-1 \text { for } i-n+k+1 \leq j \leq k \tag{15}
\end{align*}
$$

The bottom entry of this triangle is $n-k$, as expected.
We give an example below: for $n=6$ and $k=3$, the triangle has 6 inversions and 3 coinversions:


Observe that the entries which are neither inversions nor coinversions form a rectangle of size $k \times(n-k-1)$ at the bottom of the triangle.

The ASM corresponding to such a triangle has a diamond shape:

$$
\left(\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 & 1 & 0 \\
0 & 1 & -1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 & 1 & 0 \\
0 & 1 & -1 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{array}\right)
$$

Starting from this triangle, it is not difficult, for a pair of integers $(l, m)$ such that $l \geq \frac{k(k+1)}{2}, m \geq \frac{(n-k-1)(n-k)}{2}$, and $l+m \leq \frac{n(n-1)}{2}$, to construct (at least) one triangle with $l$ inversions and $m$ coinversions, for example one can add inversions by decreasing some entries, starting from the westmost corner of the rectangle, and add coinversions by increasing entries, starting from the eastmost corner. Here is an example with $n=6, l=9, m=5$, details of the general case are left to the reader.


### 5.3.2 Standardization of Gog Triangles

In order to prove the only if part of the Theorem, as well as the uniqueness statement, we now introduce two standardization operations. These operations build a Gog triangle of size $n-1$ from a Gog triangle of size $n$.

### 5.3.3 Left Standardization

Let $X$ be a Gog triangle of size $n$ then its $(n-1)$ th row (counted from bottom to top) has the form $1,2, \ldots, k, k+2, \ldots, n$ for some $k \in[1, n]$. For $j \leq k$, let $m_{j}$ be the smallest integer such that $X_{n, j}=X_{m_{j}, j}=j$.

The left standardization of $X$ is the triangle $L X$ of size $n-1$ obtained as follows:

$$
\begin{align*}
& L X_{i, j}=X_{i, j}=j \quad \text { for } \quad j \leq k \quad \text { and } \quad n-1 \geq i \geq m_{j} .  \tag{16}\\
& L X_{i, j}=X_{i, j}-1 \quad \text { for other values of } i, j . \tag{17}
\end{align*}
$$

### 5.3.4 Right Standardization

Let $X$ be a Gog triangle of size $n$ with $(n-1)$ th row of the form $1,2, \ldots, k, k+$ $2, \ldots, n$, and for $j \geq k+1$ let $p_{j} \geq 1$ be the largest integer such that $X_{n, j}=$ $X_{n-p_{j}, j+1-p_{j}}=j+1$.

The right standardization of $X$ is the triangle $R X$ of size $n-1$ obtained as follows:

$$
\begin{align*}
R X_{n-l, j+1-l} & =X_{n-l, j+1-l}-1=j \quad \text { for } \quad j \geq k+1 \quad \text { and } \quad 1 \leq l \leq p_{j}  \tag{18}\\
R X_{i, j} & =X_{i, j} \quad \text { for other values of } \mathrm{i}, \mathrm{j} . \tag{19}
\end{align*}
$$

Below are a Gog triangle of size 6, together with its left and right standardizations:


### 5.3.5 An Intermediate Result

Proposition $2^{1}$ Let $X$ be a Gog triangle of size $n$, with $l$ inversions and $m$ coinversions with $(n-1)$ th row $1,2,3, \ldots, k, k+2, \ldots n$.

Then LX is a Gog triangle of size $n-1$ with at most $m-n+k+1$ coinversions and at most l inversions.

Similarly, $R X$ is a Gog triangle of size $n-1$ with at most $l-k$ inversions and at most $m$ coinversions.

Proof We prove the proposition only for the left standardization. The case of right standardization can be proven in an analogous way, or by noticing that the mapping $X \mapsto\left(n+1-X_{i, i+1-j}\right)_{i, j}$ is an involution, which exchanges inversions and coinversions.

Observe that there are exactly $k$ inversions and $n-k-1$ coinversions on row $n-1$ of $X$. It follows that $X$ has $l-k$ inversions and $m-n+k+1$ coinversions on rows $1, \ldots, n-2$.

We first prove that $L X$ is a Gog triangle. For any $i, j$ we have to prove that

$$
L X_{i, j} \geq L X_{i-1, j-1}, \quad L X_{i, j} \geq L X_{i+1, j}, \quad L X_{i, j}>L X_{i, j-1} .
$$

[^6]Since $X$ is a Gog triangle one has $X_{i, j} \geq X_{i-1, j-1}$, therefore the first inequality may fail only if $L X_{i, j}=X_{i, j}-1$ and $L X_{i-1, j-1}=X_{i-1, j-1}$. If this is the case then $X_{i, j}>j$ and $X_{i-1, j-1}=j-1$, therefore $L X_{i, j}>L X_{i-1, j-1}$. This shows also that $L X$ cannot have more coinversions than $X$ on its first $n-2$ rows, therefore the number of coinversions of $L X$ is at most $m-n+k+1$. A similar reasoning yields the other two inequalities, moreover the number of inversions of $L X$ can increase at most by $k$ with respect to that of $X$ in its first $n-2$ rows, more precisely by at most one in each of the $k$ leftmost NW-SE diagonals. It follows that $L X$ has at most $l$ inversions.

### 5.3.6 End of the Proof

We can now finish the proof of Theorem 4 by induction on $n$. For $n=3$ or 4 , the claim follows by inspection of Table 1 . Let $X$ be a Gog triangle of size $n$, with $l$ inversions and $m$ coinversions. We have to prove that $(l, m)$ belongs to some $A_{n, r}$. We have seen that $L X$ is a Gog triangle of size $n-1$ with at most $m-n+k+1$ coinversions and at most $l$ inversions, whereas $R X$ is a Gog triangle of size $n-1$ with at most $l-k$ inversions at most $m$ coinversions. By the induction hypothesis there exists some $p$ such that

$$
\begin{equation*}
l \geq \frac{p(p+1)}{2}, \quad m-n+k+1 \geq \frac{(n-p-2)(n-p-1)}{2} \tag{20}
\end{equation*}
$$

and there exists $q$ such that

$$
\begin{equation*}
l-k \geq \frac{q(q+1)}{2}, \quad m \geq \frac{(n-q-2)(n-q-1)}{2} . \tag{21}
\end{equation*}
$$

If $p>q$, then (20) implies $l \geq \frac{(q+1)(q+2)}{2}$ and since $m \geq \frac{(n-q-2)(n-q-1)}{2}$ by (21) one has $(l, m) \in A_{n, q+1}$.

Similarly if $q>p$ then (21) implies $l \geq \frac{(p+1)(p+2)}{2}$ and (20) implies $m \geq$ $\frac{(n-p-2)(n-p-1)}{2}$ so that $(l, m) \in A_{n, p+1}$.

If now $p=q$ then either $k>p$ and then $l-k \geq \frac{q(q+1)}{2}$ implies $l \geq \frac{(p+1)(p+2)}{2}$ and $(l, m) \in A_{n, p+1}$, or $k \leq p$ then $m-n+k+1 \geq \frac{(n-p-2)(n-p-1)}{2}$ implies $m \geq \frac{(n-p-1)(n-p)}{2}$ and $(l, m) \in A_{n, p}$.

Suppose now that $l=\frac{p(p+1)}{2}, m=\frac{(n-p-1)(n-p)}{2}$. We wish to prove that there exists a unique Gog triangle with these numbers of inversions and coinversions. Let $X$ be such a triangle and consider $R X$, which has at most $l-k$ inversions. If $k>p$ then $l-k<\frac{(p-1) p}{2}$, therefore, by Remark $2, R X$ has at least $\frac{(n-p)(n-p+1)}{2}$ coinversions, which contradicts the fact that $R X$ has at most $m=\frac{(n-p-1)(n-p)}{2}$ coinversions; it follows that $k \leq p$. A similar reasoning with $L X$ shows that in fact $k=p$, and $R X$ has at most $\frac{(p-1) p}{2}$ inversions, and at most $m=\frac{(n-p-1)(n-p)}{2}$ coinversions. By the induction hypothesis $R X$ is the unique Gog triangle with
$l=\frac{(p-1) p}{2}$ inversions, and $\frac{(n-p-1)(n-p)}{2}$ coinversions. The triangle $X$ is completely determined by $R X$ and $k$ and we have $k=p$ therefore $X$ is unique. Comparing with the formula (13), (14), and (15) for this $R X$, we check that $X$ is the unique triangle of size $n$ with $l=\frac{p(p+1)}{2}, m=\frac{(n-p-1)(n-p)}{2}$.
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# The Clebsch Representation in Optimal Control and Low Rank Integrable Systems 

Anthony M. Bloch, François Gay-Balmaz, and Tudor S. Ratiu


#### Abstract

Certain kinematic optimal control problems (the Clebsch problems) and their connection to classical integrable systems are considered. In particular, the rigid body problem and its rank $2 k$ counterparts, the geodesic flows on Stiefel manifolds and their connection with the work of Moser, flows on symmetric matrices, and the Toda flows are studied.


## 1 Introduction

We study a class of kinematic optimal control problems and their relationship with certain integrable systems. In particular, we consider the so-called Clebsch optimal control problem, as analyzed in [8,21]. We discuss geometrical aspects of the optimal dynamics and their relationship to some classical integrable systems. In particular, we examine the formulation of integrable systems discussed in [32] which includes the free rigid body, their low rank counterparts, flows on Stiefel manifolds, the geodesic spray on the ellipsoid, and the Neumann problem. We also consider the flows on symmetric matrices [4,12,13] and the full Toda flows [ $5,14,15]$ which generalize the classical Toda lattice $[18,19]$. We show in this paper

[^7]how the Clebsch approach leads naturally to generalizations of the flows considered by Moser both to higher rank systems and other integrable Hamiltonian systems of interest. We also interpret the Moser formulation geometrically in terms of the momentum map.

More details on the integrability of low rank systems using this approach will appear in [11], extending the work of, e.g., [1] and, in the Stiefel case, that of [17].

In several examples, including the rigid body equations, the Toda lattice, the Bloch-Iserles system, and optimal control on Stiefel manifolds, the Clebsch formulation allows one to naturally formulate the evolution equations on a Cartesian product, rather than on a tangent or cotangent space. This is referred to as the symmetric representation and offers a direct link with the discrete evolution equation obtained by variational discretization, as both the continuous equations in the Clebsch formulation and the discrete equations evolve on the same Cartesian product.

## 2 The Clebsch Optimal Control Problem

### 2.1 Review of the Clebsch Optimal Control Problem

We recall from [21] some facts concerning the Clebsch optimal control problem. Let $\Phi: Q \times G \rightarrow Q$ be a right action of a Lie group $G$ on a smooth manifold $Q$. We denote by $q g:=\Phi(q, g)$ the action of $g \in G$ on $q \in Q$. Given $u \in \mathfrak{g}$, where $\mathfrak{g}$ is the Lie algebra of $G$, we denote by $u_{Q} \in \mathfrak{X}(Q)$ the infinitesimal generator of the action. Recall that $u_{Q}$ is the vector field on $Q$ defined at $q \in Q$ by $u_{Q}(q):=$ $\left.\frac{d}{d t}\right|_{t=0} q \exp (t u)$, where $\exp : \mathfrak{g} \rightarrow G$ is the exponential map.

Given a cost function $\ell: \mathfrak{g} \times Q \rightarrow \mathbb{R}$, also called here a Lagrangian, the Clebsch optimal control problem is

$$
\begin{equation*}
\min _{u(t)} \int_{0}^{T} \ell(u(t), q(t)) d t \tag{1}
\end{equation*}
$$

subject to the following conditions:
(A) $\dot{q}(t)=u(t)_{Q}(q(t))$;
(B) $\quad q(0)=q_{0}$ and $q(T)=q_{T}$.

In order to formulate the main properties of this optimal control problem, we need to recall some definitions. The partial functional derivative of $\ell$ relative to $u \in \mathfrak{g}$ is the function $\frac{\delta \ell}{\delta u}(u, q) \in \mathfrak{g}^{*}$ defined by

$$
\left\langle\frac{\delta \ell}{\delta u}(u, q), \delta u\right\rangle:=\left.\frac{d}{d t}\right|_{s=0} \ell(u+s \delta u, q)
$$

for any $\delta u \in \mathfrak{g}$, where $\langle\cdot, \cdot\rangle: \mathfrak{g}^{*} \times \mathfrak{g} \rightarrow \mathbb{R}$ denotes the (a weakly, for infinite dimensional $\mathfrak{g}$ ) non-degenerate duality pairing. If $\mathfrak{g}$ is infinite dimensional, we assume that $\frac{\delta \ell}{\delta u}$ exists. Usually, we just write $\frac{\delta \ell}{\delta u}$, the dependence on $(u, q) \in \mathfrak{g} \times Q$ being understood.

The partial functional derivative of $\ell$ relative to $q \in Q$ is the function $\frac{\delta \ell}{\delta q}(u, q) \in$ $T_{q}^{*} Q$ defined by

$$
\left\langle\frac{\delta \ell}{\delta q}(u, q), \delta q\right\rangle:=\left.\frac{d}{d t}\right|_{s=0} \ell(u, q(s))
$$

for any $\delta q \in T_{q} Q$, where $q(s) \in Q$ is a curve with $q(0)=q, \dot{q}(0)=\delta q$ and $\langle\cdot, \cdot\rangle$ : $T_{q}^{*} Q \times T_{q} Q \rightarrow \mathbb{R}$, for all $q \in Q$ denotes the (a weakly, for infinite dimensional $Q)$ non-degenerate duality pairing. If $Q$ is infinite dimensional, we assume that $\frac{\delta \ell}{\delta q}$ exists. As before, the dependence of $\frac{\delta \ell}{\delta q}$ on $(u, q) \in \mathfrak{g} \times Q$ is understood, without being explicitly written.

The Legendre transformation of $\ell$ at $q \in Q$ is defined by $\mathfrak{g} \ni u \mapsto \mu(u, q):=$ $\frac{\delta \ell}{\delta u}(u, q) \in \mathfrak{g}^{*}$. We say that $\ell$ is hyperregular if this map is a diffeomorphism, for every $q \in Q$. Under this hypothesis, we denote by $\mathfrak{g}^{*} \ni \mu \mapsto u(\mu, q) \in \mathfrak{g}$ its inverse, and let $h: \mathfrak{g}^{*} \times Q \rightarrow \mathbb{R}$ be the associated Hamiltonian given by $h(\mu, q)=$ $\langle\mu, u(\mu, q)\rangle-\ell(u(\mu, q), q)$.

The momentum map for the cotangent lifted $G$-action on $T^{*} Q$ is the map $\mathbf{J}$ : $T^{*} Q \rightarrow \mathfrak{g}^{*}$, defined by $\left\langle\mathbf{J}\left(\alpha_{q}\right), u\right\rangle:=\left\langle\alpha_{q}, u_{Q}(q)\right\rangle$, for any $\alpha_{q} \in T^{*} Q, u \in \mathfrak{g}$. This map is equivariant relative to the cotangent lifted $G$-action on $T^{*} Q$ and the coadjoint $G$-action on $\mathfrak{g}^{*}$.

Finally, given $\alpha, \beta \in T_{q}^{*} Q$, the vertical lift of $\beta$ relative to $\alpha$ is defined by

$$
\operatorname{Ver}_{\alpha} \beta:=\left.\frac{d}{d s}\right|_{s=0}(\alpha+s \beta) \in T_{\alpha}\left(T^{*} Q\right) .
$$

The main geometric properties of the Clebsch optimal control problem and its link with Lagrangian and Hamiltonian dynamics are summarized in the following theorem.

Theorem 1 Let the Lie group $G$ act on the right on $Q$ and let $\ell: \mathfrak{g} \times Q \rightarrow \mathbb{R}$ be a cost function. Then:

- If $t \mapsto(u(t), q(t)) \in \mathfrak{g} \times Q$ is an extremal solution of the Clebsch optimal control problem (1), then there is a curve $t \mapsto \alpha(t) \in T^{*} Q$ satisfying $\pi(\alpha(t))=q(t)$, where $\pi: T^{*} Q \rightarrow Q$ is the cotangent bundle projection, such that the following equations hold:

$$
\begin{equation*}
\frac{\delta \ell}{\delta u}=\mathbf{J}(\alpha), \quad \dot{\alpha}=u_{T^{*} Q}(\alpha)+\operatorname{Ver}_{\alpha} \frac{\delta \ell}{\delta q} . \tag{2}
\end{equation*}
$$

- Equations (2) imply (a generalization of) the Euler-Poincaré equations for the control u, given by

$$
\begin{equation*}
\frac{d}{d t} \frac{\delta \ell}{\delta u}=\operatorname{ad}_{u}^{*} \frac{\delta \ell}{\delta u}+\mathbf{J}\left(\frac{\delta \ell}{\delta q}\right) \tag{3}
\end{equation*}
$$

- If $\ell$ is hyperregular, then the second equation in (2), in which the first equation is used, is Hamiltonian on $T^{*} Q$ for the Hamiltonian

$$
\begin{equation*}
H\left(\alpha_{q}\right)=h\left(\mathbf{J}\left(\alpha_{q}\right), q\right) \tag{4}
\end{equation*}
$$

where $h: \mathfrak{g}^{*} \times Q \rightarrow \mathbb{R}$ is the Hamiltonian obtained from $\ell$ by Legendre transformation.

- If $\ell$ is hyperregular, then equations (3) together with condition (A) can be equivalently written in terms of the Hamiltonian $h$ as follows:

$$
\left\{\begin{array}{l}
\frac{d}{d t} \mu=\operatorname{ad}_{\frac{\delta h}{\delta \mu}}^{*} \mu-\mathbf{J}\left(\frac{\delta h}{\delta q}\right)  \tag{5}\\
\frac{d}{d t} q=\left(\frac{\delta h}{\delta \mu}\right)_{Q}(q) .
\end{array}\right.
$$

Equations (5) are Hamiltonian with respect to the Poisson bracket

$$
\{f, h\}=-\left\langle\mu,\left[\frac{\delta f}{\delta \mu}, \frac{\delta h}{\delta \mu}\right]\right\rangle+\left\langle\mathbf{J}\left(\frac{\delta f}{\delta q}\right), \frac{\delta h}{\delta \mu}\right\rangle-\left\langle\mathbf{J}\left(\frac{\delta h}{\delta q}\right), \frac{\delta f}{\delta \mu}\right\rangle
$$

on $\mathfrak{g}^{*} \times Q$.
We refer to [21] for a proof of this theorem.
Remark 1 Equations (3), with initial condition $q_{0} \in Q$ for the curve $q(t)$, can be obtained by Lagrangian reduction of the Euler-Lagrange equations associated to a Lagrangian $L: T G \rightarrow \mathbb{R}$ invariant under the action of the isotropy group $G_{q_{0}}:=$ $\left\{g \in G \mid q_{0} g=q_{0}\right\} \subset G$ of $q_{0}$. From this point of view, the cost function $\ell$ emerges as the reduced Lagrangian associated to $L$ via the relation $L(g, \dot{g})=\ell\left(g^{-1} \dot{g}, q_{0} g\right)$; see [22]. This explains why we alternatively called the cost function a Lagrangian. A similar comment applies, on the Hamiltonian side, to equations (5). Equations (3), resp., (5), are generalization of the Euler-Poincaré, resp., Lie-Poisson, equations for semidirect products (see [26]) and of the affine Euler-Poincaré, resp., affine LiePoisson, equations (see [20]).

Equations (3), together with $\dot{q}=u_{Q}(q)$ can be interpreted as the Euler-Lagrange equations (in the Lie algebroid sense) on the transformation Lie algebroid $E=$ $\mathfrak{g} \times Q \rightarrow Q$ with anchor map $\rho: E \rightarrow T Q, \rho(u, q)=u_{Q}(q)$, see [38] and [29]. In this formalism, the condition $\dot{q}=u_{Q}(q)$ expresses the condition of admissibility for a curve $(u(t), q(t))$ in the algebroid $E$.

### 2.2 Restriction to G-Orbits

Note that, due to condition (A), the solution $q(t)$ of the Clebsch optimal control problem (1) necessarily preserves the $G$-orbit $\mathscr{O}$ of the initial condition $q_{0}$. Therefore, we always assume that $q_{0}$ and and $q_{T}$ belong to the same $G$-orbit, in order to have a well posed problem. As a consequence, the Clebsch optimal control problem (1) on $\mathfrak{g} \times Q$ with $q_{0}, q_{T} \in \mathscr{O}$ has the same solutions as the restricted Clebsch optimal control problem on $\mathfrak{g} \times \mathscr{O}$ given by

$$
\begin{equation*}
\min _{u(t)} \int_{0}^{T} \ell^{\mathscr{O}}(u(t), q(t)) d t \tag{6}
\end{equation*}
$$

subject to the following conditions:
(A) $\dot{q}(t)=u(t)_{\mathscr{O}}(q(t)) ;$
(B) $\quad q(0)=q_{0}$ and $q(T)=q_{T}$.

In (6), the cost function $\ell^{\mathscr{O}}: \mathfrak{g} \times \mathscr{O} \rightarrow \mathbb{R}$ is defined by $\ell^{\mathscr{O}}(u, q)=\ell(u, i(q))$, where $i: \mathscr{O} \hookrightarrow Q$ is the inclusion, and $u_{\mathscr{O}}$ denotes the infinitesimal generator of the $G$-action on $\mathscr{O}$. We have the relation $\operatorname{Ti}\left(u_{\mathscr{O}}(q)\right)=u_{Q}(i(q))$, for all $q \in \mathscr{O}$.

Let us comment on the link between the stationarity conditions of both problems. We denote by $\mathbf{J}^{\mathscr{O}}: T^{*} \mathscr{O} \rightarrow \mathfrak{g}^{*}$, the momentum map associated to the cotangent lifted $G$-action on $T^{*} \mathscr{O}$. We have $\mathbf{J}^{\mathscr{O}}\left(T^{*} i\left(\alpha_{q}\right)\right)=\mathbf{J}\left(\alpha_{q}\right)$, for all $\left.\alpha_{q} \in T^{*} Q\right|_{\mathscr{O}}$, where $T^{*} i:\left.T^{*} Q\right|_{\mathscr{O}} \rightarrow T^{*} \mathscr{O}$ is cotangent map defined by $i$. Using these relations, one observes that if $\alpha(t) \in T^{*} Q$ is a solution of (2) with $\pi(\alpha(0))=q_{0}$, then $\left.\alpha(t) \in T^{*} Q\right|_{\mathscr{O}}$ and $\beta(t):=T^{*} i(\alpha(t)) \in T^{*} \mathscr{O}$ is a solution of

$$
\begin{equation*}
\frac{\delta \ell^{\mathscr{O}}}{\delta u}=\mathbf{J}^{\mathscr{O}}(\beta), \quad \dot{\beta}=u_{T^{*} \mathscr{O}}(\beta)+\operatorname{Ver}_{\beta} \frac{\delta \ell^{\mathscr{O}}}{\delta q}, \tag{7}
\end{equation*}
$$

which is the stationarity condition of problem (6).
Note that if $\ell$ is hyperregular with associated Hamiltonian $h$, then $\ell^{\mathscr{O}}$ is hyperregular, with Hamiltonian $h^{\mathscr{O}}: \mathfrak{g}^{*} \times \mathscr{O} \rightarrow \mathbb{R}$ given by $h^{\mathscr{O}}(\mu, q)=h(\mu, i(q))$. Let $H^{\mathscr{O}}: T^{*} \mathscr{O} \rightarrow \mathbb{R}$ be the collective Hamiltonian associated to $h^{\mathscr{O}}$, i.e., $H^{\mathscr{O}}\left(\beta_{q}\right):=h^{\mathscr{O}}\left(\mathbf{J}^{\mathscr{O}}\left(\beta_{q}\right), q\right)$, for all $\beta_{q} \in T_{q}^{*} \mathscr{O}$. Then we have the relation $H^{\mathscr{O}} \circ T^{*} i=H$ on $\left.T^{*} Q\right|_{\mathscr{O}}$, where $H: T^{*} Q \rightarrow \mathbb{R}$ is the collective Hamiltonian of $h$. This relation completely characterizes $H^{\mathscr{O}}$. If $\alpha(t)$ is a solution of Hamilton's equations for $H$ on $T^{*} Q$, with $\pi(\alpha(0))=q_{0}$, then necessarily $\left.\alpha(t) \in T^{*} Q\right|_{\mathscr{O}}$ and the curve $\beta(t):=T^{*} i(\alpha(t))$ is a solution of the Hamilton equations for $H^{\mathscr{O}}$ on $T^{*} \mathscr{O}$.

### 2.3 Quadratic Cost Functions and the Normal Metric

In this paragraph, we study the Clebsch optimal control problem in the special case where its cost function is given by the kinetic energy of a given inner product on the Lie algebra. We then show that the extremals are geodesics relative to an induced Riemannian metric on orbits. Let $\gamma$ be the inner product on $\mathfrak{g}$ and consider

$$
\begin{equation*}
\ell(u, q)=\frac{1}{2} \gamma(u, u) . \tag{8}
\end{equation*}
$$

Defining the flat operator $\mathfrak{g} \ni u \mapsto u^{b} \in \mathfrak{g}^{*}$ by $u^{b}:=\gamma\left(u,{ }_{\sim}\right)$, we have the functional derivatives

$$
\frac{\delta \ell}{\delta u}=u^{b} \quad \text { and } \quad \frac{\delta \ell}{\delta q}=0
$$

The stationarity conditions (2) and the Euler-Poincaré equations (3) read

$$
\dot{\alpha}_{q}=u_{T^{*} Q}(\alpha), \quad u^{\mathrm{b}}=\mathbf{J}\left(\alpha_{q}\right), \quad \text { and } \quad \frac{d}{d t} u^{\mathrm{b}}=\mathrm{ad}_{u}^{*} u^{\mathrm{b}} .
$$

The Hamiltonian Since the Lagrangian $\ell$ is hyperregular we can consider its associated Hamiltonian

$$
h(\mu, q)=\frac{1}{2} \gamma\left(\mu^{\sharp}, \mu^{\sharp}\right),
$$

where the sharp operator $\mathfrak{g}^{*} \ni \mu \mapsto \mu^{\sharp} \in \mathfrak{g}$ is defined as the inverse of the flat operator. The Hamiltonian $H: T^{*} Q \rightarrow \mathbb{R}$ defined in (4) is thus

$$
H\left(\alpha_{q}\right)=\frac{1}{2} \gamma\left(\mathbf{J}\left(\alpha_{q}\right)^{\sharp}, \mathbf{J}\left(\alpha_{q}\right)^{\sharp}\right)=: \frac{1}{2} \kappa(q)\left(\alpha_{q}, \alpha_{q}\right),
$$

where we defined the symmetric positive 2-contravariant tensor $\kappa$ on $Q$ by

$$
\kappa(q)\left(\alpha_{q}, \beta_{q}\right):=\gamma\left(\mathbf{J}\left(\alpha_{q}\right)^{\sharp}, \mathbf{J}\left(\beta_{q}\right)^{\sharp}\right), \quad \text { for all } \alpha_{q}, \beta_{q} \in T^{*} Q .
$$

Note that $\kappa$ is not a co-metric, in general, since it has the kernel $\left[\mathfrak{g}_{Q}(q)\right]^{\circ}=\left[T_{q} \mathscr{O}\right]^{\circ}$, where $\mathscr{O}$ is the $G$-orbit containing $q$ and $\mathfrak{g}_{Q}(q)=\left\{u_{Q}(q) \mid u \in \mathfrak{g}\right\}$. It is a co-metric if and only if the $G$-action is infinitesimally transitive, i.e., $\mathfrak{g}_{Q}(q)=T_{q} Q$ for all $q \in Q$.

We shall show below that the tensor $\kappa$, and hence the Hamiltonian $H$, are closely related to a particular Riemannian metric on the $G$-orbits, called the normal metric.

The normal metric on orbits We now recall from [21] the definition of the normal metric on $G$-orbits. Given $q \in Q$, let $\mathfrak{g}_{q}:=\left\{\xi \in \mathfrak{g} \mid \xi_{Q}(q)=0\right\}$ denote the isotropy Lie algebra of $q$. Using the inner product $\gamma$ on $\mathfrak{g}$, orthogonally decompose $\mathfrak{g}=\mathfrak{g}_{q} \oplus \mathfrak{g}_{q}^{\perp}$, and denote by $u=u_{q}+u^{q}$ the associated splitting of $u \in \mathfrak{g}$ in this direct sum. With these notations, the normal metric on a $G$-orbit $\mathscr{O}$ is defined by

$$
\begin{equation*}
\gamma_{\mathscr{O}}(q)\left(u_{Q}(q), v_{Q}(q)\right):=\gamma\left(u^{q}, v^{q}\right), \text { for all } q \in Q \text { and } u, v \in \mathfrak{g} . \tag{9}
\end{equation*}
$$

For infinite dimensional $\mathfrak{g}$ and a weak inner product $\gamma$, the existence of the relevant objects is either postulated or verified in concrete cases.

Theorem 2 Let $G$ be a Lie group acting on the right on the smooth manifold $Q$ and let $\gamma$ be an inner product on $\mathfrak{g}$. Define the following symmetric positive 2contravariant tensor on $Q$ :

$$
\begin{equation*}
\kappa(q)\left(\alpha_{q}, \beta_{q}\right):=\gamma\left(\mathbf{J}\left(\alpha_{q}\right)^{\sharp}, \mathbf{J}\left(\beta_{q}\right)^{\sharp}\right), \quad \alpha_{q}, \beta_{q} \in T^{*} Q . \tag{10}
\end{equation*}
$$

Then:

- $\kappa$ is non-degenerate if and only if the $G$-action on $Q$ is infinitesimally transitive.
- $\kappa$ induces a well-defined co-metric $\kappa_{\mathscr{O}}$ on each $G$-orbit $\mathscr{O}$ of $Q$, through the following relation

$$
\begin{equation*}
\kappa_{\mathscr{O}}(q)\left(T^{*} i\left(\alpha_{i(q)}\right), T^{*} i\left(\beta_{i(q)}\right)\right)=\kappa(i(q))\left(\alpha_{i(q)}, \beta_{i(q)}\right), \tag{11}
\end{equation*}
$$

for $q \in \mathscr{O}$ and $\alpha_{i(q)}, \beta_{i(q)} \in T_{i(q)}^{*} Q$. The co-metric $\kappa_{\mathscr{O}}$ is explicitly given by

$$
\begin{equation*}
\kappa_{\mathscr{O}}(q)\left(\alpha_{q}, \beta_{q}\right)=\gamma\left(\mathbf{J}^{\mathscr{O}}\left(\alpha_{q}\right)^{\sharp}, \mathbf{J}^{\mathscr{O}}\left(\beta_{q}\right)^{\sharp}\right), \quad \text { for } \quad \alpha_{q}, \beta_{q} \in T^{*} \mathscr{O} . \tag{12}
\end{equation*}
$$

- $\kappa_{\mathscr{O}}$ is the co-metric associated to the normal metric on $\mathscr{O}$, i.e.,

$$
\begin{equation*}
\kappa(q)\left(\alpha_{q}, \beta_{q}\right)=\gamma_{\mathscr{O}}(q)\left(\alpha_{q}^{\sharp}, \beta_{q}^{\sharp}\right), \text { for all } q \in \mathscr{O} \text { and all } \alpha_{q}, \beta_{q} \in T_{q}^{*} \mathscr{O} \text {, } \tag{13}
\end{equation*}
$$

where $T_{q}^{*} \mathscr{O} \ni \alpha_{q} \mapsto \alpha_{q}^{\sharp} \in T_{q} \mathscr{O}$ is the sharp operator associated to $\gamma_{\mathscr{O}}$.
Proof Since the kernel of $\kappa$ is $\left[\mathfrak{g}_{Q}(q)\right]^{\circ}, \kappa$ is non-degenerate if and only if $\mathfrak{g}_{Q}(q)=$ $T_{q} Q$, i.e., the action is infinitesimally transitive.

Let us show that $\kappa_{\mathscr{O}}$ in (11) is well-defined. If $\alpha_{i(q)}, \alpha_{i(q)}^{\prime} \in T_{i(q)}^{*} Q$ are such that $T^{*} i\left(\alpha_{i(q)}\right)=T^{*} i\left(\alpha_{i(q)}^{\prime}\right)$, then $\alpha_{i(q)}-\alpha_{i(q)}^{\prime} \in\left[T_{q} \mathscr{O}\right]^{\circ}$. Hence $\kappa(i(q))\left(\alpha_{i(q)}, \beta_{i(q)}\right)=$ $\kappa(i(q))\left(\alpha_{i(q)}^{\prime}, \beta_{i(q)}\right)$, and similarly for $\beta_{i(q)}$. Since the kernel of $\kappa(q)$, for $q \in \mathscr{O}$, is $\left[\mathfrak{g}_{Q}(q)\right]^{\circ}=\operatorname{ker}\left(T_{q}^{*} i\right)$, it follows that $\kappa_{\mathscr{O}}$ is non-degenerate and hence a co-metric. Formula (12) follows from the relations (11) and $\mathbf{J}^{\mathscr{O}} \circ T^{*} i=\mathbf{J}$ on $\left.T^{*} Q\right|_{\mathscr{O}}$.

To prove (13), we first note that for $\alpha_{q} \in T_{q}^{*} \mathscr{O}$ and $u \in \mathfrak{g}$,

$$
\begin{aligned}
\alpha_{q}^{\sharp}=u_{Q}(q) & \Leftrightarrow\left\langle\alpha_{q}, v_{Q}(q)\right\rangle=\gamma_{Q}(q)\left(u_{Q}(q), v_{Q}(q)\right), \quad \forall v \in \mathfrak{g} \\
& \Leftrightarrow\left\langle\mathbf{J}^{\mathscr{O}}\left(\alpha_{q}\right), v\right\rangle=\gamma\left(u^{q}, v^{q}\right), \quad \forall v \in \mathfrak{g} \\
& \Leftrightarrow\left\langle\mathbf{J}^{\mathscr{O}}\left(\alpha_{q}\right), v\right\rangle=\gamma\left(u^{q}, v\right), \quad \forall v \in \mathfrak{g} \\
& \Leftrightarrow \gamma\left(\mathbf{J}^{\mathscr{O}}\left(\alpha_{q}\right)^{\sharp}, v\right)=\gamma\left(u^{q}, v\right), \quad \forall v \in \mathfrak{g},
\end{aligned}
$$

so, we get $\mathbf{J}^{\mathscr{O}}\left(\alpha_{q}\right)^{\sharp}=u^{q}$, where $\sharp$ is associated to $\gamma$. Similarly, $\beta_{q}^{\sharp}=v_{Q}(q) \Leftrightarrow$ $\mathbf{J}^{\mathscr{O}}\left(\beta_{q}\right)^{\sharp}=v^{q}$. We can thus write

$$
\begin{aligned}
\kappa(q)\left(\alpha_{q}, \beta_{q}\right) & =\gamma\left(\mathbf{J}^{\mathscr{O}}\left(\alpha_{q}\right)^{\sharp}, \mathbf{J}^{\mathscr{O}}\left(\beta_{q}\right)^{\sharp}\right)=\gamma\left(u^{q}, v^{q}\right) \\
& =\gamma_{\mathscr{O}}(q)\left(u_{Q}(q), v_{Q}(q)\right)=\gamma_{\mathscr{O}}(q)\left(\alpha_{q}^{\sharp}, \beta_{q}^{\sharp}\right)
\end{aligned}
$$

as requested.
As we have seen in Sect. 2.2, we can restrict the Clebsch optimal control problem to the $G$-orbit $\mathscr{O}$ containing $q_{0}$. In this case, by using Theorem 2, the collective Hamiltonian turns out to be the kinetic energy of the normal metric, i.e.,

$$
\begin{equation*}
H^{\mathscr{O}}\left(\alpha_{q}\right)=\frac{1}{2} \kappa_{\mathscr{O}}(q)\left(\alpha_{q}, \alpha_{q}\right)=\frac{1}{2} \gamma_{\mathscr{O}}\left(\alpha_{q}^{\sharp}, \alpha_{q}^{\sharp}\right) . \tag{14}
\end{equation*}
$$

We thus obtain the following instance of Theorem 1 which allows to interpret the solution $q(t)$ of the Clebsch optimal control problem for (8) as geodesics on $G$-obits.

Corollary 1 (Clebsch optimal control and geodesics of the normal metric) Let the Lie group $G$ act on the right on $Q$, let $\gamma$ be an inner product, suppose $q_{0}, q_{T} \in$ $\mathscr{O}$, and consider the cost function $\ell(u, q)=\frac{1}{2} \gamma(u, u)$. Then:

- If $t \mapsto(u(t), q(t)) \in \mathfrak{g} \times \mathscr{O}$ is an extremal solution of the Clebsch optimal control problem (1), then there is a curve $t \mapsto \alpha(t) \in T^{*} \mathscr{O}$ covering $q(t)$, such that the following equations holds:

$$
\begin{equation*}
u^{b}=\mathbf{J}(\alpha), \quad \dot{\alpha}=u_{T^{*} Q}(\alpha) \tag{15}
\end{equation*}
$$

- Equations (15) imply the Euler-Poincaré equations for the control u

$$
\begin{equation*}
\frac{d}{d t} u^{\mathrm{b}}=\mathrm{ad}_{u}^{*} u^{\mathrm{b}} \tag{16}
\end{equation*}
$$

- The second equation in (15), in which the first equation is used, is Hamiltonian on $T^{*} \mathscr{O}$ for the Hamiltonian (14). Therefore, $q(t)$ is a geodesic on $\mathscr{O}$ with respect to the normal metric $\gamma_{\mathscr{O}}$.

The previous discussion can be easily adapted to the case with a potential, i.e.,

$$
\ell(u, q)=\frac{1}{2} \gamma(u, u)-\mathscr{V}(q) .
$$

Equations (15) and (16) then become

$$
\begin{equation*}
u^{b}=\mathbf{J}(\alpha), \quad \dot{\alpha}=u_{T^{*} Q}(\alpha)-\operatorname{Ver}_{\alpha} \frac{\delta \mathscr{V}}{\delta q} \quad \text { and } \quad \frac{d}{d t} u^{b}=\operatorname{ad}_{u}^{*} u^{\mathrm{b}}-\mathbf{J}\left(\frac{\delta \mathscr{V}}{\delta q}\right) . \tag{17}
\end{equation*}
$$

The Hamiltonian $H^{\mathscr{O}}: T^{*} \mathscr{O} \rightarrow \mathbb{R}$ takes the standard kinetic plus potential form

$$
H^{\mathscr{O}}\left(\alpha_{q}\right)=\frac{1}{2} \gamma_{\mathscr{O}}\left(\alpha_{q}^{\sharp}, \alpha_{q}^{\sharp}\right)+\mathscr{V}(q) .
$$

### 2.4 Optimal Control Associated to Geodesics

Suppose that $(Q, g)$ is a Riemannian manifold and consider the minimization of the Riemannian distance

$$
\begin{equation*}
\min \int_{0}^{T} \frac{1}{2}\|\dot{q}(t)\|^{2} d t \tag{18}
\end{equation*}
$$

subject to the condition $q(0)=q_{0}$ and $q(T)=q_{T}$. Suppose that there is a transitive action of the Lie group $G$ on $Q$. Then this minimization problem can be reformulated as a Clebsch optimal control problem, namely,

$$
\begin{equation*}
\min _{u(t)} \int_{0}^{T} \frac{1}{2}\left\|u_{Q}(q)\right\|^{2} d t \tag{19}
\end{equation*}
$$

subject to the following conditions:
(A) $\quad \dot{q}(t)=u(t)_{Q}(q(t))$;
(B) $\quad q(0)=q_{0}$ and $q(T)=q_{T}$.

We can thus write the cost function as

$$
\ell(u, q)=\frac{1}{2}\left\|u_{Q}(q)\right\|^{2}=\frac{1}{2}\langle\mathbb{I}(q) u, u\rangle,
$$

where for each $q \in Q, \mathbb{I}(q)$ is the locked inertia tensor $\mathbb{I}(q): \mathfrak{g} \rightarrow \mathfrak{g}^{*}$ defined by

$$
\langle\mathbb{I}(q) u, v\rangle:=g(q)\left(u_{Q}(q), v_{Q}(q)\right),
$$

for any $u, v \in \mathfrak{g}$. The functional derivatives are

$$
\frac{\delta \ell}{\delta u}=\mathbb{I}(q) u \in \mathfrak{g}_{q}^{\circ} \quad \text { and } \quad \frac{\delta \ell}{\delta q}=g\left(u_{Q}(q), \nabla u_{Q}(q)\right)=\frac{1}{2}\langle\mathbf{d} \mathbb{I}(q)(\cdot) u, u\rangle \in T_{q}^{*} Q
$$

where $\nabla$ is the covariant derivative corresponding to the Riemannian metric. We note that $\operatorname{ker}(\mathbb{I}(q))=\mathfrak{g}_{q}$ and $\operatorname{im}(\mathbb{I}(q))=\mathfrak{g}_{q}^{\circ}$, therefore, $\ell$ is hyperregular if and only if the action is infinitesimally free, i.e., $\mathfrak{g}_{q}=\{0\}$.

In the hyperregular case, we obtain the Hamiltonian $h: \mathfrak{g}^{*} \times Q \rightarrow \mathbb{R}$, given by

$$
\begin{equation*}
h(\mu, q)=\frac{1}{2}\left\langle\mu, \mathbb{I}(q)^{-1} \mu\right\rangle, \tag{20}
\end{equation*}
$$

and the Hamiltonian $H: T^{*} Q \rightarrow \mathbb{R}$ defined in (4) reads

$$
H\left(\alpha_{q}\right)=h\left(\mathbf{J}\left(\alpha_{q}\right), q\right)=\frac{1}{2}\left\langle\mathbf{J}\left(\alpha_{q}\right), \mathbb{I}(q)^{-1} \mathbf{J}\left(\alpha_{q}\right)\right\rangle .
$$

We extend now the definition of these Hamiltonians to the non-regular case. Let us fix an inner product $\gamma$ on $\mathfrak{g}$. We write

$$
\mathbb{I}(q): \mathfrak{g}=\mathfrak{g}_{q} \oplus \mathfrak{g}_{q}^{\perp} \rightarrow \mathfrak{g}_{q}^{\circ} \oplus\left(\mathfrak{g}_{q}^{\circ}\right)^{\perp}=\mathfrak{g}_{q}^{\circ} \oplus\left(\mathfrak{g}_{q}^{\perp}\right)^{\circ}
$$

relative to the orthogonal decomposition with respect to $\gamma$ and $\gamma^{\sharp}$. Decomposing $\mu \in \mathfrak{g}^{*}$ as $\mu=\mu_{1}+\mu_{2} \in \mathfrak{g}_{q}^{\circ} \oplus\left(\mathfrak{g}_{q}^{\perp}\right)^{\circ}$, we define $\widehat{\mathbb{I}(q)}{ }^{-1}: \mathfrak{g}^{*} \rightarrow \mathfrak{g}$ as

$$
\widehat{\mathbb{I}}(q)^{-1}\left(\mu_{1}+\mu_{2}\right):=\left(\left.\mathbb{I}(q)\right|_{\mathfrak{g}_{q}^{\perp}}\right)^{-1}\left(\mu_{1}\right) \subset \mathfrak{g}_{q}^{\perp}
$$

where we note that $\left.\mathbb{I}(q)\right|_{\mathfrak{g}_{q}^{\perp}}: \mathfrak{g}_{q}^{\perp} \rightarrow \mathfrak{g}_{q}^{\circ}$ is an isomorphism. We can thus define the Hamiltonians

$$
\begin{aligned}
& h: \mathfrak{g}^{*} \times Q \rightarrow \mathbb{R}, \quad h(\mu, q):=\frac{1}{2}\left\langle\mu, \widehat{\mathbb{I}}(q)^{-1}(\mu)\right\rangle \\
& H: T^{*} Q \rightarrow \mathbb{R}, \quad H\left(\alpha_{q}\right):=\frac{1}{2} g(q)\left(\alpha_{q}^{\sharp}, \alpha_{q}^{\sharp}\right) .
\end{aligned}
$$

Clearly, $h$ extends (20) to the non-regular case. Concerning $H$, we have the following result.

Theorem 3 Assume that the $G$ action is transitive (but not necessarily free). Then, we have the relation

$$
\begin{equation*}
H\left(\alpha_{q}\right)=h\left(\mathbf{J}\left(\alpha_{q}\right), q\right) . \tag{21}
\end{equation*}
$$

Moreover, similarly with the hyperregular case, the second equation in (2) (for the problem (19)), in which the first equation is used, is Hamiltonian on $T^{*} Q$ for the Hamiltonian (21).

Proof If the action is transitive, we have $\left(\widehat{\mathbb{I}}(q)^{-1} \mathbf{J}\left(\alpha_{q}\right)\right)_{Q}(q)=\alpha_{q}^{\sharp}$. Indeed, for all $u \in \mathfrak{g}$, since $\mathbf{J}\left(\alpha_{q}\right) \in \mathfrak{g}_{q}^{\circ}$, we have

$$
\begin{gathered}
g\left(\left(\widehat{\mathbb{I}(q)}^{-1} \mathbf{J}\left(\alpha_{q}\right)\right)_{Q}(q), u_{Q}(q)\right)=\left\langle\mathbb{I}(q)\left(\widehat{\mathbb{I}}(q)^{-1} \mathbf{J}\left(\alpha_{q}\right)\right), u\right\rangle \\
=\left\langle\mathbf{J}\left(\alpha_{q}\right), u\right\rangle=\left\langle\alpha_{q}, u_{Q}(q)\right\rangle=g\left(\alpha_{q}^{\sharp}, u_{Q}(q)\right) .
\end{gathered}
$$

Using this identity, we can check (21) as follows

$$
h\left(\mathbf{J}\left(\alpha_{q}\right), q\right):=\frac{1}{2}\left\langle\mathbf{J}\left(\alpha_{q}\right), \widehat{\mathbb{I}(q)}-1\left(\mathbf{J}\left(\alpha_{q}\right)\right)\right\rangle=\frac{1}{2}\left\langle\alpha_{q}, \alpha_{q}^{\sharp}\right\rangle=H\left(\alpha_{q}\right) .
$$

To show the second result we note that in our case the first equation in (2) is $\mathbf{J}\left(\alpha_{q}\right)=\mathbb{I}(q) u \in \mathfrak{g}_{q}^{\circ}$. This relation is not invertible, but it tells us that $u$ is equal to $\widehat{\mathbb{I}(q)}{ }^{-1}\left(\mathbb{J}\left(\alpha_{q}\right)\right)$ modulo an element in $\mathfrak{g}_{q}$. In the second equation in (2), we thus have $u_{T^{*} Q}(\alpha)=\left(\widehat{\mathbb{I}}(q)^{-1}\left(\mathbb{J}\left(\alpha_{q}\right)\right)\right)_{T^{*} Q}$.

To check that this coincides with the Hamiltonian equation for $H$, we note that the Hamiltonian vector field of $H$ in (21) is $X_{H}(\alpha)=\left(\frac{\delta h}{\delta \mu}\left(\mathbf{J}\left(\alpha_{q}\right), q\right)\right)_{T^{*} Q}(\alpha)-$ $\operatorname{Ver}_{\alpha} \frac{\delta h}{\delta q}\left(\mathbf{J}\left(\alpha_{q}\right), q\right)$. Using the expression of $h$, we have $\frac{\delta h}{\delta \mu}\left(\mathbf{J}\left(\alpha_{q}\right), q\right)=$ $\widehat{\mathbb{I}}(q)^{-1}\left(\mathbf{J}\left(\alpha_{q}\right)\right)$. This proves the result.

## 3 Optimal Control on Stiefel Manifolds

An optimal control problem on Stiefel manifolds is introduced and studied in [9], as a generalization of the geodesic flow on the sphere (case $n=1$ ) and the motion of the free $N$-dimensional rigid body (case $n=N$ ). In [21] this problem was generalized to arbitrary Lagrangians and formulated as a Clebsch optimal control problem of the form (1).

In this section, we show that the Clebsch optimal control problem on Stiefel manifolds offers a unified point of view for the formulation of several integrable systems. These systems turn out to be associated to two classes of cost functions, corresponding to the two situations studied in Sects. 2.3 and 2.4. From this setting,
we also deduce a geodesic interpretation of the solution of some of these integrable systems.

### 3.1 Stiefel Manifolds

For $n \leq N$, define the Stiefel manifold $V_{n}\left(\mathbb{R}^{N}\right)$ to be the set of orthonormal $n$-frames in $\mathbb{R}^{N}$ (i.e., an ordered set of $n$ orthonormal vectors) (see, e.g., [25, page 301], [24, Chapter 5, §4,5]). So, $V_{n}\left(\mathbb{R}^{N}\right)$ is the set of linear isometric embeddings of $\mathbb{R}^{n}$ into $\mathbb{R}^{N}$. Let $S^{N-1}$ denoted the unit sphere in $\mathbb{R}^{N}$. Since $V_{n}\left(\mathbb{R}^{N}\right) \subset\left(S^{N-1}\right)^{n}$ is closed, it follows that $V_{n}\left(\mathbb{R}^{N}\right)$ is compact. Collect the $n$ vectors of an orthonormal frame in $\mathbb{R}^{N}$ as columns of a $N \times n$ matrix $Q \in V_{n}\left(\mathbb{R}^{N}\right)$. If $\operatorname{Mat}(N \times n)$ denotes the vector space of matrices having $N$ rows and $n$ columns, then the Stiefel manifold can be described as

$$
\begin{equation*}
V_{n}\left(\mathbb{R}^{N}\right)=\left\{Q \in \operatorname{Mat}(N \times n) \mid Q^{\top} Q=I_{n}\right\}, \tag{22}
\end{equation*}
$$

where $I_{n}$ is the $n \times n$ identity matrix. The dimension of $V_{n}\left(\mathbb{R}^{N}\right)$ is $N n-(n+1) n / 2$.
The characterization (22) of $V_{n}\left(\mathbb{R}^{N}\right)$ immediately shows that if $n=1$, then $V_{1}\left(\mathbb{R}^{N}\right)=S^{N-1}$ and if $n=N$, then $V_{N}\left(\mathbb{R}^{N}\right)=O(N)$, the group of orthogonal isomorphisms of $\mathbb{R}^{N}$. If $n=2$, then $V_{2}\left(\mathbb{R}^{N}\right)$ is the unit tangent bundle of $S^{N-1}$. Indeed, if $\left\{\mathbf{u}_{1}, \mathbf{u}_{2}\right\} \subset \mathbb{R}^{N}$ is an orthonormal frame, think of $\mathbf{u}_{1}$ as a point in $S^{N-1}$ and of $\mathbf{u}_{2}$ as a unit vector in the tangent space $T_{\mathbf{u}_{1}} S^{N-1}$, and vice versa. If $n=N-1$ and $Q \in V_{N-1}\left(\mathbb{R}^{N}\right)$ has orthonormal columns $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{N-1}\right\}$ there is a unique unit vector $\mathbf{u}_{0} \in \mathbb{R}^{N}$, orthogonal to the vector subspace spanned by $\left\{\mathbf{u}_{1}, \ldots, \mathbf{u}_{N-1}\right\}$, such that $\left\{\mathbf{u}_{0}, \mathbf{u}_{1}, \ldots, \mathbf{u}_{N-1}\right\}$ is positively oriented, i.e., the determinant of the matrix $\widetilde{Q}$ whose columns are these basis vectors is $>0$. Therefore, $\widetilde{Q} \in S O(N)$, the orthogonal orientation preserving isomorphisms of $\mathbb{R}^{N}$, i.e., the special orthogonal group. Conversely, given an element of $S O(N)$, the $N \times(N-1)$ matrix $Q$ formed by the last $N-1$ columns is an element of $V_{N-1}\left(\mathbb{R}^{N}\right)$. This shows that $V_{N-1}\left(\mathbb{R}^{N}\right)=$ $S O(N)$.

This last construction generalizes to give another characterization of $V_{n}\left(\mathbb{R}^{N}\right)$. Let $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{N}\right\}$ be the standard orthonormal basis of $\mathbb{R}^{N}$ and $R \in O(N)$. Then the $i$ th column of $R$ is $R \mathbf{e}_{i}$. Define $\pi: O(N) \rightarrow V_{n}\left(\mathbb{R}^{N}\right)$, by $\pi(R):=$ [ $R \mathbf{e}_{N-n+1} \ldots, R \mathbf{e}_{N}$ ], where $\left[\mathbf{u}_{i} \ldots \mathbf{u}_{j}\right], i<j$, denotes the matrix whose columns (in $\mathbb{R}^{N}$ ) are $\mathbf{u}_{i}, \ldots, \mathbf{u}_{j}$. Thus $\pi$ maps $R \in O(N)$ (a rotation matrix in $\mathbb{R}^{N}$ ) to the orthonormal frame formed by its last $n$ columns. This map is clearly surjective, since any orthonormal frame formed by $n \leq N$ vectors can be completed to an orthonormal basis and the matrix whose columns are the elements of such a basis is in $O(N)$. The rotation group $O(N)$ acts on $V_{n}\left(\mathbb{R}^{N}\right)$ by multiplication on the left. This action is transitive. Indeed, given two orthonormal frames of $n$ vectors, i.e., $Q_{1}, Q_{2} \in V_{n}\left(\mathbb{R}^{N}\right)$, complete each to an orthonormal basis of $\mathbb{R}^{N}$, i.e., obtain $\widetilde{Q}_{1}=\left[Q_{1}^{\prime} \mid Q_{1}\right], \widetilde{Q}_{2}=\left[Q_{2}^{\prime} \mid Q_{2}\right] \in O(N)$, where $Q_{1}^{\prime}, Q_{2}^{\prime}$ have $N-n$ columns which
are orthonormal vectors in $\mathbb{R}^{N}$. Then $\widetilde{Q}_{2} \widetilde{Q}_{1}^{\top} \in O(N)$ and, since $\left(Q_{1}^{\prime}\right)^{\top} Q_{1}=0$, $Q_{1}^{\top} Q_{1}=I_{n}$, we have

$$
\tilde{Q}_{2} \tilde{Q}_{1}^{\top} Q_{1}=\left[Q_{2}^{\prime} Q_{2}\right]\left[Q_{1}^{\prime} Q_{1}\right]^{\top} Q_{1}=\left[Q_{2}^{\prime} Q_{2}\right]\left[\begin{array}{c}
\left(Q_{1}^{\prime}\right)^{\top} Q_{1} \\
Q_{1}^{\top} Q_{1}
\end{array}\right]=\left[Q_{2}^{\prime} Q_{2]}\right]\left[\begin{array}{l}
0 \\
I_{n}
\end{array}\right]=Q_{2} \text {. }
$$

The isotropy of the element $\left[\mathbf{e}_{N-n+1} \ldots \mathbf{e}_{N}\right]=\left[0 \mid I_{n}\right]^{\top} \in V_{n}\left(\mathbb{R}^{N}\right)$ consists of matrices $R \in O(N)$ satisfying

$$
\left[\begin{array}{llllll}
0 & \ldots & R \mathbf{e}_{N-n+1} \ldots & \ldots & \mathbf{e}_{N}
\end{array}\right]=R\left[\begin{array}{lllll}
0 & \ldots & 0 & \mathbf{e}_{N-n+1} & \ldots
\end{array} \mathbf{e}_{N}\right]=\left[\begin{array}{llll}
0 & \ldots & 0 & \mathbf{e}_{N-n+1}
\end{array} \ldots \mathbf{e}_{N}\right],
$$

i.e., the matrix $R$ is of the form

$$
R=\left[\begin{array}{ll}
R_{1} & 0 \\
R_{2} & I_{n}
\end{array}\right]
$$

Since $R \in O(N)$, we must have

$$
\left[\begin{array}{cc}
I_{N-n} & 0 \\
0 & I_{n}
\end{array}\right]=I_{N}=R R^{\top}=\left[\begin{array}{cc}
R_{1} & 0 \\
R_{2} & I_{n}
\end{array}\right]\left[\begin{array}{cc}
R_{1}^{\top} & R_{2}^{\top} \\
0 & I_{n}
\end{array}\right]=\left[\begin{array}{cc}
R_{1} R_{1}^{\top} & R_{1} R_{2}^{\top} \\
R_{2} R_{1}^{\top} & R_{2} R_{2}^{\top}+I_{n}
\end{array}\right]
$$

and hence $R_{1} \in O(N-n), R_{2} R_{2}^{\top}=0$. Taking the trace of the second relation gives the sum of squares of all entries of $R_{2}$, which implies that $R_{2}=0$. This shows that the $O(N)$-isotropy of the element $\left[\mathbf{e}_{N-n+1} \ldots \mathbf{e}_{N}\right]$ is $O(N-n)$ embedded in $O(N)$ as the upper left $(N-n) \times(N-n)$ diagonal block and the lower right $n \times n$ block equal to $I_{n}$.
Conclusion: $V_{n}\left(\mathbb{R}^{N}\right)$ is diffeomorphic to $O(N) / O(N-n)$ and the quotient map is $\pi: O(N) \ni\left[R \mathbf{e}_{1} \ldots R \mathbf{e}_{N}\right] \mapsto\left[R \mathbf{e}_{N-n+1} \ldots R \mathbf{e}_{N}\right] \in V_{n}\left(\mathbb{R}^{N}\right)$ (as an easy verification shows).

Note that $O(N-n)$ acts on $O(N)$ by multiplication on the right, where $O(N-n)$ is regarded as a subgroup of $O(N)$ when viewed as a $2 \times 2$ block matrix with $O(N-n)$ embedded as the upper left block, $I_{n}$ the lower right block and the offdiagonal blocks equal to zero.

If $n<N$, all considerations above work with $O(N)$ and $O(N-n)$ replaced by $S O(N)$ and $S O(N-n)$, respectively; in constructing orthonormal bases in $\mathbb{R}^{N}$, always choose positively oriented ones, by changing the sign, if necessary, of one of the vectors used to complete the basis. Therefore, the conclusion above holds with $O(N)$ and $O(N-n)$ replaced by $S O(N)$ and $S O(N-n)$, respectively. Note that for $n=N$, these statements are false.

The tangent space at $Q \in V_{n}\left(\mathbb{R}^{N}\right)$ to the Stiefel manifold $V_{n}\left(\mathbb{R}^{N}\right)$ is given by

$$
\begin{equation*}
T_{Q} V_{n}\left(\mathbb{R}^{N}\right)=\left\{V \in \operatorname{Mat}(N \times n) \mid V^{\top} Q+Q^{\top} V=0\right\} \tag{23}
\end{equation*}
$$

We identify $T^{*} V_{n}\left(\mathbb{R}^{N}\right)$ with $T V_{n}\left(\mathbb{R}^{N}\right)$ using the pairing $T_{Q}^{*} V_{n}\left(\mathbb{R}^{N}\right) \times T_{Q} V_{n}\left(\mathbb{R}^{N}\right) \ni$ $\left(P_{Q}, V_{Q}\right) \mapsto \operatorname{Trace}\left(P_{Q}^{\top} V_{Q}\right) \in \mathbb{R}$ for every $Q \in V_{n}\left(\mathbb{R}^{N}\right)$.
Remark 2 It is also known that
$V_{n}\left(\mathbb{R}^{N}\right)=S O(N) / S O(N-n) \rightarrow S O(N) /(S O(n) \times S O(N-n))=: \widetilde{G r} r_{n}\left(\mathbb{R}^{N}\right)$
is a principal $S O(n)$-bundle, where $\widetilde{G r} r_{n}\left(\mathbb{R}^{N}\right)$ is the Grassmannian of oriented $n$-planes in $\mathbb{R}^{N}$. The notation $G r_{n}\left(\mathbb{R}^{N}\right)$ is reserved for the Grassmannian of $n$ planes in $\mathbb{R}^{N}$ (regardless of orientation). We will not use these bundles in our considerations.

Note that for $N>1, V_{1}\left(\mathbb{R}^{N}\right)=S^{N-1}=\widetilde{G r} r_{1}\left(\mathbb{R}^{N}\right)$, while $G r_{1}\left(\mathbb{R}^{N}\right)=$ $\mathbb{R P}^{N-1}$.

### 3.2 Clebsch Optimal Control on Stiefel Manifolds

From now on, we assume that $n<N$. We consider the right $S O(N)$-action on $V_{n}\left(\mathbb{R}^{N}\right)$ given by $Q \mapsto R^{-1} Q$ for $R \in S O(N)$. The infinitesimal generator of this action is $U_{V_{n}\left(\mathbb{R}^{N}\right)}(Q)=-U Q \in T_{Q} V_{n}\left(\mathbb{R}^{N}\right), U \in \mathfrak{s o}(N)$.

Given $Q_{0}, Q_{T} \in V_{n}\left(\mathbb{R}^{N}\right)$, the Clebsch optimal control problem (1) reads

$$
\begin{equation*}
\min _{U(t)} \int_{0}^{T} \ell(U(t), Q(t)) d t \tag{24}
\end{equation*}
$$

subject to the following conditions:
(A) $\quad \dot{Q}(t)=-U(t) Q(t)$;
(B) $\quad Q(0)=Q_{0}$ and $Q(T)=Q_{T}$.

We identify the dual $\mathfrak{s o}(N)^{*}$ with itself using the non-degenerate pairing $\mathfrak{s o}(N) \times$ $\mathfrak{s o}(N) \ni\left(U_{1}, U_{2}\right) \mapsto \operatorname{Trace}\left(U_{1}^{\top} U_{2}\right) \in \mathbb{R}$. The cotangent bundle momentum map $\mathbf{J}: T^{*} V_{n}\left(\mathbb{R}^{N}\right) \rightarrow \mathfrak{s o}(N)^{*}$ is easily verified to be

$$
\mathbf{J}(Q, P)=\frac{1}{2}\left(Q P^{\top}-P Q^{\top}\right)
$$

The optimal control is thus given by $\delta \ell / \delta U=\left(Q P^{\top}-P Q^{\top}\right) / 2$ (see (2)). The cotangent lifted action on $T^{*} V_{n}\left(\mathbb{R}^{N}\right)$ reads $(Q, P) \mapsto\left(R^{\top} Q, R^{\top} P\right)$ and hence Hamilton's equations (2) become

$$
\begin{equation*}
\dot{Q}=-U Q, \quad \dot{P}=-U P+\frac{\delta \ell}{\delta Q}, \tag{25}
\end{equation*}
$$

in this particular case. Recall that here $\delta \ell / \delta Q \in T_{Q}^{*} V_{n}\left(\mathbb{R}^{N}\right)$ denotes the functional derivative of $\ell$ relative to the above defined pairing. The optimal control $U$, given algebraically by $\delta \ell / \delta U=\left(Q P^{\top}-P Q^{\top}\right) / 2$, is necessarily the solution of the Euler-Poincaré equation (3) given in this particular case by

$$
\begin{equation*}
\frac{d}{d t} \frac{\delta \ell}{\delta U}=\left[\frac{\delta \ell}{\delta U}, U\right]+\frac{1}{2}\left(Q\left(\frac{\delta \ell}{\delta Q}\right)^{\top}-\frac{\delta \ell}{\delta Q} Q^{\top}\right) \tag{26}
\end{equation*}
$$

### 3.2.1 Example 1: $N$-Dimensional Free Rigid Body

We consider as a cost function the free rigid body Lagrangian $\ell(U)=\frac{1}{2}\langle U, J(U)\rangle$, where $J(U)=\Lambda U+U \Lambda, \Lambda=\operatorname{diag}\left(\Lambda_{1}, \ldots \Lambda_{N}\right), \Lambda_{i}+\Lambda_{j}>0$ for $i \neq j$. The corresponding Clebsch optimal control falls into the setting studied in Sect. 2.3.

Since

$$
M:=\frac{\delta \ell}{\delta U}=J(U), \quad \frac{\delta \ell}{\delta Q}=0
$$

equations (25) and (26) become

$$
\begin{equation*}
\dot{Q}=-U Q, \quad \dot{P}=-U P \tag{27}
\end{equation*}
$$

and

$$
\dot{M}=[M, U], \quad \text { where } \quad M=J(U)=\frac{1}{2}\left(Q P^{\top}-P Q^{\top}\right) .
$$

From Corollary 1, the solution $Q(t)$ is a geodesic on the $S O(N)$-orbit of $Q(0)$ in $V_{n}\left(\mathbb{R}^{N}\right)$, relative to the normal metric induced by the inner product $\gamma(U, V):=$ $\langle U, J(V)\rangle$ on this orbit.

It is a remarkable fact that the free rigid body equations $\dot{M}=[M, U], M=$ $J(U)=\Lambda U+U \Lambda$ on $\mathfrak{s o}(N)$, and indeed their generalization on any semisimple Lie algebra, are integrable [30]. A key observation in this regard, pointed out for the first time in [28], was that one can write the generalized rigid body equations as a Lax equation with parameter:

$$
\begin{equation*}
\frac{d}{d t}\left(M+\lambda \Lambda^{2}\right)=\left[M+\lambda \Lambda^{2}, U+\lambda \Lambda\right] . \tag{28}
\end{equation*}
$$

The nontrivial coefficients of $\lambda$ in the traces of the powers of $M+\lambda \Lambda^{2}$ then yield the right number of independent integrals in involution to prove integrability of the flow on the generic coadjoint orbits of $S O(n)$ (see also [35]).

Equation (28) is of the form $\dot{L}=[L, B]$ with $L$ expressed in terms of the canonical variables as $L(Q, P)=\frac{1}{2}\left(Q P^{\top}-P Q^{\top}\right)+\Lambda^{2} \lambda$.
Example 1A: symmetric representation of the $N$-dimensional free rigid body Consider the special case $n=N-1$, i.e. $V_{N-1}\left(\mathbb{R}^{N}\right)=S O(N)$. Note that if the initial condition $P(0) \in S O(N)$, then the solution $(Q(t), P(t))$ of (27) preserves $S O(N) \times S O(N)$. Since in this case the formulation (27) of the free rigid body equation is symmetric in $Q$ and $P$, it is called the symmetric representation of the rigid body on $S O(N) \times S O(N)$. As before, if $(Q, P)$ is a solution of (27), then $(Q, M)$, where $M=J(U)$ and $U=-\dot{Q} Q^{-1}$, satisfies the rigid body equations $\dot{Q}=-U Q, \dot{M}=[M, U]$ (see [6,7] for a study of this system and its discretization).

Example 1B: $\boldsymbol{n}=1$, the rank 2 free rigid body We compute equations (25) and (26) for the case $n=1$, i.e., $V_{1}\left(\mathbb{R}^{N}\right)=S^{N-1}$. For $(\mathbf{q}, \mathbf{p}) \in T^{*} S^{N-1}$ we get

$$
\dot{\mathbf{q}}=-U \mathbf{q}, \quad \dot{\mathbf{p}}=-U \mathbf{p}
$$

and

$$
\begin{equation*}
\dot{M}=[M, U], \quad \text { where } \quad M=J(U)=\frac{1}{2}(\mathbf{q} \otimes \mathbf{p}-\mathbf{p} \otimes \mathbf{q}) . \tag{29}
\end{equation*}
$$

Note that, generically, $M$ has rank 2 . Associated to the Manakov equation (28), Moser [32, page 155] introduces the Lax pair matrices $L$ and $B$ given by

$$
\begin{align*}
& L(\mathbf{q}, \mathbf{p})=\Lambda^{2}+a \mathbf{q} \otimes \mathbf{q}+b \mathbf{q} \otimes \mathbf{p}+c \mathbf{p} \otimes \mathbf{q}+d \mathbf{p} \otimes \mathbf{p},  \tag{30}\\
& B(\mathbf{q}, \mathbf{p})=J^{-1}(\mathbf{q} \otimes \mathbf{p}-\mathbf{p} \otimes \mathbf{q})+\lambda \Lambda,
\end{align*}
$$

with $a=d=0, b=-c=\frac{1}{2 \lambda}$. For these values of the parameters, the expression of the matrix $L$ in (30) is reminiscent of the expression of the momentum map (29) arising from the Clebsch optimal control formulation. We have

$$
J^{-1}(\mathbf{q} \otimes \mathbf{p}-\mathbf{p} \otimes \mathbf{q})=\frac{q_{i} p_{j}-q_{j} p_{i}}{2\left(\Lambda_{i}+\Lambda_{j}\right)}
$$

The geometric structures underlying definitions (30) will be given in [11].
Recall that the equations for the rank 2 free rigid body arise from an optimal control problem on $S^{N-1}$, rather than on the orthogonal group: minimize $\frac{1}{2} \int_{0}^{T}\langle U, J(U)\rangle d t$, where $U$ is a skew symmetric control, subject to $\dot{\mathbf{q}}=-U \mathbf{q}$ as in (1).

From the result of Corollary 1, the curve $\mathbf{q}(t) \in S^{N-1}$ (there is only one orbit for $n=1$ ) is a geodesic on $S^{N-1}$ relative to the normal metric induced from the inner product $\gamma(U, V):=\langle U, J(V)\rangle$.

### 3.2.2 Example 2

We consider as a cost function the expression

$$
\begin{equation*}
\ell(U, Q)=\frac{1}{2}\langle\Lambda U Q, U Q\rangle-\mathscr{H}(Q) \tag{31}
\end{equation*}
$$

where $\Lambda$ is a given symmetric positive definite $N \times N$ matrix and $\mathscr{V} \in C^{\infty}\left(V_{n}\left(\mathbb{R}^{N}\right)\right)$. The case $\mathscr{V}=0$ is the geodesic problem studied in [9]. The first term in (31) is the kinetic energy associated to the Riemannian metric $g$ on $V_{n}\left(\mathbb{R}^{N}\right)$ defined by

$$
g_{Q}(V, W)=\langle\Lambda V, W\rangle=\operatorname{Tr}\left(V^{\top} \Lambda W\right) \quad V, W \in T_{Q} V_{n}\left(\mathbb{R}^{N}\right)
$$

The corresponding Clebsch optimal control falls into the setting studied in Sect. 2.4. In each of the examples mentioned below, the Clebsch optimal control formulation allows us to efficiently derive the explicit form of geodesic equations; see (37) and (41). This approach also yields a natural setting for generalizing certain integrable systems from the sphere to the Stiefel manifold, such as the C. Neumann problem.

Before analyzing this formulation for various examples, we first compute, in general, the stationarity conditions associated to the Clebsch optimal control problem.

The functional derivative of $\ell$ with respect to $U$ is $\delta \ell / \delta U=\frac{1}{2}\left(Q Q^{\top} U \Lambda+\right.$ $\left.\Lambda U Q Q^{\top}\right)$. The relationship $\delta \ell / \delta U=\mathbf{J}(Q, P)$, which is equivalent to

$$
\begin{equation*}
Q Q^{\top} U \Lambda+\Lambda U Q Q^{\top}=Q P^{\top}-P Q^{\top} \tag{32}
\end{equation*}
$$

cannot be inverted in order to get $U$ as a function of $(Q, P)$ because the associated locked inertia tensor is not invertible since the $S O(N)$-action is not free.

Next, we calculate $\delta \ell / \delta Q$. Denoting $S:=U \Lambda U$ (a symmetric matrix), we have

$$
\left\langle\frac{\delta \ell}{\delta Q}, \delta Q\right\rangle=-\left\langle S Q+\frac{\delta \mathscr{V}}{\delta Q}, \delta Q\right\rangle=-\left\langle S Q-Q Q^{\top} S Q+\frac{\delta \mathscr{V}}{\delta Q}, \delta Q\right\rangle
$$

because $\left\langle Q Q^{\top} S Q, \delta Q\right\rangle=0$. Since $S Q-Q Q^{\top} S Q \in T_{Q}^{*} V_{n}\left(\mathbb{R}^{N}\right.$ ) (see (23)), we get

$$
\begin{equation*}
\frac{\delta \ell}{\delta Q}=-S Q+Q Q^{\top} S Q-\frac{\delta \mathscr{V}}{\delta Q} . \tag{33}
\end{equation*}
$$

Thus, Hamilton's equations (2) become in this case

$$
\begin{equation*}
\dot{Q}=-U Q, \quad \dot{P}=-U P+\left[Q Q^{\top}, U \Lambda U\right] Q-\frac{\delta \mathscr{V}}{\delta Q} . \tag{34}
\end{equation*}
$$

The corresponding Euler-Poincaré equations (26) are

$$
\begin{equation*}
\dot{M}=[M, U]+\frac{1}{2}\left[U \Lambda U, Q Q^{\top}\right]-\frac{1}{2}\left(Q\left(\frac{\delta \mathscr{V}}{\delta Q}\right)^{\top}-\frac{\delta \mathscr{V}}{\delta Q} Q^{\top}\right), \tag{35}
\end{equation*}
$$

where $M=\frac{\delta \ell}{\delta U}=\frac{1}{2}\left(Q Q^{\top} U \Lambda+\Lambda U Q Q^{\top}\right) \stackrel{(32)}{=} \frac{1}{2}\left(Q P^{\top}-P Q^{\top}\right)$.
Example 2A: $\boldsymbol{n}=\mathbf{1}, \mathscr{V}=\mathbf{0}$, geodesics on the ellipsoid Let us consider the case $n=1$, i.e., $V_{1}\left(\mathbb{R}^{N}\right)=S^{N-1}$. The geodesic flow on $S^{N-1}$ for the metric $g(q)(u, v):=\langle u, \Lambda v\rangle$, for $q \in S^{N-1}, u, v \in T_{q} S^{N-1}$ is equivalent to the geodesic flow on the ellipsoid $\bar{q}^{\top} \Lambda^{-1} \bar{q}=1$, with $q=\Lambda^{-1 / 2} \bar{q}$. Equations (34) and (35) yield

$$
\begin{equation*}
\dot{q}=-U q, \quad \dot{p}=-U p+\left[q q^{\top}, U \Lambda U\right] q, \quad \dot{M}=[M, U]+\frac{1}{2}\left[U \Lambda U, q q^{\top}\right] \tag{36}
\end{equation*}
$$

where $M=\delta \ell / \delta U=\frac{1}{2}\left(q q^{\top} U \Lambda+\Lambda U q q^{\top}\right) \stackrel{(32)}{=} \frac{1}{2}\left(q p^{\top}-p q^{\top}\right)$.
We now deduce from (36) the geodesic equations for the ellipsoid (see Theorem 1, (2)). Using the equality $M=\frac{1}{2}\left(q q^{\top} U \Lambda+\Lambda U q q^{\top}\right)$, we get

$$
\dot{M} \Lambda^{-1} q=\frac{1}{2}\left(q q^{\top} U^{2} q+\Lambda \dot{U} q\left(q^{\top} \Lambda^{-1} q\right)-\Lambda U^{2} q\left(q^{\top} \Lambda^{-1} q\right)+\Lambda U q\left(q^{\top} U \Lambda^{-1} q\right)\right)
$$

from where we solve for $\dot{U} q$, which inserted in $\ddot{q}=-\dot{U} q+U^{2} q$ yields

$$
\ddot{q}=\left(-2 \Lambda^{-1} \dot{M} \Lambda^{-1} q+\Lambda^{-1} q q^{\top} U^{2} q+U q q^{\top} U \Lambda^{-1} q\right)\left(q^{\top} \Lambda^{-1} q\right)^{-1}
$$

Now, we replace in this formula $\dot{M}$ by its expression in (36) and we get the geodesic equations

$$
\begin{equation*}
\ddot{q}=-\frac{|\dot{q}|^{2}}{q^{\top} \Lambda^{-1} q} \Lambda^{-1} q . \tag{37}
\end{equation*}
$$

The geodesic equations on the triaxial ellipsoid were solved by Jacobi. The complete solution is found in his course notes [27].

Remark 3 As a particular case, the geodesic equations on the sphere ( $\Lambda=I_{N}$ ), are $\ddot{q}=-|\dot{q}|^{2} q$.

Example 2B: $\mathscr{V}=\mathbf{0}$, geodesics on the Stiefel manifolds When $\mathscr{V}=0$, (34) and (35) yield
$\dot{Q}=-U Q, \quad \dot{P}=-U P+\left[Q Q^{\top}, U \Lambda U\right] Q, \quad \dot{M}=[M, U]+\frac{1}{2}\left[U \Lambda U, Q Q^{\top}\right]$,
where $M=\delta l / \delta U=\frac{1}{2}\left(Q Q^{\top} U \Lambda+\Lambda U Q Q^{\top}\right) \stackrel{(32)}{=} \frac{1}{2}\left(Q P^{\top}-P Q^{\top}\right)$.
We now deduce from (38) the geodesic equations for the Stiefel manifolds (see Theorem 1, (2)). A direct computation yields

$$
\begin{gather*}
\dot{M} \Lambda^{-1} Q=\frac{1}{2}\left(-U Q Q^{\top} U Q+Q Q^{\top} U^{2} Q+L(\dot{U} Q)-\Lambda U^{2} Q\left(Q^{\top} \Lambda^{-1} Q\right)\right. \\
\left.+\Lambda U Q\left(Q^{\top} U \Lambda^{-1} Q\right)\right) \tag{39}
\end{gather*}
$$

where the linear operator $L$ on the vector space of $N \times n$ matrices is defined by

$$
\begin{equation*}
L(X):=Q Q^{\top} X+\Lambda X Q^{\top} \Lambda^{-1} Q \tag{40}
\end{equation*}
$$

Note that if $\Lambda=I_{N}$, then $L(X)=\left(I_{N}+Q Q^{\top}\right) X$.
We study the properties of the operator $L: \operatorname{Mat}(N \times n) \rightarrow \operatorname{Mat}(N \times n)$, where $\operatorname{Mat}(N \times n)$ denotes the real vector space of matrices with $N$ rows and $n$ columns. Recall that $\operatorname{Mat}(N \times n)$ has the natural inner product $\left\langle\langle A, B\rangle:=\operatorname{Tr}\left(A^{\top} B\right)\right.$. A direct computation shows that $L$ is a linear symmetric operator relative to the inner product:

$$
\langle\langle L(X), Y\rangle\rangle=\left\langle\langle X, L(Y)\rangle=\operatorname{Tr}\left(X^{\top} Q Q^{\top} Y\right)+\operatorname{Tr}\left(X^{\top} \Lambda Y Q^{\top} \Lambda^{-1} Q\right) .\right.
$$

In particular,

$$
\langle\langle L(X), X\rangle\rangle=\left\langle Q^{\top} X, Q^{\top} X\right\rangle+\operatorname{Tr}\left(X^{\top} \Lambda X Q^{\top} \Lambda^{-1} Q\right) .
$$

Note that $Q^{\top} \Lambda^{-1} Q$ is a symmetric positive definite matrix because $\Lambda$ is a symmetric positive definite matrix and $Q \in V_{n}\left(\mathbb{R}^{N}\right)$. Therefore, there is a symmetric positive definite $n \times n$ matrix $R$ such that $R^{2}=Q^{\top} \Lambda^{-1} Q$. Hence the previous expression becomes

$$
\langle\langle L(X), X\rangle\rangle=\left\langle Q^{\top} X, Q^{\top} X\right\rangle+\operatorname{Tr}\left((X R)^{\top} \Lambda(X R)\right)
$$

and we note that each summand is $\geq 0$. Hence $\langle\langle L(X), X\rangle\rangle=0 \Rightarrow$ $\operatorname{Tr}\left((X R)^{\top} \Lambda(X R)\right)=0$. Since $\Lambda$ is positive definite, we conclude that $X R=0$ which implies that $X=0$ because $R$ is invertible. We conclude that $L: \operatorname{Mat}(N \times n) \rightarrow \operatorname{Mat}(N \times n)$ is a symmetric positive definite operator and hence invertible.

Returning to (39), we isolate $(\dot{U} Q)$, replace in this formula $\dot{M}$ by (38), and we get

$$
\begin{equation*}
L(\ddot{Q})=L\left(-\dot{U} Q+U^{2} Q\right)=2 Q Q^{\top} U^{2} Q \stackrel{(38)}{=}-2 Q \dot{Q}^{\top} \dot{Q} \tag{41}
\end{equation*}
$$

which are the geodesic equations on the Stiefel manifold.
Remark 4 When $n=1$, (41) coincide with (37). Indeed, in this case (41) becomes

$$
q\left(q^{\top} \ddot{q}\right)+\Lambda \ddot{q}\left(q^{\top} \Lambda^{-1} q\right)=-2 q \dot{q}^{\top} \dot{q}, \quad q \in S^{N-1}
$$

Since $q^{\top} q=1$ we have $q \ddot{q}^{\top}+\dot{q}^{\top} \dot{q}=0$, which then implies the geodesic equations on the ellipsoid (37).
Example 2C: $n=1, \Lambda=I_{N}, \mathscr{V}(q)=\frac{1}{2} A q \cdot q, A:=\operatorname{diag}\left(a_{1}, \ldots, a_{N}\right)$, the C. Neumann problem We now study the motion of a point on the sphere $S^{N-1}$ under the influence of the quadratic potential $\frac{1}{2} A q \cdot q$. For $N=3$ the associated Hamilton equations were shown to be completely integrable by Carl Neumann (see [34]); for general $N$ and a study of various geometric and dynamic aspects of this problem see $[2,3,16,31,32,36,37]$.

Since $\dot{q}=-U q$, the Lagrangian of this system is

$$
\begin{equation*}
\ell(U, q)=\frac{1}{2} \dot{q}^{\top} \dot{q}-\frac{1}{2} q^{\top} A q=-\frac{1}{2} q^{\top}\left(U^{2}+A\right) q \tag{42}
\end{equation*}
$$

and hence

$$
\frac{\delta \ell}{\delta U}=\frac{1}{2}\left(q q^{\top} U+U q q^{\top}\right), \quad \frac{\delta \ell}{\delta q}=-\left(U^{2}+A\right) q+q\left(q^{\top}\left(U^{2}+A\right) q\right)
$$

Since $M:=\frac{\delta \ell}{\delta U}$, (26) implies

$$
\begin{equation*}
\dot{M}=[M, U]+\frac{1}{2}\left[U^{2}+A, q q^{\top}\right] . \tag{43}
\end{equation*}
$$

On the other hand, using the definition of $M$, we get $\dot{M} q=\frac{1}{2}\left(q q^{\top} U^{2} q+\dot{U} q-U^{2} q\right)$ which yields the equations of motion for the Neumann system

$$
\begin{equation*}
\ddot{q}=-2 \dot{M} q+q q^{\top} U^{2} q \stackrel{(43)}{=}-A q+\left(A q \cdot q-|\dot{q}|^{2}\right) q . \tag{44}
\end{equation*}
$$

Example 2D: $\Lambda=I_{N}, \mathscr{N}(Q)=\frac{1}{2}\langle\langle A Q, Q\rangle\rangle, A:=\operatorname{diag}\left(a_{1}, \ldots, a_{N}\right)$, the C. Neumann problem on Stiefel manifolds We now consider the motion of a point on the Stiefel manifold $V_{n}\left(\mathbb{R}^{N}\right)$ under the influence of the quadratic potential $\mathscr{V}(Q)=\frac{1}{2}\langle\langle A Q, Q\rangle\rangle$, where we can assume, without loss of generality, that $A=$ $\operatorname{diag}\left(a_{1}, \ldots, a_{N}\right)$. We work in the generic case when $a_{i} \neq 0$ for all $i=1, \ldots, N$.

Since $\dot{Q}=-U Q$, the Lagrangian of this system is

$$
\begin{equation*}
\ell(U, Q)=\frac{1}{2} \operatorname{Tr}\left(\dot{Q}^{\top} \dot{Q}\right)-\frac{1}{2} \operatorname{Tr}\left(Q^{\top} A Q\right)=-\frac{1}{2} \operatorname{Tr}\left(Q^{\top}\left(U^{2}+A\right) Q\right) \tag{45}
\end{equation*}
$$

and hence

$$
\frac{\delta \ell}{\delta U}=\frac{1}{2}\left(Q Q^{\top} U+U Q Q^{\top}\right), \quad \frac{\delta \ell}{\delta Q}=-\left(U^{2}+A\right) Q+Q\left(Q^{\top}\left(U^{2}+A\right) Q\right)
$$

by (33). Since $M:=\frac{\delta \ell}{\delta U}$, (26) implies

$$
\begin{equation*}
\dot{M}=[M, U]+\frac{1}{2}\left[U^{2}+A, Q Q^{\top}\right] . \tag{46}
\end{equation*}
$$

On the other hand, using the definition of $M$, we get

$$
\begin{equation*}
\dot{M} Q=\frac{1}{2}\left(Q Q^{\top} U^{2} Q+L(\dot{U} Q)-U^{2} Q\right) \tag{47}
\end{equation*}
$$

where $L(X):=\left(I_{N}+Q Q^{\top}\right) X$, for $X \in \operatorname{Mat}(N \times n)$ (see (40)). Using (47), (46), and $2 M=Q Q^{\top} U+U Q Q^{\top}$, we get $L(\ddot{Q})=L\left(-\dot{U} Q+U^{2} Q\right)=-2 Q \dot{Q}^{\top} \dot{Q}-$ $A Q+Q Q^{\top} A Q$, which yield the equations of motion for the Neumann system on $V_{n}\left(\mathbb{R}^{N}\right)$

$$
\begin{equation*}
\ddot{Q}=\left(I_{N}+Q Q^{\top}\right)^{-1}\left(-2 Q \dot{Q}^{\top} \dot{Q}-A Q+Q Q^{\top} A Q\right) . \tag{48}
\end{equation*}
$$

These equations for $A=0$ coincide with (41) and for $n=1$ with (44).

## 4 Clebsch Optimal Control Formulation for the Bloch-Iserles System

Given $N \in \mathfrak{s o}(n)$, the Bloch-Iserles system [4, 12] is the ordinary differential equation on the space $\operatorname{sym}(n)$ of $n \times n$ symmetric matrices given by

$$
\begin{equation*}
\dot{X}=\left[X^{2}, N\right], \quad X(t) \in \operatorname{sym}(n) . \tag{49}
\end{equation*}
$$

Assume that $N$ is invertible, $n=2 k$, and consider the symplectic group

$$
\begin{equation*}
S p\left(2 k, N^{-1}\right):=\left\{Q \in G L(2 k, \mathbb{R}) \mid Q^{\top} N^{-1} Q=N^{-1}\right\} \tag{50}
\end{equation*}
$$

with Lie algebra $\mathfrak{s p}\left(2 k, N^{-1}\right)=\left\{U \in \mathfrak{g l}(2 k) \mid U^{\top} N^{-1}+N^{-1} U=0\right\}$. The system (49) can be written as the Euler-Poincaré equation on $\mathfrak{s p}\left(2 k, N^{-1}\right)$ for the Lagrangian

$$
\begin{equation*}
\ell(U)=\frac{1}{2} \operatorname{Tr}\left(\left(N^{-1} U\right)^{2}\right) \tag{51}
\end{equation*}
$$

see [4]. Indeed, using the identification $\mathfrak{s p}\left(2 k, N^{-1}\right)^{*}:=\operatorname{sym}(2 k)$ with duality pairing $\langle\langle X, U\rangle\rangle=\operatorname{Tr}\left(X N^{-1} U\right)$ for $X \in \operatorname{sym}(2 k)$ and $U \in \mathfrak{s p}\left(2 k, N^{-1}\right)$, we have $\delta \ell / \delta U=N^{-1} U$ and $\operatorname{ad}_{U}^{*} X=X N^{-1} U N-U X$, so the Euler-Poincaré equation $\frac{d}{d t} \frac{\delta \ell}{\delta U}=\operatorname{ad}_{U}^{*} \frac{\delta \ell}{\delta U}$ becomes $N^{-1} \dot{U}=N^{-1} U N^{-1} U N-U N^{-1} U$. Setting $X:=N^{-1} U$, we recover (49). As a consequence, (49) describes left invariant geodesics on the Lie group (50).

When $N$ is not invertible, then (49) describes left invariant geodesics on the Jacobi group and its generalizations; see [23].

### 4.1 Clebsch Optimal Control Formulation

Assume that $N$ is invertible and consider the right action of the group $\operatorname{Sp}\left(2 k, N^{-1}\right)$ by multiplication on $\operatorname{GL}(2 k, \mathbb{R})$. Consider the cost function $\ell: \mathfrak{s p}\left(2 k, N^{-1}\right) \rightarrow \mathbb{R}$ given in (51). The associated Clebsch optimal control problem is

$$
\min \int_{0}^{T} \ell(U) d t, \quad \text { subject to } \quad \dot{Q}=Q U, \quad Q(0)=Q_{0}, \quad Q(T)=Q_{T}
$$

Conditions (2) read

$$
\begin{equation*}
\frac{\delta \ell}{\delta U}=\mathbf{J}(Q, P)=\frac{1}{2}\left(P^{\top} Q N+(Q N)^{\top} P\right), \quad \dot{Q}=Q U, \quad \dot{P}=-P U^{\top}, \tag{52}
\end{equation*}
$$

with respect to the duality pairing $\langle P, V\rangle:=\operatorname{Tr}\left(P^{\top} V\right)$, for $V \in T_{Q} G L(2 k, \mathbb{R})$ and $P \in T^{*} G L(2 k, \mathbb{R})$. This optimal control problem falls into the setting studied in Sect. 2.3.

By Theorem 1, if $Q, P$ satisfy the last two equations in (52), then $X=\frac{\delta \ell}{\delta U}$ verifies the Bloch-Iserles equations (49). Let's check this directly. We compute

$$
\begin{aligned}
2 \dot{X} & =2 N^{-1} \dot{U}=\frac{d}{d t}\left(P^{\top} Q N-N Q^{\top} P\right) \\
& \stackrel{(52)}{=}-U P^{\top} Q N+P^{\top} Q U N-N U^{\top} Q^{\top} P+N Q^{\top} P U^{\top} \\
& =-U\left(P^{\top} Q N-N Q^{\top} P\right)+\left(P^{\top} Q N-N Q^{\top} P\right) N^{-1} U N \\
& =2\left(X N^{-1} U N-U X\right)=2\left[X^{2}, N\right]
\end{aligned}
$$

since $U=N X$, as stated.
This approach generalizes to the right action of $\operatorname{Sp}\left(2 k, N^{-1}\right)$ on $\mathfrak{g l}(2 k, \mathbb{R})$ or, more generally, on the space $\operatorname{Mat}(n \times 2 k)$ of rectangular $n \times 2 k$ matrices.

Note that (49) is equivalent to the following Lax equation with parameter

$$
\begin{equation*}
\frac{d}{d t}(X+\lambda N)=\left[X+\lambda N, N X+X N+\lambda N^{2}\right] . \tag{53}
\end{equation*}
$$

In this case, the Lax equation with parameter $\dot{L}=[L, B]$ has $L(Q, P):=$ $P^{\top} Q N-N Q^{\top} P+N \lambda$. For example, if $n=1$, i.e., $\mathbf{q} \in \mathbb{R}^{2 k}$ (seen as a row), then we have

$$
\frac{\delta \ell}{\delta U}=\frac{1}{2}(\mathbf{p} \otimes \mathbf{q} N+\mathbf{q} N \otimes \mathbf{p}) .
$$

### 4.2 Symmetric Representation of the Bloch-Iserles System

Since $U \in \mathfrak{s p}\left(2 k, N^{-1}\right)$, the last two equations in system (52) are equivalent to

$$
\dot{Q}=Q U, \quad \dot{P} N^{-1}=\left(P N^{-1}\right) U,
$$

which shows that if $U \in \mathfrak{s p}\left(2 k, N^{-1}\right)$ and the initial conditions $\left(Q(0), P(0) N^{-1}\right) \in$ $S p\left(2 k, N^{-1}\right) \times \operatorname{Sp}\left(2 k, N^{-1}\right)$, then $\left(Q(t), P(t) N^{-1}\right) \in \operatorname{Sp}\left(2 k, N^{-1}\right) \times$ $\operatorname{Sp}\left(2 k, N^{-1}\right)$.

Since $\delta \ell / \delta U=X=N^{-1} U$, the Hamiltonian $h: \operatorname{sym}(2 k) \rightarrow \mathbb{R}$ has the expression

$$
h(X):=\langle\langle X, U\rangle\rangle-\ell(U)=\frac{1}{2} \operatorname{Tr}\left(X^{2}\right) .
$$

Therefore, using (52), the Hamiltonian $H: T^{*} \mathfrak{g l}(2 k, \mathbb{R}) \rightarrow \mathbb{R}$ is

$$
\begin{equation*}
H(Q, P):=h(\mathbf{J}(Q, P))=\frac{1}{8} \operatorname{Tr}\left(\left(P^{\top} Q N-N Q^{\top} P\right)^{2}\right) \tag{54}
\end{equation*}
$$

By Theorem 1, we get the following result.
Proposition 1 Consider the canonical Hamiltonian system on $T^{*} \mathfrak{g l}(2 k, \mathbb{R})$ with the symplectic structure

$$
\begin{equation*}
\Omega_{\mathrm{can}}\left(\left(Q_{1}, P_{1}\right),\left(Q_{2}, P_{2}\right)\right)=\operatorname{Tr}\left(P_{2}^{\top} Q_{1}-P_{1}^{\top} Q_{2}\right) \tag{55}
\end{equation*}
$$

and Hamiltonian (54). Then its solutions are mapped by $\mathbf{J}: T^{*} \mathfrak{g l}(2 k, \mathbb{R}) \rightarrow$ $\operatorname{sym}(2 k)$ to integral curves of the Bloch-Iserles system (49). The flow generated by (54) preserves the submanifold $\left\{(Q, P) \in \mathfrak{g l}(2 k, \mathbb{R}) \times \mathfrak{g l}(2 k, \mathbb{R}) \mid Q, P N^{-1} \in\right.$ $\left.\operatorname{Sp}\left(2 k, N^{-1}\right)\right\}$.

## 5 Clebsch Optimal Control Formulation for the Finite Toda Lattice

Consider a complex semisimple Lie algebra $\mathfrak{g}^{\mathbb{C}}$, its split normal real form $\mathfrak{g}$, and the decomposition $\mathfrak{g}=\mathfrak{b}_{-} \oplus \mathfrak{k}$, where $\mathfrak{k}$ is the compact normal Lie algebra and $\mathfrak{b}_{-}$a Borel Lie subalgebra (we follow the notations of [10]).

Let us quickly recall how the full Toda equation can be viewed as the EulerPoincaré equation on the Lie algebra $\mathfrak{b}_{-}$for the Lagrangian $\ell(U)=\frac{1}{2} \kappa(U, U)$, with $\kappa$ the Killing form. If we identify the dual Lie algebra as $\left(\mathfrak{b}_{-}\right)^{*}=\mathfrak{k}^{\perp}$ by using $\kappa$, we have $\delta \ell / \delta U=\pi_{\mathfrak{k}^{\perp}}(U)$ and $\operatorname{ad}_{U}^{*} \mu=-\pi_{\mathfrak{k}^{\perp}}([U, \mu])$, so the Euler-Poincaré equation reads

$$
\begin{equation*}
\pi_{\mathfrak{k}^{\perp}}(\dot{U})=-\pi_{\mathfrak{k}^{\perp}}\left(\left[U, \pi_{\mathfrak{k}^{\perp}}(U)\right]\right) \tag{56}
\end{equation*}
$$

Note that $\left.\left(\pi_{\mathfrak{b}_{-}}\right)\right|_{\mathfrak{k} \perp}: \mathfrak{k}^{\perp} \rightarrow \mathfrak{b}_{-}$is an isomorphism with inverse $\left.\left(\pi_{\mathfrak{k}^{\perp}}\right)\right|_{\mathfrak{b}_{-}}: \mathfrak{b}_{-} \rightarrow \mathfrak{k}^{\perp}$. We can rewrite the right hand side as

$$
\begin{aligned}
\pi_{\mathfrak{k}^{\perp}}\left(\left[U, \pi_{\mathfrak{k}^{\perp}}(U)\right]\right) & =\pi_{\mathfrak{k}^{\perp}}\left(\left[\pi_{\mathfrak{b}_{-}} \pi_{\mathfrak{k}^{\perp}}(U), \pi_{\mathfrak{k}^{\perp}}(U)\right]\right) \\
& =\pi_{\mathfrak{k}^{\perp}}\left(\left[\pi_{\mathfrak{k}^{\perp}}(U)-\pi_{\mathfrak{k}} \pi_{\mathfrak{k}^{\perp}}(U), \pi_{\mathfrak{k}^{\perp}}(U)\right]\right) \\
& =-\pi_{\mathfrak{k}^{\perp}}\left(\left[\pi_{\mathfrak{k}} \pi_{\mathfrak{k}^{\perp}}(U), \pi_{\mathfrak{k}^{\perp}}(U)\right]\right) \\
& =-\left[\pi_{\mathfrak{k}} \pi_{\mathfrak{k}^{\perp}}(U), \pi_{\mathfrak{k}^{\perp}}(U)\right],
\end{aligned}
$$

so defining $\mu:=\pi_{\mathfrak{k} \perp}(U)$, by using the isomorphism $\left.\left(\pi_{\mathfrak{b}_{-}}\right)\right|_{\mathfrak{k} \perp}: \mathfrak{k}^{\perp} \rightarrow \mathfrak{b}_{-}$, we can rewrite (56) as

$$
\dot{\mu}=\left[\pi_{\mathfrak{k}}(\mu), \mu\right],
$$

which is the full Toda equation.

### 5.1 Clebsch Optimal Control Formulation for $A_{r}$-Toda Lattice

We first study to the $A_{r}$-Toda system. In this case, $B_{-}$is the group of lower triangular $(r+1) \times(r+1)$ matrices with determinant 1 and strictly positive diagonal elements; $\mathfrak{b}_{-}$is the Lie algebra of lower triangular traceless matrices; $\mathfrak{k}$ is the Lie algebra of skew-symmetric matrices; $\mathfrak{b} \perp$ consists of strictly lower triangular matrices; and $\mathfrak{k}^{\perp}$ consists of symmetric traceless matrices. Given $U \in$ $\mathfrak{g}=\mathfrak{s l}(r+1, \mathbb{R})$, we have

$$
\pi_{\mathfrak{b}_{-}}(U)=U_{-}+U_{+}^{\top}+U_{0}, \quad \pi_{\mathfrak{k}}(U)=U_{+}-U_{+}^{\top},
$$

where the indices $\pm$ and 0 on the matrices denote the strictly upper, lower, and diagonal part, respectively. For $X \in \mathfrak{g}^{*}=\mathfrak{s l}(r+1, \mathbb{R})$, we have

$$
\pi_{\mathfrak{b}}^{\perp}(X)=X_{-}-X_{+}^{\top}, \quad \pi_{\mathfrak{k}^{\perp}}(X)=X_{+}^{\top}+X_{0}+X_{+} .
$$

We consider the action of $B_{-}$by multiplication on the right on $S L(r+1, \mathbb{R})$ and use the duality pairing between $T S L(r+1, \mathbb{R})$ and $T^{*} S L(r+1, \mathbb{R})$ given by the bi-invariant extension of the Killing form. For $P, V \in T_{Q} S L(r+1, \mathbb{R})$, we have $\langle P, V\rangle:=\operatorname{Tr}\left(Q^{-1} P Q^{-1} V\right)$. With respect to this pairing, the momentum map is

$$
\mathbf{J}: T S L(r+1, \mathbb{R}) \rightarrow \mathfrak{k}^{\perp}, \quad \mathbf{J}(Q, P)=\pi_{\mathfrak{k} \perp}\left(Q^{-1} P\right)
$$

The associated Clebsch optimal control problem, with cost function $\ell(U)=$ $\frac{1}{2} \kappa(U, U)$, yields (see (2)),

$$
\begin{equation*}
\dot{Q}=Q U, \quad \dot{P}=P U, \quad \pi_{\mathfrak{k}^{\perp}}(U)=\pi_{\mathfrak{k}^{\perp}}\left(Q^{-1} P\right) . \tag{57}
\end{equation*}
$$

The first two equations represent the symmetric representation of the $A_{r}$ - Toda lattice. In particular, the solution curve $(Q(t), P(t))$ preserves $B_{-} \times B_{-}$similarly to the rigid body case.

### 5.2 Clebsch Optimal Control Formulation for the Toda Lattice Associated to an Arbitrary Dynkin Diagram

For the general Toda system, we let $B_{-}$act on the right on $G$ (the connected Lie group underlying the split normal real form). We identify $T^{*} G$ with $T G$ by using the bi-invariant duality pairing $\langle,\rangle_{\kappa}$ induced by $\kappa$.

In this case, the momentum map is given by

$$
\mathbf{J}: T^{*} G=T G \rightarrow \mathfrak{k}^{\perp}, \quad \mathbf{J}\left(\alpha_{Q}\right)=\pi_{\mathfrak{k}^{\perp}}\left(T L_{Q^{-1}} \alpha_{Q}\right)
$$

where we have $\alpha_{Q} \in T_{Q} G=T_{Q}^{*} G$. Indeed,

$$
\begin{aligned}
\kappa\left(\mathbf{J}\left(\alpha_{Q}\right), U\right) & =\left\langle\alpha_{Q}, T L_{Q} U\right\rangle_{\kappa}=\left\langle T L_{Q^{-1}} \alpha_{Q}, U\right\rangle_{\kappa}=\kappa\left(T L_{Q^{-1}} \alpha_{Q}, U\right) \\
& =\kappa\left(\pi_{\mathfrak{k}^{\perp}}\left(T L_{Q^{-1}} \alpha_{Q}\right), U\right) .
\end{aligned}
$$

For the non exceptional cases at least, the formulas can be written more explicitly since $G$ is given by matrix groups; for $A_{r}, B_{r}, C_{r}, D_{r}$ we have:

$$
G=S L(r-1, \mathbb{R}), \quad G=S O(r+1, r), \quad G=S p(2 r, \mathbb{R}), \quad G=S O(r, r)
$$

and the Killing form is given by a multiple of the trace: $\kappa(X, U)=c \operatorname{Tr}(X U)$. In this case, the momentum map reads $\mathbf{J}(Q, P)=\pi_{\mathfrak{k}^{\perp}}\left(Q^{-1} P\right)$. We note that since $P \in T_{Q} G$, we have $Q^{-1} P \in \mathfrak{g}$, so $\pi_{\mathfrak{k}^{\perp}}\left(Q^{-1} P\right)$ is well-defined.

The associated Clebsch optimal control problem with cost function $\ell(U)=$ $\frac{1}{2} \kappa(U, U)$ yields the same equations as in (57), understood now in the general sense of $A_{r}, B_{r}, C_{r}, D_{r}$. The first two equations being the symmetric representation of the Toda equations. From these conditions, one directly obtains:

$$
\begin{aligned}
\frac{d}{d t} \pi_{\mathfrak{k}^{\perp}}\left(Q^{-1} P\right) & =\pi_{\mathfrak{k}^{\perp}}\left(-Q^{-1} \dot{Q} Q^{-1} P+Q^{-1} \dot{P}\right)=\pi_{\mathfrak{k}^{\perp}}\left(-U Q^{-1} P+Q^{-1} P U\right) \\
& =-\pi_{\mathfrak{k}^{\perp}}\left(\left[U, Q^{-1} P\right]\right)=-\pi_{\mathfrak{k}^{\perp}}\left(\left[U, \pi_{\mathfrak{k}^{\perp}}\left(Q^{-1} P\right)+\pi_{\mathfrak{b}^{\perp}}\left(Q^{-1} P\right)\right]\right) \\
& =-\pi_{\mathfrak{k}^{\perp}}\left(\left[U, \pi_{\mathfrak{k}^{\perp}}\left(Q^{-1} P\right)\right]=-\pi_{\mathfrak{k}^{\perp}}\left(\left[U, \pi_{\mathfrak{k}^{\perp}}(U)\right],\right.\right.
\end{aligned}
$$

which is the full Toda equation in Euler-Poincaré form (56).
As earlier, the solution curve $(Q(t), P(t))$ preserves the set $B_{-} \times B_{-}$.

## 6 Discrete Models

### 6.1 The Symmetric Representation of the Discrete Rigid Body

The Clebsch approach leads to a natural symmetric representation of the discrete rigid body equations of Moser and Veselov [33]. We now define the symmetric representation of the discrete rigid body equations as follows (see [7]):

$$
\begin{equation*}
Q_{k+1}=-U_{k} Q_{k} ; \quad P_{k+1}=-U_{k} P_{k} \tag{58}
\end{equation*}
$$

where $U_{k} \in S O(N)$ is defined by

$$
\begin{equation*}
\Lambda U_{k}-U_{k}^{\top} \Lambda=Q_{k} P_{k}^{\top}-P_{k} Q_{k}^{\top} \tag{59}
\end{equation*}
$$

We will write this as

$$
\begin{equation*}
J_{D} U_{k}=Q_{k} P_{k}^{\top}-P_{k}^{\top} Q_{k}^{\top} \tag{60}
\end{equation*}
$$

where $J_{D}: S O(N) \rightarrow \mathfrak{s o}(N)$ (the discrete version of $J$ ) is defined by $J_{D} U=$ $\Lambda U-U^{\top} \Lambda$. Notice that the derivative of $J_{D}$ at the identity is $J$ and hence, since $J$ is invertible, $J_{D}$ is a diffeomorphism from a neighborhood of the identity in $S O(N)$ to a neighborhood of 0 in $\mathfrak{s o}(N)$. Using these equations, we have the algorithm $\left(Q_{k}, P_{k}\right) \mapsto\left(Q_{k+1}, P_{k+1}\right)$ defined by: compute $U_{k}$ from (59), compute $Q_{k+1}$ and $P_{k+1}$ using (58). Note that the update map for $Q$ and $P$ is done in parallel.

### 6.2 The Discrete Variational Problem in the Stiefel Case

The discrete variational problem on the Stiefel manifold is given by (see [9, 33])

$$
\begin{equation*}
\min _{Q_{k}} \sum_{k} \frac{1}{2}\left\langle\Lambda Q_{k+1}, Q_{k}\right\rangle, \tag{61}
\end{equation*}
$$

subject to $Q_{k}^{\top} Q_{k}=I_{n}$, i.e., $Q_{k} \in V_{n}\left(\mathbb{R}^{N}\right)$. The extremal trajectories for this discrete variational problem are given by

$$
\begin{equation*}
\Lambda Q_{k+1}+\Lambda Q_{k-1}=Q_{k} B_{k}, \quad k \in \mathbb{Z}, \tag{62}
\end{equation*}
$$

where $B_{k}=B_{k}^{\top}$ is a (symmetric) Lagrange multiplier matrix for the symmetric constraint $Q_{k}^{\top} Q_{k}=I_{n}$. Let us define $U_{k}:=-Q_{k} Q_{k-1}^{\top}$ which implies that

$$
Q_{k}=-U_{k} Q_{k-1},
$$

Then (as in [9]) the following proposition gives the discrete extremal trajectories in terms of $U_{k}$ and the discrete body momentum $M_{k}:=\Lambda U_{k}-U_{k}^{\top} \Lambda$.

Proposition 2 The extremal trajectories of the discrete variational problem (61) on the Stiefel manifold $V_{n}\left(\mathbb{R}^{N}\right)$ in terms of $\left(M_{k}, U_{k}\right)$ are given by:

$$
\begin{equation*}
M_{k+1}=U_{k} M_{k} U_{k}^{\top}+A_{k}, \tag{63}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{k}:=U_{k} \Lambda\left(I_{N}-U_{k} U_{k}^{\top}\right)-\left(I_{N}-U_{k} U_{k}^{\top}\right) \Lambda U_{k}^{\top} . \tag{64}
\end{equation*}
$$

### 6.3 Discrete Variational Problem for the Bloch-Iserles Problem

The natural optimization problem in this case is

$$
\begin{equation*}
\min _{U_{k}} \sum_{k} \frac{1}{2}\left\langle N^{-1} U_{k}, N^{-1} U_{k}\right\rangle, \tag{65}
\end{equation*}
$$

subject to $Q_{k+1}=Q_{k} U_{k}$.
Here, as in the smooth case

$$
\begin{equation*}
\left\{Q_{k} \in G L(2 k, \mathbb{R}) \mid Q_{k}^{\top} N^{-1} Q_{k}=N^{-1}\right\} . \tag{66}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
Q_{k}^{\top} N^{-1} Q_{k+1}=N^{-1} U_{k} \tag{67}
\end{equation*}
$$

and hence the optimization problem may be reformulated as

$$
\begin{equation*}
\min _{Q_{k}} \sum_{k} \frac{1}{2}\left\langle Q_{k}^{\top} N^{-1} Q_{k+1}, Q_{k}^{\top} N^{-1} Q_{k+1}\right\rangle, \tag{68}
\end{equation*}
$$

subject to

$$
\begin{equation*}
Q_{k}^{\top} N^{-1} Q_{k}=N^{-1} \tag{69}
\end{equation*}
$$

Choosing a skew symmetric matrix $B_{k}$ of Lagrange multipliers we see that the relevant equations take the form

$$
\begin{equation*}
N^{-1} Q_{k+1} Q_{k+1} N^{-1} Q_{k}+N^{-1} Q_{k-1} Q_{k-1} N^{-1} Q_{k}+N^{-1} Q_{k} B_{k}=0 \tag{70}
\end{equation*}
$$

This gives a natural analogue of the Moser Veselov equations which we will analyze further in a future publication.
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# The Geometry of Characters of Hopf Algebras 

Geir Bogfjellmo and Alexander Schmeding


#### Abstract

Character groups of Hopf algebras appear in a variety of mathematical contexts. For example, they arise in non-commutative geometry, renormalisation of quantum field theory, numerical analysis and the theory of regularity structures for stochastic partial differential equations. A Hopf algebra is a structure that is simultaneously a (unital, associative) algebra, and a (counital, coassociative) coalgebra that is also equipped with an antiautomorphism known as the antipode, satisfying a certain property. In the contexts of these applications, the Hopf algebras often encode combinatorial structures and serve as a bookkeeping device. Several species of "series expansions" can then be described as algebra morphisms from a Hopf algebra to a commutative algebra. Examples include ordinary Taylor series, B-series, arising in the study of ordinary differential equations, Fliess series, arising from control theory and rough paths, arising in the theory of stochastic ordinary equations and partial differential equations. These ideas are the fundamental link connecting Hopf algebras and their character groups to the topics of the Abelsymposium 2016 on "Computation and Combinatorics in Dynamics, Stochastics and Control". In this note we will explain some of these connections, review constructions for Lie group and topological structures for character groups and provide some new results for character groups.


Character groups of Hopf algebras appear in a variety of mathematical contexts. For example, they arise in non-commutative geometry, renormalisation of quantum field theory [14], numerical analysis [10] and the theory of regularity structures

[^8]for stochastic partial differential equations [25]. A Hopf algebra is a structure that is simultaneously a (unital, associative) algebra, and a (counital, coassociative) coalgebra that is also equipped with an antiautomorphism known as the antipode, satisfying a certain property. In the contexts of these applications, the Hopf algebras often encode combinatorial structures and serve as a bookkeeping device.

Several species of "series expansions" can then be described as algebra morphisms from a Hopf algebra $\mathscr{H}$ to a commutative algebra $B$. Examples include ordinary Taylor series, B-series, arising in the study of ordinary differential equations, Fliess series, arising from control theory and rough paths, arising in the theory of stochastic ordinary equations and partial differential equations. An important fact about such algebraic objects is that, if $B$ is commutative, the set of algebra morphisms $\operatorname{Alg}(\mathscr{H}, B)$, also called characters, forms a group with product given by convolution

$$
a * b=m_{B} \circ(a \otimes b) \circ \Delta_{\mathscr{H}} .
$$

These ideas are the fundamental link connecting Hopf algebras and their character groups to the topics of the Abelsymposium 2016 on "Computation and Combinatorics in Dynamics, Stochastics and Control". In this note we will explain some of these connections, review constructions for Lie group and topological structures for character groups and provide some new results for character groups.

Topological and manifold structures on these groups are important to applications in the various fields outlined above. In many places in the literature the character group is viewed as "an infinite dimensional Lie group" and one is interested in solving differential equations on these infinite-dimensional spaces (we refer to [6] for a more detailed discussion and further references). This is due to the fact that the character group admits an associated Lie algebra, the Lie algebra of infinitesimal characters ${ }^{1}$
$\mathfrak{g}(\mathscr{H}, B):=\left\{\phi \in \operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B) \mid \phi(x y)=\phi(x) \varepsilon_{\mathscr{H}}(y)+\varepsilon_{\mathscr{H}}(x) \phi(y), \forall x, y \in \mathscr{H}\right\}$,
whose Lie bracket is given by the commutator bracket with respect to convolution. As was shown in [5], character groups of a large class of Hopf algebras are infinitedimensional Lie groups. Note however, that in ibid. it was also shown that not every character group can be endowed with an infinite-dimensional Lie group structure. In this note we extend these results to a larger class Hopf algebras. To this end, recall that a topological algebra is a continuous inverse algebra (or CIA for short) if the set of invertible elements is open and inversion is continuous on this set (e.g. a Banach algebra). Then we prove the following theorem.

[^9]Theorem A Let $\mathscr{H}=\oplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{n}$ be a graded Hopf algebra such that $\operatorname{dim} \mathscr{H}_{0}<\infty$ and B be a commutative CIA. Then $\mathscr{G}(\mathscr{H}, B)$ is an infinite-dimensional Lie group whose Lie algebra is $\mathfrak{g}(\mathscr{H}, B)$.

As already mentioned, in applications one is interested in solving differential equations on character groups (see e.g. [42] and compare [6]). These differential equations turn out to be a special class of equations appearing in infinitedimensional Lie theory in the guise of regularity for Lie groups. To understand this and our results, we recall this concept now for the readers convenience.

Regularity (in the sense of Milnor) Let $G$ be a Lie group modelled on a locally convex space, with identity element $e$, and $r \in \mathbb{N}_{0} \cup\{\infty\}$. We use the tangent map of the left translation $\lambda_{g}: G \rightarrow G, x \mapsto g x$ by $g \in G$ to define $g . v:=T_{e} \lambda_{g}(v) \in T_{g} G$ for $v \in T_{e}(G)=: \mathbf{L}(G)$. Following [20], $G$ is called $C^{r}$-semiregular if for each $C^{r}$-curve $\gamma:[0,1] \rightarrow \mathbf{L}(G)$ the initial value problem

$$
\left\{\begin{array}{l}
\eta^{\prime}(t)=\eta(t) \cdot \gamma(t) \\
\eta(0)=e
\end{array}\right.
$$

has a (necessarily unique) $C^{r+1}$-solution $\operatorname{Evol}(\gamma):=\eta:[0,1] \rightarrow G$. If furthermore the map

$$
\text { evol: } C^{r}([0,1], \mathbf{L}(G)) \rightarrow G, \quad \gamma \mapsto \operatorname{Evol}(\gamma)(1)
$$

is smooth, $G$ is called $C^{r}$-regular. ${ }^{2}$ If $G$ is $C^{r}$-regular and $r \leq s$, then $G$ is also $C^{s}$-regular. A $C^{\infty}$-regular Lie group $G$ is called regular (in the sense of Milnor) - a property first defined in [40]. Every finite-dimensional Lie group is $C^{0}$-regular (cf. [43]). In the context of this paper our results on regularity for character groups of Hopf algebras subsume the following theorem.

Theorem B Let $\mathscr{H}=\oplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{n}$ be a graded Hopf algebra such that $\operatorname{dim} \mathscr{H}_{0}<\infty$ and $B$ be a sequentially complete commutative CIA. Then $\mathscr{G}(\mathscr{H}, B)$ is $C^{0}$-regular.

Recently, also an even stronger notion regularity called measurable regularity has been considered [19]. For a Lie group this stronger condition induces many Lie theoretic properties (e.g. validity of the Trotter product formula). In this setting, $L^{1}-$ regularity means that one can solve the above differential equations for absolutely continuous functions (whose derivatives are $L^{1}$-functions). A detailed discussion of these properties can be found in [19]. However, we will sketch in Remark 19 a proof for the following proposition.

[^10]Proposition C Let $\mathscr{H}=\oplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{n}$ be a graded Hopf algebra with $\operatorname{dim} \mathscr{H}_{0}<\infty$ which is of countable dimension, e.g. $\mathscr{H}$ is of finite type. Then for any commutative Banach algebra B, the group $\mathscr{G}(\mathscr{H}, B)$ is $L^{1}$-regular.

One example of a Hopf algebra whose group of characters represent a series expansion is the Connes-Kreimer Hopf algebra or Hopf algebra of rooted trees $\mathscr{H}_{\text {CK }}$.

Brouder [10] established a very concrete link between $\mathscr{H}_{\mathrm{CK}}$ and B-series. B -series, due to Butcher [12], constitute an algebraic structure for the study of integrators for ordinary differential equations. In this context, the group of characters $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$ is known as the Butcher group. The original idea was to isolate the numerical integrator from the concrete differential equation, and even from the surrounding space (assuming only that it is affine), thus enabling a study of the integrator an sich.

Another example connecting character groups to series expansions arises in the theory of regularity structures for stochastic partial differential equations (SPDEs) [11, 25]. In this theory one studies singular SPDEs, such as the continuous parabolic Anderson model (PAM, cf. the monograph [33]) formally given by

$$
\left.\left(\frac{\partial}{\partial t}-\Delta\right) u(t, x)=u(t, x) \zeta(x) \quad(t, x) \in\right] 0, \infty\left[\times \mathbb{R}^{2}, \quad \zeta\right. \text { spatial white noise. }
$$

We remark that due to the distributional nature of the noise, the product and thus the equation is ill-posed in the classical sense (see [25, p. 5]). To make sense of the equation, one wants to describe a potential solution by "local Taylor expansion" with respect to reference objects built from the noise terms. The analysis of this "Taylor expansion" is quite involved, since products of noise terms are not defined. However, it is possible to obtains Hopf algebras which describe the combinatorics involved. Their $\mathbb{R}$-valued character group $\mathscr{G}$ is then part of a so called regularity structure $(\mathscr{A}, \mathscr{T}, \mathscr{G})([11$, Definition 5.1]) used in the renormalisation of the singular SPDE. See Example 25 for a discussion of the Lie group structure for these groups.

## 1 Foundations: Character Groups and Graded Algebra

In this section we recall basic concepts and explain the notation used throughout the article. Whenever in the following we talk about algebras (or coalgebras or bialgebras) we will assume that the algebra (coalgebra, bialgebra) is unital (counital or unital and counital in the bialgebra case). Further $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$ will always denote either the field of real or complex numbers (though many of the following concepts make sense over general base fields).

Definition 1 A Hopf algebra (over $\mathbb{K}$ ) $\mathscr{H}$ is a $\mathbb{K}$-bialgebra $\left(\mathscr{H}, m, \mathbb{1}_{\mathscr{H}}, \Delta, \varepsilon\right)$ equipped with an antiautomorphism $S$, called the antipode, such that the diagram

commutes.
In the diagram $u: \mathbb{K} \rightarrow \mathscr{H}, k \mapsto k \mathbb{1} \not \mathscr{H}$ is the unit map of $\mathscr{H}$, i.e. the map which sends scalars to multiples of the unit $\mathbb{1}_{\mathscr{H}} \in \mathscr{H}$. We refer to [13, 35, 37, 46] for basic information on Hopf algebras.

Let $B$ be a commutative algebra. The set of linear maps $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$ forms a new algebra with the convolution product

$$
\phi \star \psi=m_{B} \circ(\phi \otimes \psi) \Delta_{\mathscr{H}},
$$

and unit $u_{B} \circ \varepsilon_{\mathscr{H}}\left(\right.$ where $u_{B}$ is the unit map of $\left.B\right)$.
Recall that the invertible elements or units of an algebra $A$ form a group, which we denote $A^{\times}$.

Definition 2 A linear map $\phi: \mathscr{H} \rightarrow B$ is called

1. a ( $B$-valued) character if $\phi(a b)=\phi(a) \phi(b)$ for all $a, b \in \mathscr{H}$. The set of all characters is denoted $\mathscr{G}(\mathscr{H}, B)$.
2. a ( $B$-valued) infinitesimal character if $\phi(a b)=\varepsilon_{\mathscr{H}}(b) \phi(a)+\varepsilon_{\mathscr{H}}(a) \phi(b)$ for all $a, b \in \mathscr{H}$. The set of all infinitesimal characters is denoted $\mathfrak{g}(\mathscr{H}, B)$.

## Lemma 3 ([37, Proposition 21 and 22])

1. $\mathscr{G}(\mathscr{H}, B)$ is a subgroup of the group of units $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)^{\times}$. On $\mathscr{G}(\mathscr{H}, B)$, the inverse is given by

$$
\phi^{\star-1}=\phi \circ S
$$

2. $\mathfrak{g}(\mathscr{H}, B)$ is a Lie subalgebra of the commutator Lie algebra $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B),[\cdot, \cdot]$, where the bracket is given by

$$
[\phi, \psi]=\phi \star \psi-\psi \star \phi
$$

An algebraic property of characters and infinitesimal characters is that the algebraic exponential

$$
\exp ^{\star}(\phi)=\sum_{n=0}^{\infty} \frac{1}{n!} \phi^{\star n}
$$

is a map from $\mathfrak{g}(\mathscr{H}, B)$ to $\mathscr{G}(\mathscr{H}, B)$. [37, Proposition 22].
In order to study the topological aspects of characters and infinitesimal characters of Hopf algebras, we need to assume at this step that $B$ is a topological algebra, i.e., that $B$ is topological vector space and that the product in $B$ is a continuous bilinear function

$$
\mu_{B}: B \times B \rightarrow B
$$

We can then endow the space $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$ with the topology of pointwise convergence. The sets $\mathfrak{g}(\mathscr{H}, B)$ and $\mathscr{G}(\mathscr{H}, B)$ are then closed subsets of $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$, and carry the induced topologies.

Proposition 4 Let $\mathscr{H}$ be a Hopf algebra, and B a commutative, topological algebra. Endow $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$ with the topology of pointwise convergence. Then

- $\left(\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B), \star\right)$ is a topological algebra,
- $\mathscr{G}(\mathscr{H}, B)$ is a topological group,
- $\mathfrak{g}(\mathscr{H}, B)$ is a topological Lie algebra.

Proof It is sufficient to prove that $\star$ is continuous. Since $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$ is endowed with the topology of pointwise convergence, it suffices to test convergence when evaluating at an element $h \in \mathscr{H}$. Using Sweedler notation, we get $\phi \star \psi(h)=$ $\sum_{(h)} \phi\left(h_{(1)}\right) \star \psi\left(h_{(2)}\right)$ where the multiplication is carried out in $B$. As point evaluations are continuous on $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$, and multiplication is continuous in $B$, $\star$ is continuous.

The definition of $\star$ does not depend on the algebra structure of $\mathscr{H}$, only the coalgebra structure. We therefore get as a corollary:

Corollary 5 Let $C$ be a coalgebra, and $B$ a commutative, topological algebra. Then $\left(\operatorname{Hom}_{\mathbb{K}}(C, B), \star\right)$, equipped with the topology of pointwise convergence, is a topological algebra.

In Sect. 2 we will be able to state more about the topology and geometry of groups of characters, under further assumptions on $\mathscr{H}$ and $B$. In particular, we are interested in cases where $\mathscr{G}(\mathscr{H}, B)$ is an (infinite dimensional) Lie group, or a projective limit of finite dimensional Lie groups, i.e. a pro-Lie group. Both of these classes of topological groups can to some extent claim to be the generalization of finite dimensional Lie groups, and have been studied extensively for this reason (see e.g. [27, 29, 43]).

For many arguments later on gradings will be important. We recall the following basic definitions

Definition 6 Recall that a graded Hopf algebra $\mathscr{H}=\bigoplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{0}$ is a Hopf algebra together with a grading as algebra and coalgebra (i.e. $\mathscr{H}_{n} \cdot \mathscr{H}_{m} \subseteq \mathscr{H}_{n+m}$ and $\left.\Delta\left(\mathscr{H}_{n}\right) \subseteq \bigoplus_{k+l=n} \mathscr{H}_{k} \otimes \mathscr{H}_{l}\right)$. In particular, $\mathscr{H}_{0}$ becomes a Hopf subalgebra of $\mathscr{H}$.

Note that for a graded Hopf algebra $\mathscr{H}$, identifying a mapping $f: \mathscr{H} \rightarrow B$ with its components on the grading induces a natural isomorphisms of topological vector spaces (with respect to the topologies of pointwise convergence)

$$
\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)=\operatorname{Hom}_{\mathbb{K}}\left(\bigoplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{n}, B\right) \cong \prod_{n \in \mathbb{N}_{0}} \operatorname{Hom}_{\mathbb{K}}\left(\mathscr{H}_{n}, B\right)
$$

Hence $A=\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$ becomes a densely graded topological vector space (see [5, Appendix B]). We denote by $A_{n}:=\operatorname{Hom}_{\mathbb{K}}\left(\mathscr{H}_{n}, B\right)$ the parts of the dense grading. Note that $A_{0}$ becomes a locally convex subalgebra of $A$ by definition of the grading.

## 2 Geometry of Groups of Characters

In this section, we review results on geometry, topology and Lie theory for character groups of Hopf algebras $\mathscr{G}(\mathscr{H}, B)$. Further, in Sect. 2.1 we prove a new result which establishes a Lie group structure for character groups of non-connected Hopf algebras.

In general, the existence of a Lie group structure on the character group of a Hopf algebra $\mathscr{H}$ depends on structural properties of the underlying Hopf algebra (e.g. we need graded and connected Hopf algebras), the table below provides an overview of the topological and differentiable structures related to these additional assumptions (See Fig. 1).

In general, the character group need not admit a Lie group structure as was shown in [5, Example 4.11]. There we exhibited a character group of the group algebra of an abelian group of infinite rank which can not be a Lie group.

Remark 7 If the target algebra $B$ is a weakly complete algebra, e.g. a finite dimensional algebra, the character group $\mathscr{G}(\mathscr{H}, B)$ is always a projective limit of finite-dimensional Lie groups. In [5, Theorem 5.6] we have proved that for an arbitrary Hopf algebra $\mathscr{H}$ and $B$ a weakly complete algebra, $\mathscr{G}(\mathscr{H}, B)$ is a special

| Hopf algebra $\mathscr{H}$ | commutative algebra $B$ | Structure on $\mathscr{G}(\mathscr{H}, B)$ |
| :---: | :---: | :---: |
| arbitrary | weakly complete | pro-Lie group (cf. Remark 7) |
| graded and dim $\mathscr{H}_{0}<\infty$ | continuous inverse algebra |  |
| co-dim. Lie group (Section 2.1) |  |  |
| graded and connected | locally convex algebra | $\infty$-dim. Lie group (Section 2.2) |

Fig. 1 Overview of topological and Lie group structures on character groups of Hopf algebras
kind of topological group, a so called pro-Lie group (see the survey [29]). A pro-Lie group is closely connected to its pro-Lie algebra which turns out to be isomorphic to $\mathfrak{g}(\mathscr{H}, B)$ for the pro-Lie group $\mathscr{G}(\mathscr{H}, B)$. Although pro-Lie groups do not in general admit a differentiable structure, a surprising amount of Lie theoretic properties carries over to pro-Lie groups (we refer to the monograph [27] for a detailed account).

Often the character group of a Hopf algebra will have more structure than a topological group. As we will see in the next example character groups often carry Lie group structures.

Example 8 Let $G$ be a compact Lie group. Then we consider the set $\mathscr{R}(G)$ of representative functions, i.e. continuous functions $f: G \rightarrow \mathbb{R}$ such that the set of right translates $R_{x} f: G \rightarrow \mathbb{R}, R_{x} f(y)=f(y x)$ generates a finite-dimensional subspace of $C(G, \mathbb{R})$, cf. [28, Chapter 3] or [13, Section 3] for more information and examples.

Using the group structure of $G$ and the algebra structure induced by $C(G, \mathbb{R})$ (pointwise multiplication), $\mathscr{R}(G)$ becomes a Hopf algebra (see [23, pp. 42-43]). Following Remark 7, we know that $\mathscr{G}(\mathscr{R}(G), \mathbb{R})$ becomes a topological group.

It follows from Tannaka-Krein duality that as compact groups $\mathscr{G}(\mathscr{R}(G), \mathbb{R}) \cong G$, whence $\mathscr{G}(\mathscr{R}(G), \mathbb{R})$ inherits a posteriori a Lie group structure [23, Theorem 1.30 and 1.31]. ${ }^{3}$ Observe that the Lie group structure induced on $\mathscr{G}(\mathscr{R}(G), \mathbb{R})$ via Tannaka-Krein duality coincides with the ones discussed in Sects. 2.1 and 2.2 (when these results are applicable to the Hopf algebra of representative functions).

Example 9 (The Butcher group) Let $\mathscr{T}$ denote the set of rooted trees, and $\mathscr{H}_{\mathrm{CK}}=\langle\langle\mathscr{T}\rangle$ the free commutative algebra generated by $\mathscr{T}$. The Grossman-Larson coproduct is defined on trees as

$$
\Delta(\tau)=\tau \otimes \mathbb{1}+\sum_{\sigma}(\tau \backslash \sigma) \otimes \sigma
$$

where the sum goes over all connected subsets $\sigma$ of $\tau$ containing the root. Together with the algebra structure, The Grossman-Larson coproduct defines a graded, connected bialgebra structure on $\mathscr{H}_{\mathrm{CK}}$, and therefore also a Hopf algebra structure.

The characters $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$ are the algebra morphisms $\operatorname{Hom}_{\mathrm{Alg}}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$. Clearly, we can identify

$$
\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right) \simeq \mathbb{R}^{\mathscr{T}}
$$

[^11]In numerical analysis, the character group $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$ is known as the Butcher group [12,24]. This group is closely connected to a class of numerical integrators for ordinary differential equations. Namely, we let $\dot{y}=f(y)$ be an autonomous ordinary differential equation on an affine space $E$. Many numerical integrators ${ }^{4}$ can be expanded in terms of the elementary differentials of the vector field $f$, i.e. as a series

$$
\begin{equation*}
y_{n+1}=y_{n}+a(\bullet) h f\left(y_{n}\right)+a(\bullet) h^{2} f^{\prime} f\left(y_{n}\right)+\cdots \tag{1}
\end{equation*}
$$

The elementary differentials are in a natural one-to-one correlation with $\mathscr{T}$, and the series (1) thus defines an element in $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$. The crucial observation is that, (after a suitable scaling,) the convolution product in $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$ corresponds to the composition of numerical integrators.

In the following, it will be established that $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$ is a $\mathbb{R}$-analytic, $C^{0}$-regular Fréchet Lie group as well as a pro-Lie group. See [5, 8] for further details on the Lie group structure of $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$.

However, in some sense, the Butcher group $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$ is too big to properly analyze numerical integrators. For every numerical integrator, the coefficients $a: \mathscr{T} \rightarrow \mathbb{R}$ satisfy a growth bound $|a(\tau)| \leq C K^{|\tau|}$. Elements of $\mathscr{G}\left(\mathscr{H}_{\mathrm{CK}}, \mathbb{R}\right)$ satisfying such growth bounds form a subgroup, and even a Lie subgroup. However, the modelling space now becomes a Silva space. ${ }^{5}$ This group is studied in the article [7].

In the next section we begin with establishing general results on the infinitedimensional Lie group structure of Hopf algebra character groups. These manifolds will in general be modelled on spaces which are more general then Banach spaces. Thus the usual differential calculus has to be replaced by the so called Bastiani calculus (see [2], i.e. differentiability means existence and continuity of directional derivatives). For the readers convenience, Appendix 3 contains a brief recollection of this calculus.

### 2.1 Character Groups for $\mathscr{H}$ Graded with Finite Dimensional $\mathscr{H}_{0}$ and $B$ a Continuous Inverse Algebra

In this section we consider graded but not necessarily connected Hopf algebras. In general, character groups of non-connected Hopf algebras do not admit a Lie group structure. Recall from example from [5, Example 4.11 (b)] that the character group

[^12]of the group algebra of an infinite-group does in general not admit a Lie group structure. However, if the Hopf algebra is not too far removed from being connected (i.e. the 0 -degree subspace $\mathscr{H}_{0}$ is finite-dimensional) and the target algebra is at least a continuous inverse algebra, we can prove that the character group $\mathscr{G}(\mathscr{H}, B)$ is an infinite-dimensional Lie group. This result is new and generalises [5] where only character groups of graded and connected Hopf algebras were treated (albeit the target algebra in the graded connected case may be a locally convex algebra).
2.1 Let $(A, \cdot)$ be a (real or complex) locally convex algebra (i.e. the locally convex topology of $A$ makes the algebra product jointly continuous). We call ( $A, \cdot$ ) continuous inverse algebra (or CIA for short) if its unit group $A^{\times}$is open and inversion $A^{\times} \rightarrow A, a \mapsto a^{-1}$ is continuous.

The class of locally convex algebras which are CIAs are of particular interest to infinite-dimensional Lie theory as their unit groups are in a natural way (analytic) Lie groups (see [16, 21]).

Before we establish the structural result, we have to construct an auxiliary Lie group structure in which we can realise the character group as subgroup. To construct the auxiliary Lie group, we can dispense with the Hopf algebra structure and consider only (graded) coalgebras at the moment. The authors are indebted to K.-H. Neeb for providing a key argument in the proof of the following Lemma.

Lemma 10 Let $(C, \Delta)$ be a finite-dimensional coalgebra and B be a CIA. Then $\left(\operatorname{Hom}_{\mathbb{K}}(C, B), \star\right)$ is a CIA.

Proof Consider the algebra $\left(A:=\operatorname{Hom}_{\mathbb{K}}(C, \mathbb{K}), \star_{A}\right)$, where $\star_{A}$ is the convolution product. Then the algebraic tensor product $T:=B \otimes_{\mathbb{K}} A$ with the product $(b \otimes$ $\varphi) \cdot(c \otimes \psi):=b c \otimes \varphi \star_{A} \psi$ is a locally convex algebra. Since $C$ is a finitedimensional coalgebra, $A$ is a finite-dimensional algebra. Due to an argument which was communicated to the authors by K.-H. Neeb, the tensor product of a finitedimensional algebra and a CIA is again a CIA. ${ }^{6}$ Thus it suffices to prove that the linear mapping defined on the elementary tensors via

$$
\kappa: T \rightarrow \operatorname{Hom}_{\mathbb{K}}(C, B), b \otimes \varphi \mapsto(x \mapsto \varphi(x) b)
$$

is an isomorphism of unital algebras. Since $A$ is finite-dimensional, it is easy to see that $\kappa$ is an isomorphism of locally convex spaces. Thus it suffices to prove that $\kappa$ is a algebra morphism. To this end let $\varepsilon$ be the counit of $C$. We recall that $\mathbb{1}_{A}=\varepsilon$, $\mathbb{1}_{\operatorname{Hom}_{\mathbb{K}}(C, B)}=\left(x \mapsto \varepsilon(x) \cdot \mathbb{1}_{B}\right)$ and $\mathbb{1}_{T}=\mathbb{1}_{B} \otimes \mathbb{1}_{1}=\mathbb{1}_{B} \otimes \varepsilon$ are the units in $A$, $\operatorname{Hom}_{\mathbb{K}}(C, B)$ and $T$, respectively. Now $\kappa\left(\mathbb{1}_{T}\right)=\left(x \mapsto \varepsilon(x) \mathbb{1}_{B}\right)=\mathbb{1}_{\mathrm{Hom}_{\mathbb{K}}(C, B)}$, whence $\kappa$ preserves the unit.

[^13]As the elementary tensors span $T$, it suffices to establish multiplicativity of $\kappa$ on elementary tensors $b_{1} \otimes \varphi, b_{2} \otimes \psi \in T$. For $c \in C$ we use Sweedler notation to write $\Delta(c)=\sum_{(c)} c_{1} \otimes c_{2}$. Then

$$
\begin{aligned}
\kappa\left(\left(b_{1} \otimes \varphi\right) \cdot\left(b_{2} \otimes \psi\right)\right)(c) & =\kappa\left(b_{1} b_{2} \otimes \varphi \star_{A} \psi\right)(c)=\varphi \star_{A} \psi(x) b_{1} b_{2} \\
& =\sum_{(c)} \varphi\left(c_{1}\right) \psi\left(c_{2}\right) b_{1} b_{2}=\sum_{(c)}\left(\varphi\left(c_{1}\right) b_{1}\right)\left(\psi\left(c_{2}\right) b_{2}\right) \\
& =\sum_{(c)} \kappa\left(b_{1} \otimes \varphi\right)\left(c_{1}\right) \kappa\left(b_{2} \otimes \psi\right)\left(c_{2}\right) \\
& =\kappa\left(b_{1} \otimes \varphi\right) \star \kappa\left(b_{2} \otimes \psi\right)(c)
\end{aligned}
$$

shows that the mappings agree on each $c \in C$, whence $\kappa$ is multiplicative. Summing up, $\operatorname{Hom}_{\mathbb{K}}(C, B)$ is a CIA as it is isomorphic to the CIA $B \otimes A$.

Proposition $11\left(A^{\times}\right.$is a regular Lie group) Let $C=\bigoplus_{n \in \mathbb{N}_{0}} C_{n}$ be a graded coalgebra with $\operatorname{dim} C_{0}<\infty$ and $B$ be a CIA. Then $A=\left(\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B), \star\right)$ is a CIA whose unit group $A^{\times}$is Baker-Campbell-Hausdorff-Lie group (BCH-Lie group) ${ }^{7}$ with Lie algebra $(A,[i e])$, where $[i e]$ denotes the commutator bracket with respect to *.

If in addition B is Mackey complete, then A is Mackey complete and the Lie group $A^{\times}$is $C^{1}$-regular. If $B$ is even sequentially complete, so is $A$ and the Lie group $A^{\times}$ is $C^{0}$-regular. In both cases the associated evolution map is even $\mathbb{K}$-analytic and the Lie group exponential map is given by the exponential series.

Proof Recall from [5, Lemma 1.6 (c) and Lemma B.7] that the locally convex algebra $A$ is a Mackey complete CIA since $A_{0}$ is such a CIA by Lemma 10 (both CIAs are even sequentially complete if $B$ is so). Now the assertions concerning the Lie group structure of the unit group are due to Glöckner (see [16]).

To see that the Lie group $A^{\times}$is $C^{k}$-regular ( $k=1$ for Mackey complete and $k=0$ of sequentially complete CIA $B$ ), we note that the regularity of the unit group follows from the so called (GN)-property (cf. [5] and see Definition 12 below) and (Mackey) completeness of $A$. Having already established completeness, we recall from [5, Lemma 1.10] that $A$ has the (GN)-property if $A_{0}$ has the (GN)-property. Below in Lemma 13 we establish that $A_{0}$ has the (GN)-property if $B$ has the (GN)property. Now $B$ is a commutative Mackey complete CIA, whence $B$ has the (GN)property by [21, Remark 1.2 and the proof of Corollary 1.3]. Summing up, $A$ has the (GN)-property and thus [21, Proposition 4.4] asserts that $A^{\times}$is $C^{k}$-regular with analytic evolution map.

[^14]Before we can establish the (GN)-property for $A_{0}$ as in the proof of Proposition 11 we need to briefly recall this condition.

Definition 12 ((GN)-property) A locally convex algebra $A$ is said to satisfy the (GN)-property, if for every continuous seminorm $p$ on $A$, there exists a continuous seminorm $q$ and a number $M \geq 0$ such that for all $n \in \mathbb{N}$, we have the estimate:

$$
\begin{equation*}
\left\|\mu_{A}^{(n)}\right\|_{p, q}:=\sup \left\{p\left(\mu_{A}^{(n)}\left(x_{1}, \ldots, x_{n}\right)\right) \mid q\left(x_{i}\right) \leq 1,1 \leq i \leq n\right\} \leq M^{n} \tag{2}
\end{equation*}
$$

Here, $\mu_{A}^{(n)}$ is the $n$-linear map $\mu_{A}^{(n)}: \underbrace{A \times \cdots \times A}_{n \text { times }} \rightarrow A,\left(a_{1}, \ldots, a_{n}\right) \mapsto a_{1} \cdots a_{n}$.
Lemma 13 Let C be a finite-dimensional coalgebra and B be a CIA with the (GN)property. Then the following holds:

1. $\left(A:=\operatorname{Hom}_{\mathbb{K}}(C, B), \star\right)$ has the $(G N)$-property.
2. If $(B,\|\cdot\|)$ is even a Banach algebra, then $A$ is a Banach algebra.

Proof Choose a basis $e_{i}, 1 \leq i \leq d$ for $\mathscr{H}_{0}$. Identifying linear maps with the coefficients on the basis, we obtain $A=\operatorname{Hom}_{\mathbb{K}}(C, B) \cong B^{d}$ (isomorphism of topological vector spaces). For every continuous seminorm $p$ on $B$, we obtain a corresponding seminorm $p_{\infty}: A \rightarrow \mathbb{R}, \phi \mapsto \max _{1 \leq i \leq d} p\left(\phi\left(e_{i}\right)\right)$ and these seminorms form a generating set of seminorms for the locally convex algebra $A$. Let us now write the coproduct of the basis elements as

$$
\Delta\left(e_{i}\right)=\sum_{j, k} v_{i}^{j k} e_{j} \otimes e_{k}, \quad 1 \leq i \leq d \quad \text { for } v_{i}^{j k} \in \mathbb{K}
$$

To establish the properties of $A$ we need an estimate of the structural constants, whence we a constant $K:=d^{2} \max _{i, j, k}\left\{\left|v_{i}^{j k}\right|, 1\right\}$

1. It suffices to establish the (GN)-property for a set of seminorms generating the topology of $A$. Hence it suffices to consider seminorms $q_{\infty}$ induced by a continuous seminorm $q$ on $B$. Since $B$ has the (GN)-property there are a continuous seminorm $p$ on $B$ and a constant $M \geq 0$ which satisfy (2) with respect to the chosen $q$. We will now construct a constant such that (2) holds for the seminorms $q_{\infty}$ and $p_{\infty}$ taking the rôle of $q$ and $p$.
Observe that $q_{\infty}(\psi) \leq 1$ implies that $q\left(\psi\left(e_{i}\right)\right) \leq 1$ for each $1 \leq i \leq d$. Thus by choice of the constants a trivial computation shows that the constant $K M$ satisfies (2) for $q_{\infty}, p_{\infty}$ and $n=1$. We will show that this constant satisfies the inequality also for all $n>1$ and begin for the readers convenience with the case

$$
\begin{aligned}
& n=2 . \text { Thus for } \psi_{1}, \psi_{2} \in A \text { with } q_{\infty}\left(\psi_{l}\right) \leq 1, l=1,2 \text { and } 1 \leq k \leq d \text { we have } \\
& \qquad p\left(\psi_{1} \star \psi_{2}\left(e_{i}\right)\right)=p\left(\sum_{j, k} v_{i}^{j k} \psi_{1}\left(e_{j}\right) \psi_{2}\left(e_{k}\right)\right) \leq \sum_{j, k}\left|v_{i}^{j k}\right| \underbrace{p\left(\psi_{1}\left(e_{i}\right) \psi_{2}\left(e_{j}\right)\right)}_{\leq M^{2}} \\
& \\
& \leq \underbrace{K}_{\geq 1} M^{2} \leq(K M)^{2}
\end{aligned}
$$

As the estimate neither depends on $i$ nor on the choice of $\psi_{1}, \psi_{2}$ (we only used $\left.q_{\infty}\left(\psi_{l}\right) \leq 1\right), K M$ satisfies $\left\|\mu_{A}^{(2)}\right\|_{p_{\infty}, q_{\infty}} \leq(K M)^{2}$. Now for general $n \geq 2$ we choose $\psi_{l} \in A$ with $q_{\infty}\left(\psi_{l}\right) \leq 1$ and $1 \leq l \leq n$. As convolution is associative, $\psi_{1} \star \cdots \star \psi_{n}$ is obtained from applying $\psi_{1} \otimes \cdots \otimes \psi_{n}$ to the iterated coproduct $\Delta^{n}:=\operatorname{id}_{C} \otimes \Delta^{n-1}, \Delta^{1}:=\Delta$ and subjecting the result to the $n$-fold multiplication map $B \otimes B \otimes \cdots \otimes B \rightarrow B$ of the algebra $B$. Hence one obtains the formula

$$
\begin{aligned}
& p\left(\psi_{1} \star \psi_{2} \star \cdots \star \psi_{n}\left(e_{i}\right)\right) \\
\leq & \underbrace{}_{\sum_{j_{1}, k_{1}} \sum_{j_{2}, k_{2}} \cdots \sum_{j_{n-1}, k_{n-1}}} \underbrace{\left|v_{j_{1}, k_{1}}^{i}\right|\left|v_{j_{2}, k_{2}}^{k_{1}}\right| \cdots\left|v_{j_{n-1}, k_{n-2}}^{k_{n-2}}\right|}_{\leq\left(\max _{i, j, k}\left\{\left|v_{i}^{j k}\right|, 1\right\}\right)^{n-1}} p\left(\psi_{1}\left(e_{k_{1}}\right) \prod_{2 \leq r \leq n} \psi_{r}\left(e_{k_{r}}\right)\right) \\
\leq & K^{n-1} M^{n} \leq(K M)^{n} .
\end{aligned}
$$

Again the estimate does neither depend on $e_{i}$ nor on the choice of $\psi_{1}, \ldots, \psi_{n}$, whence we see that one can take $K M$ in general as a constant which satisfies (2) for $q_{\infty}$ and $p_{\infty}$. We conclude that $A$ has the (GN)-property if $B$ has the (GN)property.
2. Let now $(B,\|\cdot\|)$ be a Banach algebra, then $A \cong B^{d}$ is a Banach space with the norm $\|\phi\|_{\infty}:=\max _{1 \leq i \leq d}\left\|\phi\left(e_{i}\right)\right\|$. To prove that $A$ admits a submultiplicative norm, define the norm $\|\alpha\|_{K}:=K\|\alpha\|_{\infty}$ (for $K$ the constant chosen above). By construction $\|\cdot\|_{K}$ is equivalent to $\|\cdot\|_{\infty}$ and we will prove that $\|\cdot\|_{K}$ is submultiplicative. Consider $\alpha, \beta \in A$ and compute the norm of $\alpha \star \beta$ on a basis element

$$
\begin{aligned}
\left\|\alpha \star \beta\left(e_{i}\right)\right\| & =\left\|m_{B} \circ(\alpha \otimes \beta) \circ \Delta\left(e_{i}\right)\right\| \leq \sum_{j, k}\left|v_{i}^{j k}\right|\left\|\alpha\left(e_{j}\right) \beta\left(e_{k}\right)\right\| \\
& \leq \sum_{j, k}\left|v_{i}^{j k}\right|\left\|\alpha\left(e_{j}\right)\right\|\left\|\beta\left(e_{k}\right)\right\| \leq K\|\alpha\|_{\infty}\|\beta\|_{\infty} .
\end{aligned}
$$

In passing from the first to the second row we have used that the norm on $B$ is submultiplicative. Summing up, we obtain $\|\alpha \star \beta\|_{K} \leq\|\alpha\|_{K}\|\beta\|_{K}$ whence $A$ is a Banach algebra.

In case the Hopf algeba $\mathscr{H}$ is only of countable dimension, e.g. a Hopf algebra of finite type, and $B$ is a Banach algebra, the unit group $A^{\times}$satisfies an even stronger regularity condition.

Lemma 14 Let $C=\bigoplus_{n \in \mathbb{N}_{0}}$ be a graded coalgebra with $\operatorname{dim} C_{0}<\infty$ and $B$ be a Banach algebra. Assume in addition that $C$ is of countable dimension, then the Lie group $A^{\times}$from Proposition 11 is $L^{1}$-regular.

Proof If $C$ is of countable dimension, then $A=\operatorname{Hom}_{\mathbb{K}}(C, B)$ is a Fréchet space (as it is isomorphic as a locally convex space to a countable product of Banach spaces). Now [19, Proposition 7.5] asserts that the unit group $A^{\times}$of a continuous inverse algebra which is a Fréchet space will be $L^{1}$-regular if $A$ is locally $m$ convex. However, by the fundamental theorem for coalgebras [39, Theorem 4.12], $C=\lim _{\rightarrow} \Sigma_{n}$ is the direct limit of finite dimensional subcoalgebras. Dualising, Lemma 13 shows that $A=\lim _{\leftarrow} \operatorname{Hom}_{\mathbb{K}}\left(\Sigma_{n}, B\right)$ is the projective limit of Banach algebras. As Banach algebras are locally $m$-convex and the projective limit of a system of locally $m$-convex algebras is again locally $m$-convex (cf. e.g. [36, Chapter III, Lemma 1.1]), the statement of the Lemma follows.

To establish the following theorem we will show now that the Lie group $A^{\times}$ induces a Lie group structure on the character group of the Hopf algebra. Note that the character group is a closed subgroup of $A^{\times}$, but, contrary to the situation for finite dimensional Lie groups, closed subgroups do not automatically inherit a Lie group structure (see [43, Remark IV.3.17] for a counter example).

Theorem 15 Let $\mathscr{H}=\bigoplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{n}$ be a graded Hopf algebra with $\operatorname{dim} \mathscr{H}_{0}<\infty$. Then for any commutative CIA B, the group $\mathscr{G}(\mathscr{H}, B)$ of $B$-valued characters of $\mathscr{H}$ is a ( $\mathbb{K}$-analytic) Lie group. Furthermore, we observe the following.
(i) The Lie algebra $\mathbf{L}(\mathscr{G}(\mathscr{H}, B))$ of $\mathscr{G}(\mathscr{H}, B)$ is the Lie algebra $\mathfrak{g}(\mathscr{H}, B)$ of infinitesimal characters with the commutator bracket $[\phi, \psi]=\phi \star \psi-\psi \star \phi$.
(ii) $\mathscr{G}(\mathscr{H}, B)$ is a $B C H-L i e ~ g r o u p ~ w h i c h ~ i s ~ l o c a l l y ~ e x p o n e n t i a l, ~ i . e . ~ t h e ~ L i e ~ g r o u p ~$ exponential map $\exp : \mathfrak{g}(\mathscr{H}, B) \rightarrow \mathscr{G}(\mathscr{H}, B), x \mapsto \sum_{n=0}^{\infty} \frac{x^{\star n}}{n!}$ is a local $\mathbb{K}$ analytic diffeomorphism.

Proof Recall from Propositions 11 and 4 that $\mathscr{G}(\mathscr{H}, B)$ is a closed subgroup of the locally exponential Lie group ( $A^{\times}, \star$ ). We will now establish the Lie group structure using a well-known criterion for locally exponential Lie groups: Let $\exp _{A}$ be the Lie group exponential of $A^{\times}$and consider the subset

$$
\mathbf{L}^{e}(\mathscr{G}(\mathscr{H}, B)):=\left\{x \in \mathbf{L}\left(A^{\times}\right)=A \mid \exp _{A}(\mathbb{R} x) \subseteq \mathscr{G}(\mathscr{H}, B)\right\} .
$$

We establish in Lemma 37 that $\mathfrak{g}(\mathscr{H}, B)$ is mapped by $\exp _{A}$ to $\mathscr{G}(\mathscr{H}, B)$, whence $\mathfrak{g}(\mathscr{H}, B) \subseteq \mathbf{L}^{e}(\mathscr{G}(\mathscr{H}, B))$. To see that $\mathbf{L}^{e}(\mathscr{G}(\mathscr{H}, B))$ only contains infinitesimal characters, recall from Lemma 37 that there is an open 0 -neighborhood $\Omega \subseteq A$ such that $\exp _{A}$ maps $\mathfrak{g}(\mathscr{H}, B) \cap \Omega$ bijectively to $\exp _{A}(\Omega) \cap \mathscr{G}(\mathscr{H}, B)$. If $x \in \mathbf{L}^{e}(\mathscr{G}(\mathscr{H}, B))$ then we can pick $t>0$ so small that $t x \in \Omega$. By definition of $\mathbf{L}^{e}(\mathscr{G}(\mathscr{H}, B))$ we see that then $\exp _{A}(t x) \in \mathscr{G}(\mathscr{H}, B) \cap \exp _{A}(\Omega)$. Therefore, we must have
$t x \in \Omega \cap \mathfrak{g}(\mathscr{H}, B)$, whence $x \in \mathfrak{g}(\mathscr{H}, B)$. This entails that $\mathbf{L}^{e}(\mathscr{G}(\mathscr{H}, B))=\mathfrak{g}(\mathscr{H}, B)$ and then [43, Theorem IV.3.3] implies that $\mathscr{G}(\mathscr{H}, B)$ is a locally exponential closed Lie subgroup of $\left(A^{\times}, \star\right)$ whose Lie algebra is the Lie algebra of infinitesimal characters $\mathfrak{g}(\mathscr{H}, B)$. Moreover, since $\left(A^{\times}, \star\right)$ is a BCH-Lie group, so is $\mathscr{G}(H, B)$ (cf. [43, Definition IV.1.9]).

Note that the Lie group $\mathscr{G}(\mathscr{H}, B)$ constructed in Theorem 15 will be modelled on a Fréchet space if $\mathscr{H}$ is of countable dimension (e.g. if $\mathscr{H}$ is of finite type) and $B$ is in addition a Fréchet algebra. If $\mathscr{H}$ is even finite-dimensional and $B$ is a Banach algebra, then $\mathscr{G}(\mathscr{H}, B)$ will even be modelled on a Banach space.

## Example 16

1. The characters of a Hopf algebra of finite-type, i.e. the components $\mathscr{H}_{n}$ in the grading $\mathscr{H}=\oplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{n}$ are finite-dimensional, are infinite-dimensional Lie groups by Theorem 15. Most natural examples of Hopf algebras appearing in combinatorial contexts are of finite-type.
2. Every finite-dimensional Hopf algebra $\mathscr{H}$ can be endowed with the trivial grading $\mathscr{H}_{0}:=\mathscr{H}$. Thus Theorem 15 implies that character groups (with values in a commutative CIA) of finite-dimensional Hopf algebras (cf. [3] for a survey) are infinite-dimensional Lie groups.
3. Graded and connected Hopf algebras (see next section) appear in the ConnesKreimer theory of perturbative renormalisation of quantum field theories. However, recently in [32] it has been argued that instead of the graded and connected Hopf algebra of Feynman graphs considered traditionally (see e.g. the exposition in [14]) a non connected extension of this Hopf algebra should be used. The generalisation of the Hopf algebra then turns out to be a Hopf algebra with $\operatorname{dim} \mathscr{H}_{0}<\infty$, whence its character groups with values in a Banach algebra turn out to be infinite-dimensional Lie groups.

These classes of examples could in general not be treated by the methods developed in [5].

Remark 17 Recall that by definition of a graded Hopf algebra $\mathscr{H}=\bigoplus_{n \in \mathbb{N}_{0}} \mathscr{H}_{n}$, the Hopf algebra structure turns $\mathscr{H}_{0}$ into a sub-Hopf algebra. Therefore, we always obtain two Lie groups $\mathscr{G}(\mathscr{H}, B)$ and $\mathscr{G}\left(\mathscr{H}_{0}, B\right)$ if $\operatorname{dim} \mathscr{H}_{0}<\infty$. It is easy to see that the restriction map $q: \mathscr{G}(\mathscr{H}, B) \rightarrow \mathscr{G}\left(\mathscr{H}_{0}, B\right),\left.\phi \mapsto \phi\right|_{\mathscr{H}_{0}}$ is a morphism of Lie groups with respect to the Lie group structures from Theorem 15. Its kernel is the normal subgroup

$$
\operatorname{ker} q=\left\{\phi \in \mathscr{G}(\mathscr{H}, B)|\phi|_{\mathscr{H}_{0}}=\left.\mathbb{1}\right|_{\mathscr{H}_{0}}\right\},
$$

i.e. the group of characters which coincide with the unit on degree 0 .

We now turn to the question whether the Lie group constructed in Theorem 15 is a regular Lie group.

Theorem 18 Let $\mathscr{H}$ be a graded Hopf algebra with $\operatorname{dim} \mathscr{H}_{0}<\infty$ and $B$ be a Banach algebra. Then the Lie group $\mathscr{G}(\mathscr{H}, B)$ is $C^{0}$-regular and the associated evolution map is even a $\mathbb{K}$-analytic map.

Proof In Theorem 15 the Lie group structure on the character group was identified as a closed subgroup of the Lie group $A^{\times}$. By definition of the character group (cf. Definition (2)), $\mathscr{G}(\mathscr{H}, B)$ can be described as

$$
\mathscr{G}(\mathscr{H}, B)=\left\{\phi \in A^{\times} \mid \phi \circ m_{\mathscr{H}}=m_{B} \circ(\phi \otimes \phi)\right\}
$$

 is a Lie group morphism. Now we consider the map $\theta: A \rightarrow A_{\otimes}, \phi \mapsto m_{B} \circ$ ( $\phi \otimes \phi$ ). Observe that $\theta=\beta \circ$ diag, where $\beta$ is the continuous bilinear map (4) and diag: $A \rightarrow A \times A, \phi \mapsto(\phi, \phi)$. Since $\beta$ is smooth (as a continuous bilinear map), and the diagonal map is clearly smooth, $\theta$ is smooth. Further, (5) shows that $\theta(\phi \star \psi)=\theta(\phi) \star_{A t} \theta(\psi)$. Thus $\theta$ restricts to a Lie group morphism $\theta_{A^{\times}}: A^{\times} \rightarrow$ $A t^{\times}$.

Summing up, we see that $\mathscr{G}(\mathscr{H}, B)=\left\{\phi \in A^{\times} \mid\left(m_{\mathscr{H}}\right)^{*}(\phi)=\theta_{A^{\times}}(\phi)\right\}$. Since by Proposition 11 the Lie group $A^{\times}$is $C^{0}$-regular, the closed subgroup $\mathscr{G}(\mathscr{H}, B)$ is also $C^{0}$-regular by [20, Theorem G].

Remark 19 In Theorem 18 we have established that the character group $\mathscr{G}(\mathscr{H}, B)$ inherits the regularity properties of the ambient group of units. If the Hopf algebra $\mathscr{H}$ is in addition of countable dimension, e.g. a Hopf algebra of finite type, then Lemma 14 asserts that the ambient group of units is even $L^{1}$-regular. Unfortunately, Theorem [20, Theorem G] only deals with regularity of type $C^{k}$ for $k \in \mathbb{N}_{0} \cup\{\infty\}$. However, since $\mathscr{G}(\mathscr{H}, B)$ is a closed Lie subgroup of $\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)^{\times}$, it is easy to see that the proof of [20, Theorem G] carries over without any changes to the $L^{1}$-case. ${ }^{8}$ Hence, we can adapt the proof of Theorem 18 to obtain the following statement:

Corollary Let $\mathscr{H}$ be a graded Hopf algebra of countable dimension with dim $\mathscr{H}_{0}<$ $\infty$ and B be a Banach algebra. Then the Lie group $\mathscr{G}(\mathscr{H}, B)$ is $L^{1}$-regular.

Note that the results on $L^{1}$-regularity of character groups considerably strengthen the results which have been available for regularity of character groups (see [5]).

[^15]
### 2.2 Character Groups for a Graded and Connected Hopf Algebra $\mathscr{H}$ and B a Locally Convex Algebra

In many interesting cases, the Hopf algebra is even connected graded (i.e. $\mathscr{H}_{0}$ is onedimensional). In this case, we can weaken the assumption on $B$ to be only locally convex.

Theorem 20 ([5, Theorem 2.7]) Let $\mathscr{H}$ be a graded and connected Hopf algebra and $B$ be a locally convex algebra. Then the manifold structure induced by the global parametrisation exp: $\mathfrak{g}(\mathscr{H}, B) \rightarrow \mathscr{G}(\mathscr{H}, B), x \rightarrow \sum_{n \in \mathbb{N}_{0}} \frac{x^{\star n}}{n!}$ turns $\mathscr{G}(\mathscr{H}, B)$ into a $\mathbb{K}$-analytic Lie group.

The Lie algebra associated to this Lie group is $\mathfrak{g}(\mathscr{H}, B)$. Moreover, the Lie group exponential map is given by the real analytic diffeomorphism exp.

Remark 21 Note that Theorem 20 yields more information for the graded and connected case then the new results discussed in Sect. 2.1: In the graded and connected case, the Lie group exponential is a global diffeomorphism, whereas the theorem for the non-connected case only establishes that exp induces a diffeomorphism around the unit.

Note that the connectedness of the Hopf algebra is the important requirement here. Indeed, we can drop the assumption of an integer grading and generalise to the grading by a suitable monoid.

Definition 22 Let $M$ be a submonoid of $(\mathbb{R},+)$ with $0 \in M$. We call $M$ an index monoid if every initial segment $I_{m}:=\{n \in M \mid n \leq m\}$ is finite. Note that this forces the monoid to be at most countable.

As in the $\mathbb{N}_{0}$ graded case, we say a Hopf algebra $\mathscr{H}$ is graded by an index monoid $M$, if $\mathscr{H}=\bigoplus_{m \in M} \mathscr{H}_{m}$ and the algebra, coalgebra and antipode respect the grading in the usual sense.

Example 23 The monoid ( $\mathbb{N}_{0},+$ ) is an index monoid.
A source for (more interesting) index monoids is Hairer's theory of regularity structures for locally subcritical semilinear stochastic partial differential equations [25, Section 8.1] (cf. in particular [25, Lemma 8.10] and see Example 25 below).

Note that the crucial property of an index monoid is the finiteness of initial segments. This property allows one to define the functional calculus used in the proof of [5, Theorem B] to this slightly more general setting. Changing only trivial details in the proof of loc.cit., one immediately deduces that the statement of Theorem 20 generalises from an $\mathbb{N}_{0}$-grading to the more general situation

Corollary 24 Let $\mathscr{H}=\bigoplus_{m \in M} \mathscr{H}_{m}$ be a graded and connected Hopf algebra graded by an index monoid $M, B$ a sequentially complete locally convex algebra. Then the manifold structure induced by exp: $\mathfrak{g}(\mathscr{H}, B) \rightarrow \mathscr{G}(\mathscr{H}, B), x \mapsto$ $\sum_{n \in \mathbb{N}_{0}} \frac{x^{\star n}}{n!}$ turns $\mathscr{G}(\mathscr{H}, B)$ into a $\mathbb{K}$-analytic Lie group. This Lie group is $C^{0}$-regular, its Lie algebra is $\mathfrak{g}(\mathscr{H}, B)$ and the Lie group exponential map is the real analytic diffeomorphism exp.

### 2.2.1 Application to Character Groups in the Renormalisation of SPDEs

Hopf algebras graded by index monoids appear in Hairer's theory of regularity structures for locally subcritical semilinear SPDEs [25, Section 8.1]. Character groups of these Hopf algebras (and their quotients) then appear as structure group in Hairer's theory (cf. [25, Theorem 8.24] and [11]) of regularity structures. Recall that a regularity structure ( $A, T, G$ ) in the sense of Hairer (cf. [25, Definition 2.1]) is given by

- an index set $A \subseteq \mathbb{R}$ with $0 \in A$, which is bounded from below and locally finite,
- a model space $T=\bigoplus_{\alpha \in A} T_{\alpha}$ which is a graded vector space with $T_{0} \cong \mathbb{R}$ (denote by 1 its unit element) and $T_{\alpha}$ a Banach space for every $\alpha \in A$,
- a structure group $G$ of linear operators acting on $T$ such that, for every $\Gamma \in G$, $\alpha \in A$ and $a \in T_{\alpha}$ one has

$$
\Gamma a-a \in \bigoplus_{\beta<\alpha} T_{\beta} \text { and } \Gamma 1=1
$$

We sketch now briefly the theory developed in [11], where for a class of examples singular SPDEs the structure group was recovered as the character group of a connected Hopf algebra graded by an index monoid.

Example 25 The construction outlined in [11] builds first a general Hopf algebra of decorated trees in the category of bigraded spaces. Note that this bigrading does not induce a suitable $\mathbb{N}_{0}$-grading (or grading by index monoid) for our purposes. This Hopf algebra encodes the combinatorics of Taylor expansions in the SPDE setting and it needs to be tailored to the specific SPDE. This is achieved by choosing another ingredient, a so called subcritical and complete normal rule, i.e. a device depending on the SDE in question which selects a certain sub-Hopf algebra (see [11, Section 5] for details). Basically, the rule collects all admissible terms (= abstract decorated trees) which appear in the local Taylor expansion of the singular SPDE. ${ }^{9}$

Using the rule, we can select an algebra of decorated trees $\mathscr{T}_{+}^{+x}$ admissible with respect to the rule. Here the " + " denotes that we only select trees which are positive with respect to a certain grading $|\cdot|_{+}$(cf. [11, Remark 5.3 and Definition 5.29]). Then [11, Proposition 5.34] shows that $\left(\mathscr{T}_{+}^{x},|\cdot|_{+}\right)$is a graded and connected Hopf algebra of decorated trees. Note however, that the grading $|\cdot|_{+}$is in general not integer valued, i.e. $\mathscr{T}_{+}^{2 x}$ is graded by a submonoid $M$ of $[0, \infty[$.

Since we are working with a normal rule which is complete and subcritical, the submonoid $M$ satisfies $|\{\gamma \in M \mid \gamma<c\}|<\infty$ for each $c \in \mathbb{R}$, i.e. $M$ is an index monoid. The reason for this is that by construction $\mathscr{T}_{+}^{x}$ is generated by tree products of trees which strongly conform to the rule [11, Lemma 5.25 and Definition 5.29]. As the rule is complete and subcritical, there are only finitely many trees $\tau$ with $|\tau|_{+}<c($ for $c \in \mathbb{R}$ ) which strongly conform to the rule. Now the tree product is

[^16]the Hopf algebra product (i.e. the product respects the grading), whence the property for $M$ follows.

Now by [11, Proposition 5.39] the graded space $\mathscr{T}^{x}=\left(\left\langle B_{0}\right\rangle,|\cdot|_{+}\right)$(suitably generated by a certain subset of the strongly conforming trees) together with the index set $A^{e x}=\left\{|\tau|_{+} \mid \tau \in B_{0}\right\}$ and the character group $\mathscr{G}_{+}^{x}:=\mathscr{G}\left(\mathscr{T}_{+}^{x}, \mathbb{R}\right)$ form a regularity structure $\left(A^{e x}, \mathscr{P}^{e x}, \mathscr{G}_{+}^{e x}\right)$. In conclusion, Corollary 24 yields an infinitedimensional Lie group structure for the structure group $\mathscr{G}_{+}$of certain subcritical singular SPDEs.

Remark 26 In the full renormalisation procedure outlined in [11] two groups are involved in the renormalisation. Apart from the structure group outlined above, also a so called renormalisation group $\mathscr{G}_{-}^{e x}$ is used (cf. [11, Section 5]). This group $\mathscr{G}_{-} x$ is (in the locally subcritical case) a finite-dimensional group arising as the character group of another Hopf algebra. However, it turns out that the actions of $\mathscr{G}_{+} x$ and $\mathscr{G}_{-} \times$interact in an interesting way (induced by a cointeraction of underlying Hopf algebras, think semidirect product). We hope to return to these actions and use the (infinite-dimensional) Lie group structure to study them in future work.

## 3 Appendix: Infinite-Dimensional Calculus

In this section basic facts on the differential calculus in infinite-dimensional spaces are recalled. The general setting for our calculus are locally convex spaces (see [30, 44]).

Definition 27 Let $E$ be a topological vector space over $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$. $E$ is called locally convex space if there is a family $\left\{p_{i} \mid i \in I\right\}$ of continuous seminorms for some index set $I$, such that
(i) the topology is the initial topology with respect to $\left\{\operatorname{pr}_{p_{i}}: E \rightarrow E_{p_{i}} \mid i \in I\right\}$, i.e. the $E$-valued map $f$ is continuous if and only if $\operatorname{pr}_{i} \circ f$ is continuous for each $i \in I$, where $E_{p_{i}}:=E / p_{i}^{-1}(0)$ is the normed space associated to the $p_{i}$ and $\mathrm{pr}_{i}: E \rightarrow E_{p_{i}}$ is the canonical projection,
(ii) if $x \in E$ with $p_{i}(x)=0$ for all $i \in I$, then $x=0$ (i.e. $E$ is Hausdorff).

Many familiar results from finite-dimensional calculus carry over to infinite dimensions if we assume that all spaces are locally convex.

As we are working beyond the realm of Banach spaces, the usual notion of Fréchet-differentiability cannot be used. ${ }^{10}$ Moreover, there are several inequivalent notions of differentiability on locally convex spaces (see again [31]).

[^17]We base our investigation on the so called Bastiani calculus, [2]. The notion of differentiability we adopt is natural and quite simple, as the derivative is defined via directional derivatives.

Definition 28 Let $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}, r \in \mathbb{N} \cup\{\infty\}$ and $E, F$ locally convex $\mathbb{K}$-vector spaces and $U \subseteq E$ open. Moreover we let $f: U \rightarrow F$ be a map. If it exists, we define for $(x, h) \in U \times E$ the directional derivative

$$
d f(x, h):=D_{h} f(x):=\lim _{\mathbb{K}^{\times} \ni t \rightarrow 0} t^{-1}(f(x+t h)-f(x)) .
$$

We say that $f$ is $C_{\mathbb{K}}^{r}$ if the iterated directional derivatives

$$
d^{(k)} f\left(x, y_{1}, \ldots, y_{k}\right):=\left(D_{y_{k}} D_{y_{k-1}} \cdots D_{y_{1}} f\right)(x)
$$

exist for all $k \in \mathbb{N}_{0}$ such that $k \leq r, x \in U$ and $y_{1}, \ldots, y_{k} \in E$ and define continuous maps $d^{(k)} f: U \times E^{k} \rightarrow F$. If it is clear which $\mathbb{K}$ is meant, we simply write $C^{r}$ for $C_{\mathbb{K}}^{r}$. If $f$ is $C_{\mathbb{C}}^{\infty}$, we say that $f$ is holomorphic and if $f$ is $C_{\mathbb{R}}^{\infty}$ we say that $f$ is smooth.

For more information on our setting of differential calculus we refer the reader to [17,31]. Another popular choice for infinite-dimensional calculus is the so called "convenient setting" of global analysis outlined in [34]. On Fréchet spaces (i.e. complete metrisable locally convex spaces) our notion of differentiability coincides with differentiability in the sense of convenient calculus. Note that differentiable maps in our setting are continuous by default (which is in general not true in the convenient setting). We encounter analytic mappings between infinite-dimensional spaces, as a preparation for this, note first:

Remark 29 A map $f: U \rightarrow F$ is of class $C_{\mathbb{C}}^{\infty}$ if and only if it is complex analytic i.e., if $f$ is continuous and locally given by a series of continuous homogeneous polynomials (cf. [4, Proposition 7.4 and 7.7]). We then also say that $f$ is of class $C_{\mathbb{C}}^{\omega}$.

To introduce real analyticity, we have to generalise a suitable characterisation from the finite-dimensional case: A map $\mathbb{R} \rightarrow \mathbb{R}$ is real analytic if it extends to a complex analytic map $\mathbb{C} \supseteq U \rightarrow \mathbb{C}$ on an open $\mathbb{R}$-neighbourhood $U$ in $\mathbb{C}$. We proceed analogously for locally convex spaces by replacing $\mathbb{C}$ with a suitable complexification.

Definition 30 (Complexification of a locally convex space) Let $E$ be a real locally convex topological vector space. Endow $E_{\mathbb{C}}:=E \times E$ with the following operation

$$
(x+i y) .(u, v):=(x u-y v, x v+y u) \quad \text { for } x, y \in \mathbb{R}, u, v \in E .
$$

The complex vector space $E_{\mathbb{C}}$ with the product topology is called the complexification of $E$. We identify $E$ with the closed real subspace $E \times\{0\}$ of $E_{\mathbb{C}}$.

Definition 31 Let $E, F$ be real locally convex spaces and $f: U \rightarrow F$ defined on an open subset $U$. Following [40] and [17], we call $f$ real analytic (or $C_{\mathbb{R}}^{\omega}$ ) if $f$ extends to a $C_{\mathbb{C}}^{\infty}$-map $\tilde{f}: \tilde{U} \rightarrow F_{\mathbb{C}}$ on an open neighbourhood $\tilde{U}$ of $U$ in the complexification $E_{\mathbb{C}} .{ }^{11}$

Note that many of the usual results of differential calculus carry over to our setting. In particular, maps on connected domains whose derivative vanishes are constant as a version of the fundamental theorem of calculus holds. Moreover, the chain rule holds in the following form:

Lemma 32 (Chain Rule [17, Propositions 1.12, 1.15, 2.7 and 2.9]) Fix $k \in \mathbb{N}_{0} \cup$ $\{\infty, \omega\}$ and $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$ together with $C_{\mathbb{K}}^{k}$-maps $f: E \supseteq U \rightarrow F$ and $g: H \supseteq$ $V \rightarrow E$ defined on open subsets of locally convex spaces. Assume that $g(V) \subseteq U$. Then $f \circ g$ is of class $C_{\mathbb{K}}^{k}$ and the first derivative of $f \circ g$ is given by

$$
d(f \circ g)(x ; v)=d f(g(x) ; d g(x, v)) \quad \text { for all } x \in U, v \in H .
$$

The differential calculus developed so far extends easily to maps which are defined on non-open sets. This situation occurs frequently in the context of differential equations on closed intervals (see [1] for an overview).

Having the chain rule at our disposal we can define manifolds and related constructions which are modelled on locally convex spaces.

Definition 33 Fix a Hausdorff topological space $M$ and a locally convex space $E$ over $\mathbb{K} \in\{\mathbb{R}, \mathbb{C}\}$. An $\left(E\right.$-)manifold chart $\left(U_{\kappa}, \kappa\right)$ on $M$ is an open set $U_{\kappa} \subseteq M$ together with a homeomorphism $\kappa: U_{\kappa} \rightarrow V_{\kappa} \subseteq E$ onto an open subset of $E$. Two such charts are called $C^{r}$-compatible for $r \in \mathbb{N}_{0} \cup\{\infty, \omega\}$ if the change of charts map $\nu^{-1} \circ \kappa: \kappa\left(U_{\kappa} \cap U_{\nu}\right) \rightarrow \nu\left(U_{\kappa} \cap U_{\nu}\right)$ is a $C^{r}$-diffeomorphism. A $C^{r}$-atlas of $M$ is a set of pairwise $C^{r}$-compatible manifold charts, whose domains cover $M$. Two such $C^{r}$-atlases are equivalent if their union is again a $C^{r}$-atlas.

A locally convex $C^{r}$-manifold $M$ modelled on $E$ is a Hausdorff space $M$ with an equivalence class of $C^{r}$-atlases of ( $E$-)manifold charts.

Direct products of locally convex manifolds, tangent spaces and tangent bundles as well as $C^{r}$-maps of manifolds may be defined as in the finite dimensional setting (see [43, I.3]). The advantage of this construction is that we can now give a very simple answer to the question, what an infinite-dimensional Lie group is:

Definition 34 A (locally convex) Lie group is a group $G$ equipped with a $C_{\mathbb{K}}^{\infty}{ }^{-}$ manifold structure modelled on a locally convex space, such that the group operations are smooth. If the manifold structure and the group operations are in addition ( $\mathbb{K}^{-}$) analytic, then $G$ is called a ( $\mathbb{K}^{-}$) analytic Lie group.

[^18]We recommend [43] for a survey on the theory of locally convex Lie groups. However, the Lie groups constructed in this article have strong structural properties as they belong to the class of Baker-Campbell-Hausdorff-Lie groups.

## Definition 35 (Baker-Campbell-Hausdorff (BCH-)Lie groups and Lie algebras)

1. A Lie algebra $\mathfrak{g}$ is called Baker-Campbell-Hausdorff-Lie algebra (BCH-Lie algebra) if there exists an open 0-neighbourhood $U \subseteq \mathfrak{g}$ such that for $x, y \in U$ the BCH-series $\sum_{n=1}^{\infty} H_{n}(x, y)$ converges and defines an analytic map $U \times U \rightarrow$ $\mathfrak{g}$. The $H_{n}$ are defined as $H_{1}(x, y)=x+y, H_{2}(x, y)=\frac{1}{2}[x, y]$ and for $n \geq 3$ by linear combinations of iterated brackets, see [43, Definition IV.1.5.] or [9, Chapter 2, §6].
2. A locally convex Lie group $G$ is called BCH-Lie group if it satisfies one of the following equivalent conditions (cf. [43, Theorem IV.1.8])
(i) $G$ is a $\mathbb{K}$-analytic Lie group whose Lie group exponential function is $\mathbb{K}$ analytic and a local diffeomorphism in 0.
(ii) The exponential map of $G$ is a local diffeomorphism in 0 and $\mathbf{L}(G)$ is a $\mathrm{BCH}-$ Lie algebra.
$\mathrm{BCH}-$ Lie groups share many of the structural properties of Banach Lie groups while not necessarily being Banach Lie groups themselves.

## 4 Appendix: Characters and the Exponential Map

Fix for the rest of this section a $\mathbb{K}$-Hopf algebra $\mathscr{H}=\left(\mathscr{H}, m_{\mathscr{H}}, u_{\mathscr{H}}, \Delta_{\mathscr{H}}, \varepsilon_{\mathscr{H}}, S_{\mathscr{H}}\right)$ and a commutative continuous inverse algebra $B$. Furthermore, we assume that the Hopf algebra $\mathscr{H}$ is graded, i.e. $\mathscr{H}=\bigoplus_{n \in \mathbb{N}_{0}} \mathscr{H}$ and $\operatorname{dim} \mathscr{H}_{0}<\infty$. The aim of this section is to prove that the Lie group exponential map $\exp _{A^{\times}}$of $A:=\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B)$ restricts to a bijection from the infinitesimal characters to the characters.

Remark 36 (Cocomposition with Hopf multiplication) Let $\mathscr{H} \otimes \mathscr{H}$ be the tensor Hopf algebra (cf. [35, p. 8]). We regard the tensor product $\mathscr{H} \otimes \mathscr{H}$ as a graded and connected Hopf algebra with the tensor grading, i.e. $\mathscr{H} \otimes \mathscr{H}=\bigoplus_{n \in \mathbb{N}_{0}}(\mathscr{H} \otimes \mathscr{H})_{n}$ where for all $n \in \mathbb{N}_{0}$ the $n$th degree is defined as $\left(\mathscr{H} \otimes \mathscr{H}_{n}=\bigoplus_{i+j=n} \mathscr{H}_{i} \otimes \mathscr{H}_{j}\right.$.

Since $\operatorname{dim} \mathscr{H}_{0}<\infty$ we see that $\operatorname{dim}\left(\mathscr{H} \otimes \mathscr{H}_{0}=\operatorname{dim} \mathscr{H}_{0} \otimes \mathscr{H}_{0}<\infty\right.$ Thus with respect to the topology of pointwise convergence and the convolution product, the algebras

$$
A:=\operatorname{Hom}_{\mathbb{K}}(\mathscr{H}, B) \quad A_{\otimes}:=\operatorname{Hom}_{\mathbb{K}}(\mathscr{H} \otimes \mathscr{H}, B)
$$

become continuous inverse algebras (see Definition 6 and Lemma 10). This structure turns

$$
\cdot \circ m_{\mathscr{H}}: \operatorname{Hom}_{\mathbb{K}}\left(\mathscr{H}, B \rightarrow \operatorname{Hom}_{\mathbb{K}}(\mathscr{H} \otimes \mathscr{H}, B), \quad \phi \mapsto \phi \circ m_{\mathscr{H}} .\right.
$$

into a continuous algebra homomorphism. Hence its restriction

$$
\begin{equation*}
\left(m_{\mathscr{H}}\right)^{*}: A^{\times} \rightarrow A_{\otimes}^{\times}, \quad \phi \mapsto \phi \circ m_{\mathscr{H}} \tag{3}
\end{equation*}
$$

is a Lie group morphism with $\mathbf{L}\left(\left(m_{\mathscr{H}}\right)^{*}\right):=T_{e}\left(m_{\mathscr{H}}\right)^{*}=\cdot \circ m_{\mathscr{H}}$.
Lemma 37 The Lie group exponential $\exp _{A}: \mathbf{L}\left(A^{\times}\right)=A \rightarrow A^{\times}, x \mapsto \sum_{n=0}^{\infty} \frac{x^{\star n}}{n!}$ maps $\mathfrak{g}(\mathscr{H}, B)$ to $\mathscr{G}(\mathscr{H}, B)$. Further, there is a 0 -neighborhood $\Omega \subseteq A$ such that $\exp _{A}$ maps $\mathfrak{g}(\mathscr{H}, B) \cap \Omega$ bijectively onto $\mathscr{G}(\mathscr{H}, B) \cap \exp _{A}(\Omega) .{ }^{12}$

Proof We denote by $\star_{A_{\otimes}}$ the convolution product of the CIA $A_{\otimes}$ and let $\exp _{A_{\otimes}}$ be the Lie group exponential of $A_{\otimes}^{\times}$. Let $m_{B}: B \otimes B \rightarrow B, b_{1} \otimes b_{2} \mapsto b_{1}$. $b_{2}$ be the multiplication in $B$. Define the continuous bilinear map (cf. [5, proof of Lemma B.10] for detailed arguments)

$$
\begin{equation*}
\beta: A \times A \rightarrow A_{\otimes}, \quad(\phi, \psi) \mapsto \phi \diamond \psi:=m_{B} \circ(\phi \otimes \psi) . \tag{4}
\end{equation*}
$$

We may use $\beta$ to rewrite the convolution in $A$ as $\star_{A}=\beta \circ \Delta$ and obtain

$$
\begin{equation*}
\left(\phi_{1} \diamond \psi_{1}\right) \star_{A_{\otimes}}\left(\phi_{2} \diamond \psi_{2}\right)=\left(\phi_{1} \star_{A} \phi_{2}\right) \diamond\left(\psi_{1} \star_{A} \psi_{2}\right) . \tag{5}
\end{equation*}
$$

Recall, that $1_{A}:=u_{B} \circ \varepsilon \mathscr{H}$ is the neutral element of the algebra $A$. From equation (5), it follows at once, that the continuous linear maps

$$
\beta\left(\cdot, 1_{A}\right): A \rightarrow A_{\otimes}, \quad \phi \mapsto \phi \diamond 1_{A} \quad \text { and } \quad \beta\left(1_{A}, \cdot\right): A \rightarrow A_{\otimes}, \quad \phi \mapsto 1_{A} \diamond \phi
$$

are algebra homomorphisms which restrict to Lie group morphisms

$$
\begin{equation*}
\beta^{\rho}: A^{\times} \rightarrow A_{\otimes}^{\times}, \quad \phi \mapsto \beta\left(\phi, 1_{A}\right) \text { and } \beta^{\lambda}: A^{\times} \rightarrow A_{\otimes}^{\times}, \quad \phi \mapsto \beta\left(1_{A}, \phi\right) \tag{6}
\end{equation*}
$$

with $\mathbf{L}\left(\beta^{\rho}\right)=\beta\left(\cdot, 1_{A}\right)$ and $\mathbf{L}\left(\beta^{\lambda}\right)=\beta\left(1_{A}, \cdot\right)$. Let $\phi \in A$ be given and recall from (5) that $\left(\phi \diamond 1_{A}\right) \star_{A_{\otimes}}\left(1_{A} \diamond \phi\right)=\phi \diamond \phi=\left(1_{A} \diamond \phi\right) \star_{A_{\otimes}}\left(\phi \diamond 1_{A}\right)$. As a consequence we obtain

$$
\begin{equation*}
\exp _{A_{\otimes}}\left(\phi \diamond 1_{A}+1_{A} \diamond \phi\right)=\exp _{A_{\otimes}}\left(\phi \diamond 1_{A}\right) \star_{A_{\otimes}} \exp _{A_{\otimes}}\left(1_{A} \diamond \phi\right) . \tag{7}
\end{equation*}
$$

since every Lie group exponential function transforms addition into multiplication for commuting elements.

[^19]Note that it suffices to check multiplicativity of $\exp _{A}(\phi)$ as $\exp _{A}(\phi)\left(1_{\mathscr{H}}\right)=1_{B}$ is automatically satisfied. For an infinitesimal character $\phi \in A$ we have by definition $\phi \circ m_{\mathscr{H}}=\phi \diamond 1_{A}+1_{A} \diamond \phi$. Using now the naturality of the Lie group exponentials (i.e. for a Lie group morphism $f: G \rightarrow H$ we have $\exp _{H} \circ \mathbf{L}(f)=f \circ \exp _{G}$ ), we derive the following:

$$
\begin{aligned}
\phi \in \mathfrak{g}(\mathscr{H}, B) & \stackrel{\text { Def }}{\Longleftrightarrow} \phi \circ m_{\mathscr{H}}=\phi \diamond 1_{A}+1_{A} \diamond \phi \\
& \stackrel{(!)}{\Longleftrightarrow} \exp _{A_{\otimes}}\left(\phi \circ m_{\mathscr{H}}\right)=\exp _{A_{\otimes}}\left(\phi \diamond 1_{A}+1_{A} \diamond \phi\right) \\
& \Longleftrightarrow \exp _{A_{\otimes}}\left(\phi \circ m_{\mathscr{H}}\right)=\exp _{A_{\otimes}}\left(\phi \diamond 1_{A}\right) \star_{A_{\otimes}} \exp _{A_{\otimes}}\left(1_{A} \diamond \phi\right) \\
& \Longleftrightarrow \exp _{A_{\otimes}}\left(\phi \circ m_{\mathscr{H}}\right)=\left(\exp _{A}(\phi) \diamond 1_{A}\right) \star_{A_{\otimes}}\left(1_{A} \diamond \exp _{A}(\phi)\right) \\
& \Longleftrightarrow(5) \\
& \Longleftrightarrow \exp _{A_{\otimes}}\left(\phi \circ m_{\mathscr{H}}\right)=\left(\exp _{A}(\phi) \star_{A} 1_{A}\right) \diamond\left(1_{A} \star_{A} \exp _{A}(\phi)\right) \\
& \Longleftrightarrow \exp _{A_{\otimes}}\left(\phi \circ m_{\mathscr{H}}\right)=\exp _{A}(\phi) \diamond \exp _{A}(\phi) \\
& \Longleftrightarrow \exp _{A}(\phi) \circ m_{\mathscr{H}}=\exp _{A}(\phi) \diamond \exp _{A}(\phi) \\
& \exp _{A}(\phi) \in \mathscr{G}(\mathscr{H}, B) .
\end{aligned}
$$

This shows that infinitesimal characters are mapped by the Lie group exponential to elements in the character group.

Now we observe that in general the implication from the first to the second line will not be an equivalence (as the Lie group exponential is not a global diffeomorphism unlike the connected Hopf algebra case discussed in [5, Lemma B.10]). We exploit now that $A^{\times}$and $A_{\otimes}^{\times}$are locally exponential Lie groups, whence locally around 0 in $A$ and $A_{\otimes}$ the Lie group exponentials induce diffeomorphisms. Hence there are open neighborhoods of 0 and the units of $A^{\times}$and $A_{\otimes}^{\times}$, such that $\exp _{A^{\times}}: A \supseteq V \rightarrow W \subseteq A^{\times}$and $\exp _{A_{\otimes}^{\times}}: A_{\otimes} \supseteq V_{\otimes} \rightarrow W_{\otimes} \subseteq A_{\otimes}^{\times}$ are diffeomorphisms. Since $A_{\otimes}$ is a locally convex space, there is an open $0-$ neighborhood $\Omega_{\otimes} \subseteq A_{\otimes}$ such that $\Omega_{\otimes}+\Omega_{\otimes} \subseteq V_{\otimes}$. By continuity of $\beta$ and $\cdot \otimes m_{\mathscr{H}}$, we obtain an open 0-neighborhood

$$
\Omega:=V \cap\left(\cdot \otimes m_{\mathscr{H}}\right)^{-1}\left(V_{\otimes}\right) \cap \beta\left(\cdot, 1_{A}\right)^{-1}\left(\Omega_{\otimes}\right) \cap \beta\left(1_{A}, \cdot\right)^{-1}\left(\Omega_{\otimes}\right) \subseteq A
$$

Now by construction elements in $\mathfrak{g}(\mathscr{H}, B) \cap \Omega$ are mapped by $\cdot \circ m_{\mathscr{H}}$ into $V_{\times}$and by $\beta\left(\cdot, 1_{A}\right)+\beta\left(1_{A}, \cdot\right)$ into $\Omega_{\otimes}+\Omega_{\otimes} \subseteq V_{\otimes}$. Since $\exp _{A_{\otimes}}$ induces a diffeomorphism on $V_{\otimes}$, the implication (!) becomes an equivalence for elements in $\mathfrak{g}(\mathscr{H}, B) \cap \Omega$. We have thus established that $\exp _{A}$ maps $\mathfrak{g}(\mathscr{H}, B) \cap \Omega$ bijectively to $\exp _{A}(\Omega) \cap$ $\mathscr{G}(\mathscr{H}, B)$.
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# Shape Analysis on Homogeneous Spaces: A Generalised SRVT Framework 

Elena Celledoni, Sølve Eidnes, and Alexander Schmeding


#### Abstract

Shape analysis is ubiquitous in problems of pattern and object recognition and has developed considerably in the last decade. The use of shapes is natural in applications where one wants to compare curves independently of their parametrisation. One computationally efficient approach to shape analysis is based on the Square Root Velocity Transform (SRVT). In this paper we propose a generalised SRVT framework for shapes on homogeneous manifolds. The method opens up for a variety of possibilities based on different choices of Lie group action and giving rise to different Riemannian metrics.


## 1 Shapes on Homogeneous Manifolds

Shapes are unparametrised curves, evolving on a vector space, on a Lie group or on a manifold. Shape spaces and spaces of curves are infinite dimensional Riemannian manifolds, whose Riemannian metrics are the essential tool to compare and analyse shapes. By combining infinite dimensional differential geometry, analysis and computational mathematics, shape analysis provides a powerful approach to a variety of applications.

In this paper, we are concerned with the approach to shape analysis based on the Square Root Velocity Transform (SRVT), [27]. This method is effective and computationally efficient. On vector spaces, the SRVT maps parametrised curves to appropriately scaled tangent vector fields along them. The transformed curves are compared computing geodesics in the $L^{2}$ metric, and the scaling can be chosen suitably to yield reparametrisation invariance, [6, 27]. Notably, applying a (reparametrisation invariant) $L^{2}$ metric directly on the original parametrised curves is not an option as it leads to vanishing geodesic distance on parametrised curves and on the quotient shape space $[4,21]$. As an alternative, higher order Sobolev type

[^20]metrics were proposed [22], even though they can be computationally demanding, since computing geodesics in this infinite dimensional Riemannian setting amounts in general to solving numerically partial differential equations. These geodesics are used in practice for finding distances between curves and for interpolation between curves. The SRVT approach, on the other hand, is quite practical because it allows the use of the $L^{2}$ metric on the transformed curves: distances between curves are just $L^{2}$ distances of the transformed curves, and geodesics between curves are "straight lines" between the transformed curves. It is also possible to prove that this algorithmic approach corresponds (at least locally) to a particular Sobolev type metric, see $[6,9]$.

In the present paper we propose a generalisation of the SRVT, from vector spaces and Lie groups, [6, 27], to homogeneous manifolds. This problem has been previously considered for manifold valued curves in [18, 29], but our approach is different, the main idea is to take advantage of the Lie group acting transitively on the homogeneous manifold. The Lie group action allows us to transport derivatives of curves to our choice of base point in the homogeneous manifold. Then this information is lifted to a curve in the Lie algebra. It is natural to require that the lifted curve does not depend on the representative of the class used to pull back the curve to the base point.

The main contribution of this paper is the definition of a generalised square root velocity transform framework using transitive Lie group actions for curves on homogeneous spaces. Different choices of Lie group actions will give rise to different metrics on the infinite dimensional manifold of curves on the homogeneous space, with different properties. These different metrics, their geodesics and associated geometric tools for shape analysis can all be implemented in the computationally advantageous SRVT framework.

We extend previous results for Lie group valued curves and shapes [9], to the homogeneous manifold setting. Using ideas from the literature on differential equations on manifolds [10], we describe the main tools necessary for the definition of the SRVT and discuss the minimal requirements guaranteeing that the SRVT is well defined, Sect. 2. On a general homogeneous manifold, the SRVT is obtained using a right inverse of the composition of the Lie group action with the evolution operator of the Lie group. If the homogeneous manifold is reductive, there is an explicit way to construct this right inverse (based on a canonical 1-form for the reductive space, cf.3.3-3.4), see also [20]. We prove smoothness of the defined SRVT in Sect. 2.1. Detailed examples on matrix Lie groups are provided in Sect. 4.

A Riemannian metric on the manifold of curves on the homogeneous space is obtained by pulling back the $L^{2}$ inner product of curves on the Lie algebra through the SRVT, Theorem 11. To ensure that the distance function obtained on the space of parametrised curves descends to a distance function on the shape space, it is necessary to prove equivariance with respect to the group of orientation preserving diffeomorphisms (reparametrization invariance), these results are presented in Sect. 2.3.

For the case of reductive homogeneous spaces, fixed the Lie group action, two different approaches are considered: one obtained pulling back the curves to the Lie


Fig. 1 The blue curve shows the deformation of the green curve into the purple one along a geodesic $\gamma:[0,1] \rightarrow \operatorname{Imm}\left(I, S^{2}\right)$ plotted for the three times $\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$ from left to right
algebra $\mathfrak{g}$ (Proposition 18) and one obtained pulling back the curves to the reductive subspace $\mathfrak{m} \subset \mathfrak{g}$ (Sect.3.1.1). The resulting distances are both reparametrization invariant, see Lemmata 13 and 22. For the second approach it follows similarly to what shown in [9] that the geodesic distance is globally defined by the $L^{2}$ distance, Proposition 20. We conjecture that also for general homogeneous manifolds, at least locally, the geodesic distance of the pullback metric is given by the $L^{2}$ distance of the curves transformed by the SRVT, see end of Sect.2.2. To illustrate the performance of the proposed approaches we compute geodesics between curves on the 2 -sphere (viewed as a homogeneous space with respect to the canonical SO(3)-action), see Fig. 1 for an example. Numerical experiments show that the two algorithms perform differently when applied to curves on the sphere (Sect. 5).

This work appeared on the arXiv on the 5th of April 2017, later a related but different work from colleagues at Florida State University was completed and posted on the arXiv on the 9th of June 2017. The latter work has now appeared in [26], see also the follow up [25]. Moreover, loc.cit. treats quotients by compact subgroups focuses on the existence of optimal reparametrisations.

### 1.1 Preliminaries and Notation

Fix a Lie group $G$ with identity element $e$ and Lie algebra $\mathfrak{g}$. ${ }^{1}$ Denote by $R_{g}: G \rightarrow$ $G$ and $L_{g}: G \rightarrow G$ the right resp. left multiplication by $g \in G$. Let $H$ be a closed Lie subgroup of $G$ and $\mathcal{M}:=G / H$ the quotient with the manifold structure turning $\pi: G \rightarrow G / H, g \mapsto g H$ into a submersion (see [12, Theorem G (b)]). Then $\mathcal{M}$ becomes a homogeneous space for $G$ with respect to the (transitive) left action:

$$
\Lambda: G \times \mathcal{M} \rightarrow \mathcal{M}, \quad(g, k H) \mapsto(g k) H .
$$

[^21]For $c_{0} \in \mathcal{M}$ we write $\Lambda\left(g, c_{0}\right)=\Lambda_{c_{0}}(g)=g . c_{0}=\Lambda^{g}\left(c_{0}\right)$, i.e. $\Lambda_{c_{0}}: G \rightarrow \mathcal{M}$ (the orbit map of the orbit through $c_{0}$ ) and $\Lambda^{g}: \mathcal{M} \rightarrow \mathcal{M}$.
1.1.1 We will consider smooth curves on $\mathcal{M}$ and describe them using the Lie group action. Namely for $c:[0,1] \rightarrow \mathcal{M}$ we choose a smooth lift $g:[0,1] \rightarrow G$ of $c$, i.e.:
$c(t)=g(t) \cdot c_{0}, \quad c_{0} \in \mathcal{M}, \quad t \in[0,1] \quad$ (the dot denotes the action of $G$ on $\left.G / H\right)$.
In general, there are many different choices for a smooth lifts $g .{ }^{2}$ For brevity we will in the following write $I:=[0,1]$.

Later on we consider smooth functions on infinite-dimensional manifolds beyond the realm of Banach manifolds. Hence the standard definition for smooth maps (i.e. the derivative as a (continuous) map to a space of continuous operators) breaks down. We base our investigation on the so called Bastiani calculus (see [3]): A map $f: E \supseteq U \rightarrow F$ between Fréchet spaces is smooth if all iterated directional derivatives exist and glue together to continuous maps. ${ }^{3}$
1.1.2 Let $M$ be a (possibly infinite-dimensional) manifold. By $C^{\infty}(I, M)$ we denote smooth functions from $I$ to $M$. Recall that the topology on these spaces, the compact-open $C^{\infty}$-topology, allows one to control a function and its derivatives. This topology turns $C^{\infty}(I, M)$ into an infinite-dimensional manifold (see e.g. [15, Section 42]).

Denote by $\operatorname{Imm}(I, M) \subseteq C^{\infty}(I, M)$ the set of smooth immersions (i.e. smooth curves $c: I \rightarrow M$ with $\dot{c}(t) \neq 0)$ and recall from $[15,41.10]$ that $\operatorname{Imm}(I, M)$ is an open subset of $C^{\infty}(I, M)$.
1.1.3 We further denote by Evol the evolution operator, which is defined as

$$
\begin{aligned}
& \operatorname{Evol}: C^{\infty}(I, \mathfrak{g}) \rightarrow\left\{g \in C^{\infty}(I, G): g(0)=e\right\}=: C_{*}^{\infty}(I, G) \\
& \operatorname{Evol}(q)(t):=g(t) \quad \text { where } \quad\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} g=R_{g(t) *}(q(t)), \\
g(0)=e
\end{array}\right.
\end{aligned}
$$

[^22]and $R_{g *}=T_{e} R_{g}$ is the tangent of the right translation. Recall from [13, Theorem A] that Evol is a diffeomorphism with inverse the right logarithmic derivative
$$
\delta^{r}: C_{*}^{\infty}(I, G) \rightarrow C^{\infty}(I, \mathfrak{g}), \quad \delta^{r} g:=R_{g^{*}}^{-1}(\dot{g})
$$
1.1.4 We fix a Riemannian metric $\left(\langle\cdot, \cdot\rangle_{g}\right)_{g \in G}$ on $G$ which is right $H$-invariant (i.e. the maps $R_{h}, h \in H$ are Riemannian isometries). Since $\mathcal{M}=G / H$ is constructed using the right $H$-action on $G$, an $H$-right invariant metric descends to a Riemannian metric on $\mathcal{M}$. We refer to [11, Proposition 2.28] for details and will always endow the quotient with this canonical metric to relate the Riemannian geometries.

Hence $H$-right invariance should be seen as a minimal requirement for the metric on $G$. Note that a natural way to obtain (right) invariant metrics is to transport a Hilbert space inner product from the Lie algebra by (right) translation in the group. This method yields a $G$-right invariant metric and we will usually work with such a metric induced by $\langle\cdot, \cdot\rangle$ on $\mathfrak{g}$. Albeit it is very natural, $G$-invariance does not immediately add any benefits. In the following table we record properties of $H$, the Riemannian metric and of the canonical $G$-action on the quotient.
1.1.5 Let $f: M \rightarrow N$ be a smooth map and denote postcomposition by

$$
\theta_{f}: C^{\infty}(I, M) \rightarrow C^{\infty}(I, N), \quad c \mapsto f \circ c .
$$

Note that $\theta_{f}$ is smooth as a map between (infinite-dimensional) manifolds.
1.1.6 (The SRVT on Lie groups) For a Lie group $G$ with Lie algebra $\mathfrak{g}$, consider an immersion $c: I \rightarrow G$. The square root velocity transform of $c$ is

$$
\begin{equation*}
\mathcal{R}: \operatorname{Imm}(I, G) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\}), \quad \mathcal{R}(c)=\frac{\delta^{r}(c)}{\sqrt{\|\dot{c}\|}}=\frac{\left(R_{c(t)}^{-1}\right)_{*}(\dot{c})}{\sqrt{\|\dot{c}\|}} \tag{1}
\end{equation*}
$$

where the norm $\|\cdot\|$ is induced by a right $G$-invariant Riemannian metric, [9]. The SRVT consists of the composition of three maps:

- differentiation $D: C^{\infty}(I, G) \rightarrow C^{\infty}(I, T G), D(c):=\dot{c}$,
- transport $\alpha: C^{\infty}(I, T G) \rightarrow C^{\infty}(I, \mathfrak{g}), \quad \gamma \mapsto\left(R_{\pi_{T G} \circ \gamma}^{-1}\right)_{*}(\gamma)$ and
- scaling sc: $C^{\infty}(I, \mathfrak{g} \backslash\{0\}) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\}), \quad q \mapsto\left(t \mapsto \frac{q(t)}{\sqrt{\|q(t)\|}}\right)$.

The scaling by the square root of the norm of the velocity is crucial to obtain a parametrisation invariant Riemannian metric, see [9] and Lemma 13.

## 2 Definition of the SRVT for Homogeneous Manifolds

Our aim is to construct the SRVT for curves with values in the homogeneous manifold $\mathcal{M}$. It was crucial in our investigation of the Lie group case [9] that the right-logarithmic derivative inverts the evolution operator, see 1.1.3. To mimic this behaviour we introduce a version of the evolution for homogeneous manifolds.

Definition 1 Fix $c_{0} \in \mathcal{M}$ and denote by $C_{c_{0}}^{\infty}(I, \mathcal{M})$ all smooth curves $c: I \rightarrow \mathcal{M}$ with $c(0)=c_{0}$. Then we define

$$
\rho_{c_{0}}: C^{\infty}(I, \mathfrak{g}) \rightarrow C_{c_{0}}^{\infty}(I, \mathcal{M}), \quad \rho_{c_{0}}(q)=\Lambda_{c_{0}}(\operatorname{Evol}(q)(t))=\Lambda\left(\operatorname{Evol}(q)(t), c_{0}\right)
$$

Remark 2 Fix $q \in C^{\infty}(I, \mathfrak{g})$ and $c_{0} \in \mathcal{M}$ and denote by $g(t)=\operatorname{Evol}(q)(t)$. Then

$$
\rho_{c_{0}}(q):=c(t) \quad \text { where } \quad\left\{\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} c(t) & =T_{e} \Lambda_{c(t)}(q(t)), \\
c(0) & =c_{0}
\end{aligned}\right.
$$

Proof In fact

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{c_{0}}(q)(t) & =T_{g(t)} \Lambda_{c_{0}}\left(\frac{\mathrm{~d}}{\mathrm{~d} t} g(t)\right)=T_{g(t)} \Lambda_{c_{0}}\left(\left(R_{g(t)}\right)_{*}(q(t))\right)=T_{g(t)} \Lambda_{c_{0}} \circ\left(R_{g(t)}\right)_{*}(q(t)) \\
& =T_{e}\left(\Lambda_{c_{0}} \circ R_{g(t)}\right)(q(t))=T_{e} \Lambda_{\Lambda_{c_{0}}(g(t))}(q(t))=T_{e} \Lambda_{\rho_{c_{0}}(q)(t)}(q(t)),
\end{aligned}
$$

with $T_{g(t)} \Lambda_{c_{0}}: T_{g(t)} G \rightarrow T_{\Lambda_{c_{0}}(g(t))} \mathcal{M}=T_{\rho_{c_{0}(q)(t)}} \mathcal{M}, \quad T_{e} \Lambda_{c(t)}: \mathfrak{g} \rightarrow T_{c(t)} \mathcal{M}$.

Hence we can interpret $\rho_{c_{0}}$ as a version of the evolution operator Evol for homogeneous manifolds.
Example 3 Consider the two dimensional unit sphere $\mathcal{M}=S^{2}$ in $\mathbb{R}^{3}$. Consider the action of $\mathrm{SO}(3)$ on $S^{2}$ by matrix-vector multiplication: $\Lambda: \mathrm{SO}(3) \times S^{2} \rightarrow S^{2}$, $\Lambda(Q, u)=Q \cdot u$. Assume $c_{0}:=e_{1}$ the first canonical vector in $\mathbb{R}^{3}$, then given a curve in the Lie algebra of skew-symmetric matrices $q(t) \in \mathfrak{s o}(3), \rho_{e_{1}}(q(t))=y(t)$, where $y(t)$ satisfies $\dot{y}=q(t) y$ with $y(0)=e_{1}$.

We want to construct a section of the submersion $\rho_{c_{0}}$ to mimic the construction for Lie groups, see also [10, Proposition 2.2]. As we have seen in the Lie group case, the SRVT factorises into a derivation map, a map transporting the derivative to the Lie algebra and a scaling in the Lie algebra. For homogeneous spaces, we can make sense of this procedure if we can replace the transport from the Lie group case by a map which transports derivatives from the tangent bundle of the homogeneous manifold to the Lie algebra. Thus we search for a map
$\alpha: C^{\infty}(I, T \mathcal{M}) \rightarrow C^{\infty}(I, \mathfrak{g})$ such that the following diagram commutes:


Moreover, in the Lie group case we see that the mapping $\alpha \circ D$ maps the submanifold of immersions into the subset $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$. We will require this property in general, as derivatives of immersions should vanish nowhere and this property should be preserved by the transport $\alpha$. The next definition details necessary properties of $\alpha$.

Definition 4 (Square root velocity transform) Let $c_{0} \in \mathcal{M}$ be fixed and define the closed submanifold ${ }^{4} \mathcal{P}_{c_{0}}:=\left\{c \in \operatorname{Imm}(I, \mathcal{M}) \mid c(0)=c_{0}\right\}=\operatorname{Imm}(I, \mathcal{M}) \cap$ $C_{c_{0}}^{\infty}(I, \mathcal{M})$ of $C^{\infty}(I, \mathcal{M})$. Assume there is a smooth $\alpha: C^{\infty}(I, T \mathcal{M}) \rightarrow C^{\infty}(I, \mathfrak{g})$, such that

$$
\begin{align*}
& \rho_{c_{0}} \circ \alpha \circ D=\operatorname{id}_{C_{c_{0}}^{\infty}(I, \mathcal{M})} \text { and }  \tag{2}\\
& \alpha \circ D\left(\mathcal{P}_{c_{0}}\right) \subseteq C^{\infty}(I, \mathfrak{g} \backslash\{0\}) . \tag{3}
\end{align*}
$$

Then we define the square root velocity transform on $\mathcal{M}$ at $c_{0}$, with respect to $\alpha$ as

$$
\mathcal{R}: \mathcal{P}_{c_{0}} \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\}), \quad \mathcal{R}(c):=\frac{\alpha(\dot{c})}{\sqrt{\|\alpha(\dot{c})\|}}
$$

where $\|\cdot\|$ is the norm induced by the right invariant Riemannian metric on the Lie algebra. We will see in Lemma 9 that $\mathcal{R}$ is smooth.

The SRVT allows us to transport curves (via $\alpha$ ) from the homogeneous manifold to curves with values in a fixed vector space (i.e. the Lie algebra $\mathfrak{g}$ ). The crucial property here is that $\alpha \circ D$ is a right-inverse of $\rho_{c_{0}}$, and we note that our construction depends strongly on the choice of the map $\rho_{c_{0}}$.

Example 5 Let $G$ be a Lie group and $H=\{e\}$ the trivial subgroup (with $e$ the Lie group identity). Then $G=G /\{e\}$ is a homogeneous manifold and $\rho_{e}=$ Evol. Taking $\alpha(v)=\left(R_{g}^{-1}\right)_{*}(v)$, we reproduce the definition of the SRVT on Lie groups 1.1.6. However, contrary to Evol, $\rho_{c_{0}}$ is not invertible if the subgroup $H$ (with $\mathcal{M}=G / H$ ) is non-trivial, but we might still be able to find a right inverse.
Example 6 We have $T_{u} S^{2}:=\left\{v \in \mathbb{R}^{3} \mid v \cdot u=0\right\}$ where we have denoted with "." the Euclidean inner product in $\mathbb{R}^{3}$. Then we can write

$$
v=\left(v u^{T}-u v^{T}\right) u, \quad \forall v \in T_{u} S^{2}
$$

[^23]and we can define the map
$$
\alpha: v \in T_{u} S^{2} \mapsto v u^{T}-u v^{T} \in \mathfrak{s o}(3)
$$

For $c$ a curve evolving on $S^{2}$ with $c(0)=e_{1}$, we have $\rho_{e_{1}}(\alpha(\dot{c}))=c$, so $\alpha \circ D$ is the right inverse of $\rho_{e_{1}}$. The SRVT is then

$$
\mathcal{R}(c)=\frac{\dot{c} c^{T}-c \dot{c}^{T}}{\sqrt{\left\|\dot{c} c^{T}-c \dot{c}^{T}\right\|}},
$$

and $\|\cdot\|$ is the norm deduced by the usual Frobenius inner product of matrices (the scaled negative Killing form in $\mathfrak{s o}$ (3) see table in example 16). See Sects. 4 and 5, for further details and more examples.

The definition of $\alpha$ and the SRVT in Definition 4 depend on the initial point $c_{0} \in \mathcal{M}$. In many cases our choices of $\alpha$ satisfy (2) for every $c_{0} \in \mathcal{M}$, i.e. $\alpha$ satisfies

$$
\rho(c(0), \alpha(\dot{c})):=\rho_{c(0)}(\alpha(\dot{c}))=c \quad \text { for all } c \in C^{\infty}(I, \mathcal{M})
$$

Further, the SRVT also depends on the choice of the left-action $\Lambda: G \times \mathcal{M} \rightarrow \mathcal{M}$. A different action will yield a different SRVT. For example, there are several ways to interpret a Lie group as a homogeneous manifold with respect to different group actions. One of these recovers exactly the SRVT from [9] (see Example 5). See [20, Section 5.1] for more information on Lie groups as homogeneous spaces, e.g. by using the Cartan-Schouten action.

Remark 7 Fix $c \in C^{\infty}(I, \mathcal{M})$ to obtain a smooth map $\Lambda_{c}: C^{\infty}(I, G) \rightarrow$ $C^{\infty}(I, \mathcal{M}), f \mapsto(t \mapsto \Lambda(f, c)(t))$ [19, Corollary 11.10 1. and Theorem 11.4]. Further we recall from [15, Theorem 42.17] that $C^{\infty}(I, T \mathcal{M}) \cong T C^{\infty}(I, \mathcal{M})$. Identifying the tangent space over the constant $e: I \rightarrow G$ (taking everything to the unit) we obtain

$$
T_{e} \Lambda_{c}: C^{\infty}(I, \mathfrak{g}) \rightarrow T_{c} C^{\infty}(I, \mathcal{M}), \quad q \mapsto\left(t \mapsto T_{e} \Lambda_{c(t)}(q(t))\right) .
$$

If $T_{e} \Lambda_{c}$ was invertible (which it will not be in general), we could use it to define $\alpha$.

### 2.1 Smoothness of the SRVT

One of the most important properties of the square root velocity transform is that it allows us to transport curves from the manifold to curves in the Lie algebra, and this operation is smooth and invertible. The details are summarised in the following two
lemmata. Following [9, Lemma 3.9], we consider the smooth scaling maps

$$
\begin{align*}
\mathrm{sc}: C^{\infty}(I, \mathfrak{g} \backslash\{0\}) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\}), & q \mapsto\left(t \mapsto \frac{q(t)}{\sqrt{\|q(t)\|}}\right),  \tag{4}\\
\mathrm{sc}^{-1}: C^{\infty}(I, \mathfrak{g} \backslash\{0\}) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\}), & q \mapsto(t \mapsto q(t)\|q(t)\|) .
\end{align*}
$$

Lemma 8 Fix $c_{0} \in \mathcal{M}$, then

1. $C_{c_{0}}^{\infty}(I, \mathcal{M})$ is a closed and split submanifold ${ }^{5}$ of $C^{\infty}(I, \mathcal{M})$,
2. $\rho_{c_{0}}: C^{\infty}(I, \mathfrak{g}) \rightarrow C_{c_{0}}^{\infty}(I, \mathcal{M})$ is a smooth surjective submersion.

Proof

1. Note that $C_{c_{0}}^{\infty}(I, \mathcal{M})$ is the preimage of $c_{0}$ under the evaluation map

$$
\mathrm{ev}_{0}: C^{\infty}(I, \mathcal{M}) \rightarrow \mathcal{M}, \quad c \mapsto c(0)
$$

One can show, similarly to the proof of [9, Proposition 4.1] that $\mathrm{ev}_{0}$ is a submersion. Hence, [12, Theorem C] implies that $C_{c_{0}}^{\infty}(I, \mathcal{M})$ is a closed submanifold of $C^{\infty}(I, \mathcal{M})$.
2. Recall that $\rho_{c_{0}}=\theta_{\Lambda_{c_{0}}} \circ$ Evol with $\theta_{\Lambda_{c_{0}}}: C^{\infty}(I, G) \rightarrow C^{\infty}(I, \mathcal{M}), f \mapsto \Lambda_{c_{0}} \circ f$.

As $\mathcal{M}$ is a homogeneous space, $\pi: G \rightarrow \mathcal{M}$ is a surjective submersion. Hence [23, Chapter 5.1] implies that $\theta_{\pi}: C^{\infty}(I, G) \rightarrow C^{\infty}(I, \mathcal{M})$ is surjective. Further, the Stacey-Roberts Lemma [2, Lemma 2.4] asserts that $\theta_{\pi}$ is a submersion. Picking $g \in \pi^{-1}\left(c_{0}\right)$, we can also write $\theta_{\Lambda_{c_{0}}}(f)=\pi \circ R_{g} \circ f=$ $\theta_{\pi}\left(\theta_{R_{g}}(f)\right)$. Thus $\theta_{\Lambda_{c_{0}}}=\theta_{\pi} \circ \theta_{R_{g}}$ is a surjective submersion and

$$
\theta_{\Lambda_{c_{0}}}^{-1}\left(C_{c_{0}}^{\infty}(I, \mathcal{M})\right)=C_{*}^{\infty}(I, G)=\left\{c \in C^{\infty}(I, G) \mid c(0)=e\right\} .
$$

By [13, Theorem C], $\theta_{\Lambda_{c_{0}}}$ restricts to a smooth surjective submersion $C_{*}^{\infty}(I, G) \rightarrow C_{c_{0}}^{\infty}(I, \mathcal{M})$. Finally, since Evol: $C^{\infty}(I, \mathfrak{g}) \rightarrow C_{*}^{\infty}(I, G)$ is a diffeomorphism (cf. 1.1.3), $\rho_{c_{0}}=\theta_{\Lambda_{c_{0}}} \circ$ Evol is a smooth surjective submersion.

Lemma 9 Fix $c_{0} \in \mathcal{M}$ and let $\alpha$ be as in Definition 4. Then the square root velocity transform $\mathcal{R}=\operatorname{sc} \circ \alpha \circ D$ constructed from $\alpha$ is a smooth immersion $\mathcal{R}: \mathcal{P}_{c_{0}} \rightarrow$ $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$.

Proof The map $D: C^{\infty}(I, \mathcal{M}) \rightarrow C^{\infty}(I, T \mathcal{M}), c \mapsto \dot{c}$ is smooth by Lemma 25. Hence on $\mathcal{P}_{c_{0}}$, the restriction of $D$ is smooth. As a composition of smooth maps, $\mathcal{R}=\left.\operatorname{sc} \circ \alpha \circ D\right|_{\mathcal{P}_{c_{0}}}$ is also smooth.

[^24]Since sc: $C^{\infty}(I, \mathfrak{g} \backslash\{0\}) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\})$ is a diffeomorphism, it suffices to prove that $\left.\alpha \circ D\right|_{\mathcal{P}_{0}}$ is an immersion. As we are dealing with infinite-dimensional manifolds, it is not sufficient to prove that the derivative of $\left.\alpha \circ D\right|_{\mathcal{P}_{c_{0}}}$ is injective (which is evident from (2)). Instead we have to construct immersion charts for $x \in$ $\mathcal{P}_{c_{0}}$, i.e. charts in which $\alpha \circ D$ is conjugate to an inclusion of vector spaces. ${ }^{6}$

To construct these charts, recall from (2) that $f:=\left.\alpha \circ D\right|_{\mathcal{P}_{c_{0}}}$ is a right-inverse to $\rho_{c_{0}}$. In Lemma 8 we established that $\rho_{c_{0}}$ is a surjective submersion which restricts to a submersion $\rho_{c_{0}}^{-1}\left(\mathcal{P}_{c_{0}}\right) \rightarrow \mathcal{P}_{c_{0}}$ by [12, Theorem C]. Fix $x \in \mathcal{P}_{c_{0}}$ and use the submersion charts for $\rho_{c_{0}}$. By [12, Lemma 1.2] there are open neighborhoods $x \in$ $U_{x} \subseteq \mathcal{P}_{c_{0}}$ and $f(x) \in U_{f(x)} \subseteq \rho_{c_{0}}^{-1}\left(\mathcal{P}_{c_{0}}\right)$ together with a smooth manifold $N$ and a diffeomorphism $\theta: U_{x} \times N \rightarrow U_{f(x)}$ such that $\rho_{c_{0}} \circ \theta(u, n)=u$. Thus $\left.\theta^{-1} \circ f\right|_{U_{x}}=\left(\operatorname{id}_{U_{x}}, f_{2}\right)$ for a smooth map $f_{2}: U_{x} \rightarrow U_{f_{x}}$. Hence $\left.\theta^{-1} \circ f\right|_{U_{x}}$ induces a diffeomorphism onto the split submanifold $\Gamma\left(f_{2}\right):=\left\{\left(y, f_{2}(y)\right) \mid y \in\right.$ $\left.U_{x}\right\} \subseteq U_{x} \times U_{f_{x}}$. Following [12, Lemma 1.13], we see that $f=\left.\alpha \circ D\right|_{U_{x}}$ is an immersion. As $x$ was arbitrary, the SRVT $\mathcal{R}$ is an immersion.

Exploiting that $\mathcal{R}$ is an immersion, we transport Riemannian structures and distances from $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$ to $\mathcal{P}_{c_{0}}$ by pullback. Note that the image of the SRVT for a homogeneous space is in general only an immersed submanifold of $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$. For reductive homogeneous spaces, a certain SRVT will always yield a smooth embedding (see Lemma 19). We investigate now the Riemannian structure on $\mathcal{P}_{c_{0}}$.

### 2.2 The Riemannian Geometry of the SRVT

As a first step, we construct a Riemannian metric using the $L^{2}$ metric on $C^{\infty}(I, \mathfrak{g})$.
Definition 10 Endow $C^{\infty}(I, \mathfrak{g})$ with the $L^{2}$ inner product

$$
\langle f, g\rangle_{L^{2}}=\int_{0}^{1}\langle f(t), g(t)\rangle \mathrm{d} t
$$

where $\langle\cdot, \cdot\rangle$ is induced by the right $H$-invariant Riemannian metric of $G$ on $\mathfrak{g}$.
The $L^{2}$ inner product induces a weak Riemannian metric. The $L^{2}$-geodesics are straight lines, i.e. a curve $c(t) \in C^{\infty}(I, \mathfrak{g})$ is a $L^{2}$-geodesic if and only if for every $t, s \mapsto c(t)(s)$ is a straight line in the vector space $\mathfrak{g}$. In Lemma 9 the square root velocity transform was identified as an immersion, which we now turn into a Riemannian immersion by pulling back the $L^{2}$ metric. Arguing as in the proof of [9, Theorem 3.11] one obtains the following formula for this pullback metric.

[^25]Theorem 11 Let $c \in \mathcal{P}_{c_{0}}$ and consider $v, w \in T_{c} \mathcal{P}_{c_{0}}$, i.e. $v, w: I \rightarrow T \mathcal{M}$ are curves with $v(t), w(t) \in T_{c(t)} \mathcal{M}$. The pullback of the $L^{2}$ metric on $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$ under the SRVT to the manifold of immersions $\mathcal{P}_{c_{0}}$ is given by:

$$
\begin{align*}
& G_{c}^{\mathcal{R}}(v, w)=\int_{I} \frac{1}{4}\left\langle D_{s} v, u_{c}\right\rangle\left\langle D_{s} w, u_{c}\right\rangle  \tag{5}\\
&+\left\langle D_{s} v-u_{c}\left\langle D_{s} v, u_{c}\right\rangle, D_{s} w-u_{c}\left\langle D_{s} w, u_{c}\right\rangle\right\rangle \mathrm{d} s
\end{align*}
$$

where $D_{s} v:=T_{c}(\alpha \circ D)(v) /\|\alpha(\dot{c})\|, u_{c}:=\alpha(\dot{c}) /\|\alpha(\dot{c})\|$ is the (transported) unit tangent vector of $c$, and $\mathrm{d} s=\|\alpha(\dot{c}(t))\| \mathrm{d}$. The pullback of the $L^{2}$ norm is given by

$$
G_{c}^{\mathcal{R}}(v, v)=\int_{I} \frac{1}{4}\left\langle D_{s} v, u_{c}\right\rangle^{2}+\left\|D_{s} v-u_{c}\left\langle D_{s} v, u_{c}\right\rangle\right\|^{2} \mathrm{~d} s .
$$

The formula for the pullback metric in Theorem 11 depends on $\alpha$ and its derivative. However, notice that we always obtain a first order Sobolev metric which measures the derivative $D_{s} v$ of the vector field over a curve $c$.

The distance on $\mathcal{P}_{c_{0}}$ will now be defined as the geodesic distance of the first order Sobolev metric $G^{\mathcal{R}}$, i.e. of the pullback of an $L^{2}$ metric. Thus we just need to pull the $L^{2}$ geodesic distance on $\mathcal{R}\left(\mathcal{P}_{c_{0}}\right)$ back using the SRVT. But, in general, the geodesic distance of two curves on the submanifold $\mathcal{R}\left(\mathcal{P}_{c_{0}}\right)$ with respect to the $L^{2}$ metric will not be the $L^{2}$ distance of the curves (see e.g. [8, Section 2]). The question is now, under which conditions is the geodesic distance at least locally given by the $L^{2}$ distance. Note first that the image of the SRVT will in general not be an open submanifold of $C^{\infty}(I, \mathfrak{g})$ (this was the key argument to derive the geodesic distance in [9, Theorem 3.16]). As a consequence we were unable to derive a general result describing the links between the geodesic distance by $G^{\mathcal{R}}$ on $\mathcal{P}_{c_{0}}$ and the SRVT algorithmic approach for homogeneous manifolds. Nonetheless, we conjecture that at least locally the geodesic distance should be given by the $L^{2}$ distance (note that $\rho_{c_{0}}^{-1}\left(\mathcal{P}_{c_{0}}\right)$ is an open set, whence the geodesic distance is locally given by the $L^{2}$ distance). On the other hand, for reductive homogeneous spaces (discussed in Sect. 3), an auxiliary map can be used to obtain a geodesic distance which globally coincides with the transformed $L^{2}$ distance.

### 2.3 Equivariance of the Riemannian Metric

Often in applications, one is interested in a metric on the shape space

$$
\mathcal{S}_{c_{0}}:=\mathcal{P}_{c_{0}} / \operatorname{Diff}^{+}(I)=\operatorname{Imm}_{c_{0}}(I, \mathcal{M}) / \operatorname{Diff}^{+}(I),
$$

where $\operatorname{Diff}^{+}(I)$ is the group of orientation preserving diffeomorphisms of $I$ acting on $\mathcal{P}_{c_{0}}$ from the right (cf. [5]). To assure that the distance function $d_{\mathcal{P}_{0}}$ descends to a distance function on the shape space, we need to require that it is invariant with respect to the group action.
Definition 12 Let $d: \mathcal{P}_{c_{0}} \times \mathcal{P}_{c_{0}} \rightarrow[0, \infty]$ be a metric. Then $d$ is reparametrisation invariant if

$$
\begin{equation*}
d(f, h)=d(f \circ \varphi, g \circ \varphi) \quad \forall \varphi \in \operatorname{Diff}^{+}(I) \tag{6}
\end{equation*}
$$

In other words $d$ is invariant with respect to the diagonal (right) action of $\operatorname{Diff}^{+}(I)$ on $\mathcal{P}_{c_{0}} \times \mathcal{P}_{c_{0}}$.

Let $[f],[g] \in \mathcal{S}$ be equivalence classes and pick arbitrary representatives $f \in$ [ $f$ ] and $g \in[g]$. If $d$ is a reparametrisation invariant, we define a metric on $\mathcal{S}$ as

$$
\begin{equation*}
d_{\mathcal{S}}([f],[g]):=\inf _{\varphi \in \operatorname{Diff}^{+}(I)} d(f, g \circ \varphi) \tag{7}
\end{equation*}
$$

Since $d$ is reparametrisation invariant, the definition of $d_{\mathcal{S}}$ makes sense (cf. [9, Lemma 3.4]). To obtain a metric on $\mathcal{S}$, we need reparametrisation invairance of

$$
d_{\mathcal{P}_{c_{0}}}: \mathcal{P}_{c_{0}} \times \mathcal{P}_{c_{0}} \rightarrow \mathcal{R}, \quad d_{\mathcal{P}_{c_{0}}}(f, g):=\sqrt{\int_{0}^{1}\|\mathcal{R}(f)(t)-\mathcal{R}(g)(t)\|^{2} \mathrm{~d} t} .
$$

Lemma 13 Let $\mathcal{R}$ be the square root velocity transform with respect to $c_{0} \in \mathcal{M}$ and $\alpha: C^{\infty}(I, T \mathcal{M}) \cong T C^{\infty}(I, \mathcal{M}) \rightarrow C^{\infty}(I, \mathfrak{g})$. Then $d_{\mathcal{P}_{c_{0}}}$ is reparametrisation invariant if $\alpha$ is a $C^{\infty}(I, \mathfrak{g})$-valued 1 -form on $C^{\infty}(I, \mathcal{M})$, e.g. if $\alpha=\theta_{\omega}$ for a $\mathfrak{g}$-valued 1 -form on $\mathcal{M}$.
Proof Consider $\varphi \in \operatorname{Diff}^{+}(I)$ and $f, g \in \mathcal{P}_{c_{0}}$. Then a computation yields

$$
\mathcal{R}(f \circ \varphi)=\frac{\alpha(\dot{f} \circ \varphi \cdot \dot{\varphi})}{\sqrt{\|\alpha(\dot{f} \circ \varphi \cdot \dot{\varphi})\|}}=\frac{\alpha(\dot{f} \circ \varphi) \cdot \dot{\varphi}}{\sqrt{\|\alpha(\dot{f} \circ \varphi) \cdot \dot{\varphi}\|}}=(\mathcal{R}(f) \circ \varphi) \cdot \sqrt{\dot{\varphi}},
$$

where we have used that $\alpha$ is fibre-wise linear as a 1 -form. Thus we can now compute

$$
d_{\mathcal{P}_{c_{0}}}(f \circ \varphi, g \circ \varphi)=\sqrt{\int_{I}\|\mathcal{R}(f) \circ \varphi(t)-\mathcal{R}(g) \circ \varphi(t)\|^{2} \dot{\varphi}(t) \mathrm{d} t}=d_{\mathcal{P}_{c_{0}}}(f, g) .
$$

The condition on $\alpha$ from Lemma 13 is satisfied in all examples of the SRVT considered in the present paper. For example, for a reductive homogeneous case (see Sect. 3), we can always choose $\alpha$ as the pushforward of a $\mathfrak{g}$-valued 1 -form.

## 3 SRVT for Curves in Reductive Homogeneous Spaces

A fundamental problem in our approach to shape spaces with values in homogeneous spaces is that we need to somehow lift curves from the homogeneous space to the Lie group. Ideally, this lifting process should be compatible with the Riemannian metrics on the spaces. Note that for our purposes it suffices to lift the derivatives of smooth curves to curves in the Lie algebra of the Lie group. Hence we need a suitable Lie algebra valued 1-form, which turns out to exist for reductive homogeneous spaces, cf. e.g. [16, Chapter X] (see also [20] for a recent account)
3.1 Recall that $\operatorname{Ad}(g):=T_{e} \operatorname{conj}_{g}$, where $\operatorname{conj}_{g}=L_{g} \circ R_{g^{-1}}$ denotes conjugation $\operatorname{conj}_{g}: G \rightarrow G$. Suppose $\mathfrak{m}$ is a subspace of $\mathfrak{g}$ such that $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}$.

Let $\omega_{e}: T_{e H} \mathcal{M} \rightarrow \mathfrak{m}$ be the inverse of $\left.T_{e} \pi\right|_{\mathfrak{m}}: \mathfrak{g} \supseteq \mathfrak{m} \rightarrow T_{e H} \mathcal{M}$. Identify $\mathfrak{g}=T_{e} G$ and observe that $T_{e} \pi: \mathfrak{g} \rightarrow T_{e H} \mathcal{M}$ induces an isomorphism $\left.T_{e} \pi\right|_{\mathfrak{m}}: \mathfrak{m} \rightarrow$ $T_{e H} \mathcal{M}$.

By definition $\pi \circ R_{h}=\pi$ holds for all $h \in H$. Now the group actions of $G$ on itself by left and right multiplication commute and we observe that

$$
\begin{equation*}
\text { for all } g \in G \quad \pi \circ L_{g}=\Lambda^{g} \circ \pi \quad \text { and } T_{e} \pi \circ \operatorname{Ad}(h)=T \Lambda^{h} \circ T_{e} \pi \text { for } h \in \mathfrak{h} . \tag{8}
\end{equation*}
$$

3.2 We will from now on assume that $\mathcal{M}$ is a reductive homogeneous manifold. This means that the subalgebra $\mathfrak{h}$ admits a reductive complement, i.e. a vector subspace $\mathfrak{m} \subseteq \mathfrak{g}$ such that

$$
\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m} \text { and } \operatorname{Ad}(h) \cdot \mathfrak{m} \subseteq \mathfrak{m} \text { for all } h \in H
$$

If it exists, a reductive complement will in general not be unique. However, we choose and fix a reductive complement $\mathfrak{m}$ for $\mathfrak{h}$.
3.3 As a reductive complement, $\mathfrak{m}$ is closed with respect to the adjoint action of $H$. Hence one deduces (cf. [20, Lemma 4.6] for a proof) that $\omega_{e}$ is $H$-invariant with respect to the adjoint action, i.e.

$$
\omega_{e}\left(T \Lambda^{h}(v)\right)=\operatorname{Ad}(h) \cdot \omega_{e}(v) \quad \text { for all } v \in T_{e H} \mathcal{M} \text { and } h \in H .
$$

Thus the following map is well-defined:

$$
\omega: T \mathcal{M} \rightarrow \mathfrak{g}, \quad v \mapsto \operatorname{Ad}(g) \cdot \omega_{e}\left(T \Lambda^{g^{-1}}(v)\right) \quad \text { for all } v \in T_{g H} \mathcal{M} .
$$

From the definition it is clear that $\omega$ is a smooth $\mathfrak{g}$-valued 1 -form on $\mathcal{M}$. Moreover, $\omega$ is even $G$-equivariant with respect to the canonical and adjoint action:

$$
\begin{equation*}
\omega\left(T \Lambda^{k}(v)\right)=\operatorname{Ad}(k) \cdot \omega(v) \quad \text { for all } v \in T \mathcal{M} \text { and } k \in G \tag{9}
\end{equation*}
$$

Note that $\omega$ depends by construction on our choice of reductive complement $\mathfrak{m}$. However, we will suppress this dependence in the notation. As noted in [20, Section 4.2], the 1 -forms $\omega$ correspond bijectively to reductive structures on $G / H .{ }^{7}$
3.4 Let $\omega$ be the 1 -form constructed in 3.3. Then we define the map

$$
\theta_{\omega}: C^{\infty}(I, T \mathcal{M}) \rightarrow C^{\infty}(I, \mathfrak{g}), \quad f \mapsto \omega \circ f
$$

Note first that $\theta_{\omega}$ is smooth by [15, Theorem 42.13]. We will prove that $\theta_{\omega}$ indeed satisfies (2) and (3), whence $\alpha=\theta_{\omega}$ yields an SRVT as in 4.

To motivate the computations, let us investigate an important special case.
Example 14 Similarly to example 5, let $G$ be a Banach Lie group and $H=\{e\}$ the trivial subgroup. Then $G=G /\{e\}$ can be viewed as a reductive homogeneous manifold with $\mathfrak{m}=\mathfrak{g}, \pi=\operatorname{id}_{G}$ and $\omega_{e}=\operatorname{id}_{\mathfrak{g}}$. From the definition of $\omega$ we obtain $\omega(v)=\operatorname{Ad}(g) .\left(L^{g^{-1}}\right)_{*}(v)=\left(R_{g}^{-1}\right)_{*}(v)=\kappa^{r}(v)$, where $\kappa^{r}$ denotes the right Maurer-Cartan form, [15, Section 38] or [20, Section 5.1]. In particular, for $c: I \rightarrow G$ we have $\theta(c)=\kappa^{r}(\dot{c})=\delta^{r}(c)$ (right logarithmic derivative). As we have Evol $\circ \delta^{r}(c)=c$ for a curve starting at $e$.

The SRVT for reductive spaces coincides thus with the SRVT for Lie group valued shape spaces as outlined in 1.1.6.

Albeit Example 14 is quite trivial as a homogeneous space, it highlights a general principle of the construction for reductive homogeneous spaces.

Remark 15 We here provide an alternative interpretation for $\theta_{\omega} \circ D$ : A smooth curve $c: I \rightarrow \mathcal{M}$ admits a smooth horizontal lift $\tilde{c}: I \rightarrow G$ depending on a choice of connection for the principal bundle $G \rightarrow \mathcal{M}$ [23, Chapter 5.1]. For a reductive homogeneous manifold we construct a horizontal lift $\tilde{c}$ using the canonical invariant connection (depending on the reductive complement, see [16, X.2]). Now we take the (right) Darboux derivative (aka right logarithmic derivative) of $\tilde{c}: I \rightarrow G$ (see [24, 3.§5]). Then unraveling the definitions similar to Examples 5 and 14, one can show that $\delta^{r}(\tilde{c})=\theta_{\omega} \circ D(c)$ holds for the 1 -form $\theta_{\omega}$ as in 3.4. Thus for a reductive homogeneous space the proposed SRVT can be viewed (up to scaling) as the Darboux derivative of a horizontal lift of a curve in $\mathcal{M}$. Note that this interpretation justifies again to view $\rho_{c_{0}}$ as a generalised version of the evolution operator Evol (which inverts the right logarithmic derivative, see Remark 2).

A rich source for reductive homogeneous spaces are quotients of semisimple Lie groups. We recall now some of the main examples.

Example 16 Let $G$ be a semisimple Lie group and $H$ a Lie subgroup of $G$ which is also semisimple. Then the homogeneous space $\mathcal{M}=G / H$ is reductive. A reductive

[^26]complement of $\mathfrak{h}$ in $\mathfrak{g}$ is the orthogonal complement $\mathfrak{h}^{\perp}$ with respect to the CartanKilling form on $\mathfrak{g}$ (recall that the Killing form of a semisimple Lie algebra is nondegenerate by Cartan's criterion [17, I.§7 Theorem 1.45]). For example, this occurs for $G=\mathrm{SL}(n)$ and $H=\mathrm{SL}(n-p)$ or $G=\mathrm{SO}(n)$ and $H=\mathrm{SO}(n-p)$ (where $1 \leq p<n$ ), since by [17, I.§8 and I.§18] the following properties hold:

| Lie group $G$ | Compact? | Semisimple? | Killing form $B(X, Y)$ on $\mathfrak{g}$ |
| :--- | :--- | :--- | :--- |
| $\mathrm{SO}(n)$ | Yes | Yes (for $n \geq 3)$ | $(n-2) \operatorname{Tr}(X Y)$ |
| $\mathrm{SL}(n)$ | No | Yes | $2 n \operatorname{Tr}(X Y)$ |
| $\mathrm{GL}(n)$ | No | No | $2 n \operatorname{Tr}(X Y)-2 \operatorname{Tr}(X) \operatorname{Tr}(Y)$ |

Here Tr denotes the trace of a matrix. All main examples in this paper are reductive.
Proposition 17 Let $\mathcal{M}=G / H$ be a reductive homogeneous space, $c_{0} \in \mathcal{M}, \omega$ and $\theta_{\omega}$ as in 3.4. Consider $D: C_{c_{0}}^{\infty}(I, \mathcal{M}) \rightarrow C^{\infty}(I, T \mathcal{M}), c \mapsto \dot{c}$. Then

$$
\rho_{c_{0}} \circ \theta_{\omega} \circ D=\operatorname{id}_{C_{c_{0}}^{\infty}(I, \mathcal{M})} .
$$

Proof As a shorthand write $\theta:=\theta_{\omega} \circ D$. We establish in Lemma 26 the identity

$$
\begin{equation*}
\operatorname{id}_{C_{e H}^{\infty}(I, \mathcal{M})}=\rho_{e H} \circ \theta=\Lambda_{e H} \circ \text { Evol } \circ \theta=\pi \circ \text { Evol } \circ \theta . \tag{10}
\end{equation*}
$$

Let now $c \in C_{c_{0}}^{\infty}(I, \mathcal{M})$ with $c_{0}=g_{0} H$. Then we obtain $\Lambda^{g_{0}^{-1}} \circ c \in C_{e H}^{\infty}(I, \mathcal{M})$ and

$$
\begin{aligned}
\rho_{c_{0}} \circ \theta(c) & =\left(\Lambda_{c_{0}} \circ \operatorname{Evol}\right) \circ \theta_{\omega}(\dot{c})=\Lambda_{c_{0}} \circ \operatorname{Evol} \circ \omega\left(T \Lambda^{g_{0}} T \Lambda^{g_{0}^{-1}} \dot{c}\right) \\
& \stackrel{(9)}{=} \Lambda_{c_{0}} \circ \operatorname{Evol}\left(\operatorname{Ad}\left(g_{0}\right) \cdot \omega\left(T \Lambda^{g_{0}^{-1}} \dot{c}\right)\right)=\Lambda_{c_{0}} \circ \operatorname{Evol}\left(\operatorname{Ad}\left(g_{0}\right) \cdot \theta\left(\Lambda^{g_{0}^{-1}} \circ c\right)\right)
\end{aligned}
$$

Recall from [13, 1.16] that for a Lie group morphism $\varphi$ one has the identity $\operatorname{Evol} \circ \mathbf{L}(\varphi)=\varphi \circ$ Evol. By definition, $\operatorname{Ad}(g)=\mathbf{L}\left(\operatorname{conj}_{g}\right):=T_{e} \operatorname{conj}_{g}$, where $\operatorname{conj}_{g}=L_{g} \circ R_{g_{-1}}$ denotes the conjugation morphism. Insert this into the above equation:

$$
\begin{aligned}
\rho_{c_{0}} \circ \theta(c) & =\Lambda_{c_{0}} \circ \operatorname{Evol} \circ \theta(c)=\Lambda_{c_{0}} \circ L_{g_{0}} \circ R_{g_{0}^{-1}} \circ \operatorname{Evol}\left(\theta\left(\Lambda^{g_{0}^{-1}} \circ c\right)\right) \\
& =\pi \circ L_{g_{0}} \operatorname{Evol}\left(\theta\left(\Lambda^{g_{0}^{-1}} \circ c\right)\right)=\Lambda^{g_{0}} \circ \pi \circ \operatorname{Evol}\left(\theta\left(\Lambda^{g_{0}^{-1}} \circ c\right)\right) \\
& \stackrel{(10)}{=} \Lambda^{g_{0}} \circ \Lambda^{g_{0}^{-1}} \circ c=c .
\end{aligned}
$$

In passing to the second line we used that left and right multiplication maps commute and that $\Lambda_{c_{0}}\left(R_{g_{0}^{-1}}(k)\right)=\Lambda_{c_{0}}\left(k g_{0}^{-1}\right)=k g_{0}^{-1} c_{0}=k g_{0}^{-1} g_{0} H=\pi(k)$.

Proposition 18 Let $\mathcal{M}=G / H$ be a reductive homogeneous space, $c_{0} \in \mathcal{M}, \omega$ and $\theta_{\omega}$ as in 3.4. Then $\theta_{\omega}$ satisfies (2) and (3), whence for a reductive homogeneous space we can define the SRVT as

$$
\mathcal{R}(c):=\frac{\theta_{\omega}(\dot{c})}{\sqrt{\left\|\theta_{\omega}(\dot{c})\right\|}} \quad \text { for } c \in \operatorname{Imm}(I, \mathcal{M})
$$

Proof In Proposition 17 we have already established (2). To see that (3) also holds for $\theta_{\omega}$, observe first that for $v \in T_{g H} \mathcal{M}$, we have $\omega(v)=\operatorname{Ad}(g) . \omega_{e}\left(T \Lambda^{g^{-1}}(v)\right)$. Since $\omega_{e} \circ T \Lambda^{g^{-1}}: T_{g H} \mathcal{M} \rightarrow \mathfrak{m}$ and $\operatorname{Ad}(g): \mathfrak{g} \rightarrow \mathfrak{g}$ are linear isomorphisms, we see that $\omega(v)=0$ if and only if $v=0_{g H}$. As $\theta_{\omega}$ is post-composition by $\omega, \theta_{\omega}$ satisfies (3).

### 3.1 Riemannian Geometry and the Reductive SRVT

In the reductive space case, it is easier to describe the image of the square root velocity transform. It turns out that the image is a split submanifold with a global chart. Using this chart, we can also obtain information on the geodesic distance.

The idea is to transform the image of the SRVT such that it becomes $C^{\infty}(I, \mathfrak{m} \backslash$ $\{0\}$ ), where $\mathfrak{m}$ is again the reductive complement. Pick $g_{0} \in \pi^{-1}\left(c_{0}\right)$ and use the adjoint action of $G$ and the evolution Evol: $C^{\infty}(I, \mathfrak{g}) \rightarrow C^{\infty}(I, G)$ to define

$$
\Psi_{g_{0}}(q):=-\operatorname{Ad}\left(g_{0} \operatorname{Evol}(q)^{-1}\right) \cdot q \quad \text { for } q \in C^{\infty}(I, \mathfrak{g})
$$

where the dot denotes pointwise application of the linear map $\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right)$. Then $\Psi_{g_{0}}$ is a diffeomorphism with inverse $\Psi_{g_{0}-1}$ (see Lemma 28). We will now see that $\Psi_{g_{0}^{-1}}$ maps the image of the SRVT to $C^{\infty}(I, \mathfrak{m} \backslash\{0\})$.
Lemma 19 Choose $c_{0} \in \mathcal{M}$ in the reductive homogeneous space $\mathcal{M}$, and let $\omega$ and $\theta_{\omega}, D$ be as in Proposition 17. Then $\operatorname{Im} \theta_{\omega} \circ D$ is a split submanifold of $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$ modelled on $C^{\infty}(I, \mathfrak{m})$ and $\theta_{\omega} \circ D$ is a smooth embedding. In particular, $\mathcal{R}\left(\mathcal{P}_{c_{0}}\right)=$ $\Psi_{g_{0}}\left(C^{\infty}(I, \mathfrak{m} \backslash\{0\})\right)$ is a split submanifold of $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$ and $\mathcal{R}$ is a smooth embedding.

Proof As $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}$, we have $C^{\infty}(I, \mathfrak{g})=C^{\infty}(I, \mathfrak{h} \oplus \mathfrak{m}) \cong C^{\infty}(I, \mathfrak{h}) \oplus C^{\infty}(I, \mathfrak{m})$. Thus $C^{\infty}(I, \mathfrak{m} \backslash\{0\})$ is a closed and split submanifold of $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$. Fix $g_{0} \in G$ with $\pi\left(g_{0}\right)=c_{0}$ and note that $\Psi_{g_{0}}$ restricts to a diffeomorphism $C^{\infty}(I, \mathfrak{g} \backslash\{0\}) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\})$ by Lemma 28 . Now as $\Psi_{g_{0}}\left(C^{\infty}(I, \mathfrak{m} \backslash\{0\})\right)=$ $\operatorname{Im} \theta_{\omega} \circ D\left(\mathrm{cf}\right.$. Lemma 29), the image $\operatorname{Im} \theta_{\omega} \circ D$ is a closed and split submanifold of $C^{\infty}(I, \mathfrak{g} \backslash\{0\})$. Further, we deduce from Lemma 29 that $\left.\rho_{c_{0}}\right|_{\operatorname{Im} \theta_{\omega^{\circ}} D}$ is smooth with $\theta_{\omega} \circ D \circ \rho_{c_{0}} \mid \operatorname{Im} \theta_{\omega} \circ D=\operatorname{id}_{\operatorname{Im} \theta_{\omega} \circ D}$. As also $\rho_{c_{0}} \circ \theta_{\omega}=\operatorname{id}_{\operatorname{Imm}_{c_{0}}(I, \mathcal{M})}$, we see that $\theta_{\omega}$ is a diffeomorphism onto its image. Thus $\theta_{\omega} \circ D$ is indeed a smooth embedding.

Since the scaling maps are diffeomorphisms $C^{\infty}(I, \mathfrak{g} \backslash\{0\}) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\})$, the assertions on the image of $\mathcal{R}$ and on $\mathcal{R}$ follow directly from the assertions on $\theta_{\omega}$.
3.1.1 (Reductive SRVT) Let $\mathcal{M}$ be a reductive homogeneous space with reductive complement $\mathfrak{m}$ and $\theta_{\omega}: C^{\infty}(I, T \mathcal{M}) \rightarrow C^{\infty}(I, \mathfrak{g}), f \mapsto \omega \circ f$ be constructed with respect to the 1 -form $\omega$ from 3.3. Then $\Psi_{g_{0}^{-1}} \circ \theta_{\omega}\left(\mathcal{P}_{c_{0}}\right)=C^{\infty}(I, \mathfrak{m} \backslash\{0\})$ (see Appendix 6.1). Now one constructs a version of the SRVT for reductive spaces via

$$
\mathcal{R}_{\mathfrak{m}}: \mathcal{P}_{c_{0}} \rightarrow C^{\infty}(I, \mathfrak{m} \backslash\{0\}), \quad f \mapsto \frac{\Psi_{g_{0}^{-1} \circ \theta_{\omega}(\dot{f})}^{\sqrt{\left\|\Psi_{g_{0}^{-1}} \circ \theta_{\omega}(\dot{f})\right\|}} . . . . ~}{\text {. }}
$$

We call this map reductive SRVT, to distinguish it from the usual SRVT. Contrary to the SRVT, the reductive SRVT will go into the reductive complement, but it will not be a section of $\rho_{c_{0}}$. Instead it is a section of $\rho_{c_{0}} \circ \Psi_{g_{0}}$. Finally, we note that by construction (cf. Lemma 28) the image of the reductive SRVT is $C^{\infty}(I, \mathfrak{m} \backslash\{0\})$.

Arguing as in Theorem 11, we also obtain a first order Sobolev metric by pullback with the reductive SRVT. In general this Riemannian metric will not coincide with the pullback metric obtained from the SRVT. The advantage of the reductive SRVT is that we have full control over its image, which happens to be an open subset (of a subspace of $\left.C^{\infty}(I, \mathfrak{g})\right)$. Since $C^{\infty}(I, \mathfrak{g})$ with respect to the $L^{2}$ inner product is a flat space (in the sense of Riemannian geometry), it follows that at least locally the geodesic distance on the image of the SRVT is given by the distance

$$
d_{\mathcal{P}_{c_{0}}, \mathfrak{m}}(f, g):=d_{L^{2}}\left(\mathcal{R}_{\mathfrak{m}}(f), \mathcal{R}_{\mathfrak{m}}(g)\right) .
$$

However, we argue as in [9, Theorem 3.16] to obtain the following result.
Proposition 20 If $\operatorname{dim} \mathfrak{h}+2<\operatorname{dim} \mathfrak{g}$, then the geodesic distance of $\left(\mathcal{R}\left(\mathcal{P}_{c_{0}}\right),\langle\cdot, \cdot\rangle_{L^{2}}\right)$ coincides with the $L^{2}$ distance. In this case the geodesic distance on $\mathcal{P}_{c_{0}}$ induced by the pullback metric (5) (with respect to the reductive SRVT) is given by $d_{\mathcal{P}_{0}, \mathfrak{m}}(f, g)=\sqrt{\int_{I}\left\|\mathcal{R}_{\mathfrak{m}}(f)(t)-\mathcal{R}_{\mathfrak{m}}(g)(t)\right\|^{2} \mathrm{~d} t}$.

Note that the modification by the reductive SRVT is highly non-linear, e.g. in the Lie group case, Example 14, we obtain:
Example 21 Let $G$ be a Lie group, $c \in^{\infty}(I, G)$ and $\delta^{l}(c)=c^{-1} \dot{c}$. Then

$$
\Psi\left(\delta^{r}(c)\right)=-\operatorname{Ad}\left(\operatorname{Evol}\left(\delta^{r}(c)\right)^{-1}\right) \cdot \delta^{r}(c)=-\operatorname{Ad}\left(c^{-1}\right) \cdot \dot{c} c^{-1}=-\delta^{l}(c) .
$$

Recall from [15, 38.4] that $\operatorname{Evol}\left(-\delta^{l}(c)\right)(t)=(c(t))^{-1}$. In the Lie group case, the reductive SRVT modifies the formulae to compute distances and interpolations between the pointwise inverses of curves instead of the curves themselves. In particular, this shows that the reductive SRVT will not be a section of $\rho_{c_{0}}$.

In particular, we have to prove a version of Lemma 13 for the reductive SRVT.
Lemma 22 For a reductive space, $d_{\mathcal{P}_{c_{0}}, \mathfrak{m}}$ is reparametrisation invariant.
Proof For $\mathcal{R}_{\mathfrak{m}}$ we use $\Psi_{g_{0}-1} \circ \theta_{\omega}$ instead of $\alpha=\theta_{\omega}$. Consider $f \in \mathcal{P}_{c_{0}}$ and $\varphi \in$ $\operatorname{Diff}^{+}(I)$ to compute as in Lemma 13: $\Psi_{g_{0}}^{-1}\left(\theta_{\omega}(f \circ \varphi)\right)=\Psi_{g_{0}}^{-1}\left(\dot{\varphi} \cdot \theta_{\omega}(f) \circ \varphi\right)$. Now

$$
\operatorname{Evol}(q) \circ \varphi=\operatorname{Evol}(\dot{\varphi} \cdot q \circ \varphi) \underbrace{\operatorname{Evol}(q)(\varphi(0))}_{=e \text { since } \varphi(0)=0}=\operatorname{Evol}(\dot{\varphi} \cdot q \circ \varphi)
$$

follows from [15, p. 411]. Linearity of the adjoint action yields $\Psi_{g_{0}}^{-1}\left(\theta_{\omega}(f \circ \varphi)\right)=$ $\left(\Psi_{g_{0}}^{-1}\left(\theta_{\omega}(f)\right) \circ \varphi\right) \cdot \dot{\varphi}$. Inserting this in (9) yields reparametrisation invariance.

## 4 The SRVT on Matrix Lie Groups

In order to illustrate our definition of the SRVT in different instances of homogeneous manifolds, we consider in what follows two examples of quotients of finite dimensional matrix Lie groups (for $n \geq 3$ and $p<n$ ):

1. $\mathrm{SO}(n) /(\mathrm{SO}(n-p) \times \mathrm{SO}(p))($ see 4.3$)$.
2. $\mathrm{SO}(n) / \mathrm{SO}(n-p)$ (see 4.2).

Note that in both cases the quotients are reductive homogeneous spaces. To prepare our investigation, we will now collect some information on relevant tangent spaces for the matrix Lie groups. These examples are relevant in applications [1].

### 4.1 Tangent Space of $G / H$ and Tangent Map of $G \rightarrow G / H$

For $G$ and $H$ finite dimensional (matrix) Lie groups, we here describe the tangent space of $G / H$ at a prescribed point $c_{0}$ and the tangent mapping of the canonical projection $\pi: G \rightarrow G / H$. We have seen that any curve $c(t)$ on $G / H, c(0)=c_{0}$, can be expressed non-uniquely by means of a curve on the Lie group $c(t)=\pi(g(t))$. For matrix Lie groups, the elements of $G / H$ are equivalence classes of matrices. Let the elements of $G, g \in G$, be $n \times n$ matrices, then the group multiplication coincides with matrix multiplication. We identify elements of $H \subset G$ with matrices

$$
h=\left[\begin{array}{cc}
I & 0  \tag{11}\\
0 & \Gamma
\end{array}\right], \quad \Gamma \mathrm{a}(n-p) \times(n-p) \text { matrix and } I \text { the } p \times p \text { identity } .
$$

We obtain $T_{g_{0}} \pi: T_{g_{0}} G \rightarrow T_{\pi\left(g_{0}\right)} G / H, v \mapsto w$, by differentiating $c(t)=$ $\pi(g(t))$. Assuming $g(0)=g_{0}, \pi\left(g_{0}\right)=c_{0}, \dot{g}(0)=v \in T_{g_{0}} G$, we have

$$
w:=T_{\pi\left(g_{0}\right)}(v)=\left.\frac{d}{d t}\right|_{t=0} \pi(g(t))=\left\{\left.\left.\frac{d}{d t}\right|_{t=0} \tilde{g}(t) \right\rvert\, \tilde{g}(t)=g(t) h(t), \quad h(t) \in H\right\} .
$$

Assuming $\dot{g}(t)=A(t) g(t)$, where $A(t) \in \mathfrak{g}, v=A_{0} g_{0}=g_{0} \operatorname{Ad}_{g_{0}^{-1}}\left(A_{0}\right)$, and assuming also that $\frac{d}{d t} h(t)=B(t) h(t), B(t) \in \mathfrak{h}, \quad B(0)=B_{0}$, in analogy to (32), we get

$$
\begin{equation*}
\frac{d}{d t} \tilde{g}(t)=\left(A(t)+\operatorname{Ad}_{g(t)}(B(t))\right) g(t) h(t)=g(t)\left(\operatorname{Ad}_{g(t)^{-1}}(A(t))+B(t)\right) h(t) \tag{12}
\end{equation*}
$$

so we obtain

$$
\begin{aligned}
w:=T_{\pi\left(g_{0}\right)}(v) & =\left\{\left.\tilde{w}=\left.\frac{d}{d t}\right|_{t=0} \tilde{g}(t) \right\rvert\, \tilde{w}=\left(A_{0}+\operatorname{Ad}_{g_{0}}\left(B_{0}\right)\right) g_{0} h, \quad h \in H, B_{0} \in \mathfrak{h}\right\} \\
& =\left\{\left.\tilde{w}=\left.\frac{d}{d t}\right|_{t=0} \tilde{g}(t) \right\rvert\, \tilde{w}=g_{0}\left(\operatorname{Ad}_{g_{0}^{-1}}\left(A_{0}\right)+B_{0}\right) h, \quad h \in H, B_{0} \in \mathfrak{h}\right\},
\end{aligned}
$$

which gives a description of the tangent vector $w \in T_{c_{0}} G / H$ as well as the characterisation of $T \pi$ for matrix Lie groups. Suppose that we fix a complementary subspace $\mathfrak{m}$ of $\mathfrak{h}, \mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}$, then there is a unique isotropy element $B_{0} \in \mathfrak{h}$ such that $\operatorname{Ad}_{g_{0}^{-1}}\left(A_{0}\right)+B_{0} \in \mathfrak{m}$.

Repeating this procedure for each value of $t$ along a curve $c(t)$, we can assume $c(t)=\pi(g(t))$ and $w(t) \in T_{\pi(g(t))} G / H, w(t)=\left(A(t)+\operatorname{Ad}_{g(t)}(B(t))\right) c(t)$ with $A(t) \in \mathfrak{g}, B(t) \in \mathfrak{h}$, such that $\operatorname{Ad}_{g(t)^{-1}}(A(t))+B(t) \in \mathfrak{m}$, then we can define

$$
\alpha: T_{\pi(g(t))} G / H \rightarrow \operatorname{Ad}_{g(t)}(\mathfrak{m}), \quad \alpha(w(t))=A(t)+\operatorname{Ad}_{g(t)}(B(t))
$$

This map corresponds to the map $\theta_{\omega}$ of 3.4 with $\omega$ as described in 3.3. If $\mathfrak{m}$ is reductive, this map is well defined (independently of the choice of representative $g(t)$ of $c(t)=\pi(g(t)))$. We refer to Table 1 for different, possible choices of $\mathfrak{m}$ and their implications. In the following examples $\mathfrak{m}$ is reductive and $H$ is compact.

### 4.2 SRVT on the Stiefel Manifold: $\mathrm{SO}(n) / \mathrm{SO}(n-p)$

In this section we consider the case when $G=\mathrm{SO}(n)$ and $H=\mathrm{SO}(n-p) \subset \mathrm{SO}(n)$, where the elements of $\mathrm{SO}(n-p)$ are of the type (11) with $\Gamma$ a $(n-p) \times(n-p)$ orthogonal matrix with determinant equal to 1 . We consider the canonical left action

Table 1 Riemannian metrics and decompositions of the Lie algebra

| $H / \mathfrak{h}$ | Metric on $G$ | Special decompositions of $\mathfrak{g}$ | $G$-action on $\mathcal{M}$ |
| :--- | :--- | :--- | :--- |
| Compact | $G$-left invariant, <br> $H$-biinvariant | $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{h}^{\perp}$, the orthogonal <br> complement $\mathfrak{h}^{\perp}$ is <br> $\operatorname{Ad}(H)$-invariant | By isometries |
| Compact | $G$-right invariant, <br> $H$-biinvariant | As above | Only $H$ acts <br> by isometries |
| Admits reductive <br> complement in $\mathfrak{g}^{\mathfrak{a}}$ | $G$-right invariant | $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}, \mathfrak{m}$ is <br> $\operatorname{Ad}(H)$-invariant <br> $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{h}^{\perp}$, where in general <br> $\mathfrak{m} \neq \mathfrak{h}^{\perp}$ | Not by isometries |
|  | $G$-right invariant | $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{h}^{\perp}$ but $\mathfrak{h}^{\perp}$ is not <br> $\operatorname{Ad}(H)$ invariant | Not by isometries |

${ }^{\mathfrak{a}} \mathfrak{h}=\mathbf{L}(H)$ admits a reductive complement $\mathfrak{m}$, if $\mathfrak{m}$ is an $\operatorname{Ad}(H)$-invariant subspace and $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}$ as vector spaces, cf. 3.1. Then $\mathcal{M}=G / H$ is a reductive homogeneous space
of $\mathrm{SO}(n)$ on the quotient $\mathrm{SO}(n) / \mathrm{SO}(n-p)$. This homogeneous manifold can be identified with the Stiefel manifold, $\mathcal{M}=\mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$, i.e. the set of $p$-orthonormal frames in $\mathbb{R}^{n}$ (real matrices $n \times p$ with orthonormal columns). We will in the following denote by $\left[U, U^{\perp}\right]$ the elements of $\mathrm{SO}(n)$ where we have collected in $U$ the first $p$ orthonormal columns and in $U^{\perp}$ the last $n-p$. Multiplication from the right by an arbitrary element in the isotropy subgroup $\mathrm{SO}(n-p)$ gives [ $U, U^{\perp} \Gamma$ ], leaving the first $p$ columns unchanged and orthonormal to the last $n-p$, for all choices of $\Gamma$. Here $U$ alone represents the whole coset of $\left[U, U^{\perp}\right]$. When thought of as a map from $\mathrm{SO}(n)$ to $\mathrm{SO}(n) / \mathrm{SO}(n-p)$, the projection $\pi: \mathrm{SO}(n) \rightarrow \mathrm{SO}(n) / \mathrm{SO}(n-p)$ is

$$
\pi\left(\left[U, U^{\perp}\right]\right)=\left\{\tilde{g} \in \mathrm{SO}(n) \mid \tilde{g}=\left[U, U^{\perp} \Gamma\right], \quad \forall \Gamma \in \mathrm{SO}(n-p)\right\}
$$

Otherwise, when thought of as a map from $\pi: \mathrm{SO}(n) \rightarrow \mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$, the canonical projection conveniently becomes $\pi\left(\left[U, U^{\perp}\right]\right)=\left[U, U^{\perp}\right] I_{p}=U$, where $I_{p}$ is the $n \times p$ matrix whose columns are the first $p$ columns of the $n \times n$ identity matrix. The equivalence class of the group identity element $\pi(e)$ is identified with the $n \times p$ matrix $I_{p}$. Similarly the tangent mapping of the projection $\pi$,
$T \pi: T \mathrm{SO}(n) \rightarrow T \mathrm{SO}(n) / \mathrm{SO}(n-p), \quad v \in T_{g} \mathrm{SO}(n) \mapsto w \in T_{\pi(g)} \mathrm{SO}(n) / \mathrm{SO}(n-p)$,
with $g=\left[U, U^{\perp}\right], v=A\left[U, U^{\perp}\right] \in T_{\left[U, U^{\perp}\right]} \mathrm{SO}(n)$ and $A \in \mathfrak{s o}(n)$, can be realised as

$$
T_{[U, U \perp]} \pi\left(A\left[U, U^{\perp}\right]\right)=\left\{\begin{array}{l|l}
\tilde{w} \in T_{\left[U, U^{\perp} \Gamma\right]} \mathrm{SO}(n) & \begin{array}{r}
\tilde{w}=\left[U, U^{\perp}\right]\left(\operatorname{Ad}_{\left[U, U^{\perp}\right]^{T}}(A)+B\right) \Gamma, \\
\forall \Gamma \in \mathrm{SO}(n-p), B \in \mathfrak{s o}(n-p)
\end{array} \tag{13}
\end{array}\right\},
$$

while $T \pi: T \mathrm{SO}(n) \rightarrow T \mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$ by multiplication from the right by $I_{p}$, and

$$
\begin{equation*}
T_{\left[U, U^{\perp}\right]} \pi\left(A\left[U, U^{\perp}\right]\right)=A\left[U, U^{\perp}\right] I_{p}=A U \in T_{U} \mathbb{V}_{p}\left(\mathbb{R}^{n}\right) \tag{14}
\end{equation*}
$$

Alternatively, a characterisation of tangent vectors can be obtained by differentiation of curves on $\mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$. We have then that

$$
T_{Q} \mathbb{V}_{p}\left(\mathbb{R}^{n}\right)=\left\{\begin{array}{lll}
V & n \times p \text { matrix } \mid Q^{\mathrm{T}} V \quad p \times p & \text { skew-symmetric }\}
\end{array}\right.
$$

Proposition 23 ([10]) Any tangent vector $V$ at $Q \in \mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$ can be written as

$$
\begin{align*}
V & =\left(F Q^{\mathrm{T}}-Q F^{\mathrm{T}}\right) Q  \tag{15}\\
F & :=V-Q \frac{Q^{\mathrm{T}} V}{2} \in T_{Q} \mathcal{M} \tag{16}
\end{align*}
$$

And notice that replacing $F$ with $F:=V-Q\left(\frac{Q^{\mathrm{T}} V}{2}+S\right)$, where $S$ is an arbitrary $p \times p$ symmetric matrix, does not affect (15).

We proceed by using the representation (15) of $T_{Q} \mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$ and the framework described in Definition 4 for defining an SRVT on the Stiefel manifold. Consider

$$
\begin{align*}
f_{Q}: T_{Q} \mathcal{M} \rightarrow T_{Q} \mathcal{M}, & f_{Q}(V)=V-Q \frac{Q^{\mathrm{T}} V}{2},  \tag{17}\\
a_{Q}: T_{Q} \mathcal{M} \rightarrow \mathfrak{m}_{Q} \subset \mathfrak{g}, & a_{Q}(V)=f_{Q}(V) Q^{\mathrm{T}}-Q f_{Q}(V)^{\mathrm{T}} . \tag{18}
\end{align*}
$$

The SRVT of a curve $Y(t)$ on the Stiefel manifold is a curve on $\mathfrak{s o ( n )}$ defined by

$$
\begin{equation*}
\mathcal{R}(Y):=\frac{a_{Y}(\dot{Y})}{\sqrt{\left\|a_{Y}(\dot{Y})\right\|}}=\frac{f_{Y}(\dot{Y}) Y^{\mathrm{T}}-Y f_{Y}(\dot{Y})^{\mathrm{T}}}{\sqrt{\left\|f_{Y}(\dot{Y}) Y^{\mathrm{T}}-Y f_{Y}(\dot{Y})^{\mathrm{T}}\right\|}} \tag{19}
\end{equation*}
$$

As the Stiefel manifold is a reductive homogeneous space, we can define a reductive SRVT in this case. Denoting with $\left[Q, Q^{\perp}\right.$ ] a representative in $S O(n)$ of the equivalence class identified by $Q$ on $\mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$, we observe that

$$
V=\operatorname{Ad}_{\left[Q Q^{\perp}\right]}(G) I_{p} \quad \text { with } \quad G:=\left[Q Q^{\perp}\right]^{T} F I_{p}^{T}-I_{p} F^{T}\left[Q Q^{\perp}\right] .
$$

Assuming the right invariant metric on $S O(n)$ is the negative Killing form, then we observe that $G$ belongs to the orthogonal complement of the subalgebra $\mathfrak{s o}(n-p)$ in $\mathfrak{s o}(n)$ with respect to this inner product. As stated in Table 1, this orthogonal complement is the reductive complement, i.e. $\mathfrak{m}=\mathfrak{s o}(n-p)^{\perp}$, and $\operatorname{Ad}_{\mathrm{SO}(n-p)}\left(\mathfrak{s o}(n-p)^{\perp}\right) \subset \mathfrak{s o}(n-p)^{\perp}$. The elements of such an orthogonal
complement $\mathfrak{s o}(n-p)^{\perp}$ are matrices $W \in \mathfrak{s o}(n)$ of the form

$$
W=\left[\begin{array}{cc}
\Omega & \Sigma^{T}  \tag{20}\\
-\Sigma & 0
\end{array}\right]
$$

with $\Omega \in \mathfrak{s o}(p)$ and $\Sigma$ an arbitrary $(n-p) \times p$ matrix. Consider the maps

$$
\begin{array}{ll}
\tilde{f}_{Q}: T_{Q} \mathcal{M} \rightarrow T_{I_{p}} \mathcal{M}, & \tilde{f}_{Q}(V)=\left[Q Q^{\perp}\right]^{T} V-I_{p} \frac{Q^{\mathrm{T}} V}{2}, \\
\tilde{a}_{Q}: T_{Q} \mathcal{M} \rightarrow \mathfrak{m} \subset \mathfrak{g}, & \tilde{a}_{Q}(V)=\tilde{f}_{Q}(V) I_{p}^{\mathrm{T}}-I_{p} \tilde{f}_{Q}(V)^{\mathrm{T}}, \tag{22}
\end{array}
$$

and we observe that $\tilde{a}_{Q}(V) \in \mathfrak{m}$. Then the reductive SRVT is

$$
\begin{equation*}
\mathcal{R}_{\mathfrak{m}}(Y):=\frac{\tilde{a}_{Y}(\dot{Y})}{\sqrt{\left\|\tilde{a}_{Y}(\dot{Y})\right\|}}=\frac{\tilde{f}_{Y}(\dot{Y}) I_{p}^{\mathrm{T}}-I_{p} \tilde{f}_{Y}(\dot{Y})^{\mathrm{T}}}{\sqrt{\left\|\tilde{f}_{Y}(\dot{Y}) I_{p}^{\mathrm{T}}-I_{p} \tilde{f}_{Y}(\dot{Y})^{\mathrm{T}}\right\|}} . \tag{23}
\end{equation*}
$$

### 4.3 SRVT on the Grassmann Manifold: $\mathbf{S O}(n) /(\mathbf{S O}(n-p) \times \mathbf{S O}(p))$

In this section we consider the case when $G=\mathrm{SO}(n)$ and $H=\mathrm{SO}(n-p) \times$ $\mathrm{SO}(p) \subset \mathrm{SO}(n)$ where the elements of $\mathrm{SO}(n-p) \times \mathrm{SO}(p)$ are of the type

$$
h=\left[\begin{array}{ll}
\Lambda & 0  \tag{24}\\
0 & \Gamma
\end{array}\right],
$$

with $\Lambda$ a $p \times p$ matrix and $\Gamma$ an $(n-p) \times(n-p)$ matrix, both orthogonal with determinant equal to 1 . We consider the canonical left action of $\operatorname{SO}(n)$ on the quotient $\mathrm{SO}(n) /(\mathrm{SO}(n-p) \times \mathrm{SO}(p))$. This homogeneous manifold can be identified with a quotient of the Stiefel manifold $\mathbb{V}_{p}\left(\mathbb{R}^{n}\right) / \mathrm{SO}(p)$ with equivalence classes $[Q]=\left\{\tilde{Q} \in \mathbb{V}_{p}\left(\mathbb{R}^{n}\right) \mid \tilde{Q}=Q \Lambda, \Lambda \in \mathfrak{s o}(p)\right\}$. We denote such a manifold here with $\mathbf{G}_{p, n}(\mathbb{R}) .{ }^{8}$ The reductive subspace is $\mathfrak{m}=(\mathfrak{s o}(p) \times \mathfrak{s o}(n-p))^{\perp}$ with elements as in (20) but with $\Omega=0$. Imposing a choice of isotropy $B \in \mathfrak{s o}(p) \times \mathfrak{s o}(n-p)$ such that $\left(\operatorname{Ad}_{\left[Q, Q^{\perp}\right]^{T}}(A)+B\right) \in \mathfrak{m}$ leads to the following characterisation of tangent vectors.

Proposition 24 Any tangent vector $V$ at $Q \in \mathbf{G}_{p, n}(\mathbb{R})$ is an $n \times p$ matrix such that $Q^{T} V=0$, and $V$ can be expressed in the form (15) with $F=V$.

[^27]The proof follows from (12) assuming $g(t)=\left[Q(t) Q(t)^{\perp}\right] \in \mathrm{SO}(n)$, and $h(t)$ of the form (24), imposing the stated choice of isotropy, and projecting the resulting curves on $\mathbb{V}_{p}\left(\mathbb{R}^{n}\right)$ by post-multiplication by $I_{p}$.

We proceed by using (15) but with $F=V$. Define $a_{Q}: T_{Q} \mathcal{M} \rightarrow \mathfrak{g}$ as in (18) with $f_{Q}: T_{Q} \mathcal{M} \rightarrow T_{Q} \mathcal{M}$, the identity map $f_{Q}(V)=V$. Suppose that $Y(t)$ is a curve on the Grassmann manifold, then the SRVT of $Y$ is a curve on $\mathfrak{s o}(n)$ and takes the form (19) which here becomes

$$
\begin{equation*}
\mathcal{R}(Y):=\frac{\dot{Y} Y^{\mathrm{T}}-Y \dot{Y}^{\mathrm{T}}}{\sqrt{\left\|\dot{Y} Y^{\mathrm{T}}-Y \dot{Y}^{\mathrm{T}}\right\|}} . \tag{25}
\end{equation*}
$$

The reductive SRVT is defined by (23) with

$$
\tilde{f}_{Q}(V)=\left[Q, Q^{\perp}\right]^{T} V=\left[\begin{array}{c}
O \\
\left(Q^{\perp}\right)^{T} V
\end{array}\right]
$$

and $\tilde{a}_{Q}$ as in (22), which implies $\tilde{a}_{Q}(V) \in \mathfrak{m}$.

## 5 Numerical Experiments

To demonstrate an application of the SRVT introduced in this paper, we present a simple example of interpolation between two curves on the unit 2 -sphere. In the following we describe some implementation details for this example.
5.1 (Preliminaries) We will use Rodrigues' formula for the Lie group exponential,
$\exp (\hat{x})=I+\frac{\sin (\alpha)}{\alpha} \hat{x}+\frac{1-\cos (\alpha)}{\alpha^{2}} \hat{x}^{2}, \quad \alpha=\|x\|_{2}, \quad x=\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right) \mapsto \hat{x}=\left(\begin{array}{ccc}0 & -x_{3} & x_{2} \\ x_{3} & 0 & -x_{1} \\ -x_{2} & x_{1} & 0\end{array}\right)$
where $x \mapsto \hat{x}$ defines an isomorphism between vectors in $\mathbb{R}^{3}$ and $3 \times 3$ skewsymmetric matrices in $\mathfrak{s o}(3)$.
5.2 (Interpolated curves) Given a continuous curve $c(t), t \in\left[t_{0}, t_{N}\right]$ on the Stiefel manifold $\mathrm{SO}(3) / \mathrm{SO}(2)$, which is diffeomorphic to $\mathrm{S}^{2}$, we replace $c(t)$ with the curve $\bar{c}(t)$ interpolating between $N+1$ values $\bar{c}_{i}=c\left(t_{i}\right)$, with $t_{0}<t_{1}<\ldots<$ $t_{N}$, as follows:

$$
\begin{equation*}
\bar{c}(t):=\sum_{i=0}^{N-1} \chi_{\left[t_{i}, t_{i+1}\right)}(t) \exp \left(\frac{t-t_{i}}{t_{i+1}-t_{i}}\left(v_{i} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} v_{i}^{\mathrm{T}}\right)\right) \bar{c}_{i}, \tag{26}
\end{equation*}
$$

where $\chi$ is the characteristic function, exp is the Lie group exponential, and $v_{i}$ are approximations to $\left.\frac{d}{d t} c(t)\right|_{t=t_{i}}$ found by solving the equations

$$
\begin{gather*}
\bar{c}_{i+1}=\exp \left(v_{i} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} v_{i}^{\mathrm{T}}\right) \bar{c}_{i}  \tag{27}\\
\text { constrained by } \quad v_{i}^{\mathrm{T}} \bar{c}_{i}=0 . \tag{28}
\end{gather*}
$$

The $v_{i}, i=1, \ldots, N$, can be found explicitly, by a simple calculation. We observe that if $\kappa=\bar{c}_{i} \times v_{i}$, then $\hat{\kappa}=v_{i} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} v_{i}^{\mathrm{T}}$. By (28), we have that $\left\|\bar{c}_{i} \times v_{i}\right\|_{2}=\left\|\bar{c}_{i}\right\|_{2}\left\|v_{i}\right\|_{2}=\left\|v_{i}\right\|_{2}$, where the last equality follows because we assume the sphere to have radius 1 , and so $\left\|\bar{c}_{i}\right\|_{2}=\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i}=1$. Using Rodrigues' formula, from (27) we obtain

$$
\bar{c}_{i+1}=\frac{\sin \left(\left\|v_{i}\right\|_{2}\right)}{\left\|v_{i}\right\|_{2}} v_{i}+\cos \left(\left\|v_{i}\right\|_{2}\right) \bar{c}_{i} .
$$

Thus $\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}=1-\cos \left(\left\|v_{i}\right\|_{2}\right)$ and so $\left\|v_{i}\right\|_{2}=\arccos \left(\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}\right)$ leading to

$$
v_{i}=\left(\bar{c}_{i+1}-\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1} \bar{c}_{i}\right) \frac{\arccos \left(\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}\right)}{\sqrt{1-\left(\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}\right)^{2}}} .
$$

Inserting this into (26) gives

$$
\begin{equation*}
\bar{c}(t)=\sum_{i=0}^{N-1} \chi_{\left[t_{i}, t_{i+1}\right)}(t) \exp \left(\frac{t-t_{i}}{t_{i+1}-t_{i}} \frac{\arccos \left(\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}\right)}{\sqrt{1-\left(\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}\right)^{2}}}\left(\bar{c}_{i+1} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} \bar{c}_{i+1}^{\mathrm{T}}\right)\right) \bar{c}_{i} \tag{29}
\end{equation*}
$$

5.3 (The SRVT and its inverse) By Definition 4 and formulae (17), (18) and (19), the SRVT of the curve (29) is a piecewise constant function $\bar{q}(t)$ in $\mathfrak{s o}(3)$, taking values $\bar{q}_{i}=\bar{q}\left(t_{i}\right), i=0, \ldots, N-1$, where $\bar{q}_{i}=\left.\mathcal{R}(\bar{c})\right|_{t=t_{i}}$ is given by

$$
\begin{equation*}
\bar{q}_{i}=\frac{v_{i} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} v_{i}^{\mathrm{T}}}{\left\|v_{i} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} v_{i}^{\mathrm{T}}\right\|^{\frac{1}{2}}}=\frac{\arccos ^{\frac{1}{2}}\left(\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}\right)}{\left(1-\left(\bar{c}_{i}^{\mathrm{T}} \bar{c}_{i+1}\right)^{2}\right)^{\frac{1}{4}}\left\|\bar{c}_{i+1} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} \bar{c}_{i+1}^{\mathrm{T}}\right\|^{\frac{1}{2}}}\left(\bar{c}_{i+1} \bar{c}_{i}^{\mathrm{T}}-\bar{c}_{i} \bar{c}_{i+1}^{\mathrm{T}}\right) \tag{30}
\end{equation*}
$$

Here the norm $\|\cdot\|$ is induced by the negative (scaled) Killing form, which for skewsymmetric matrices corresponds to the Frobenius inner product, $\|A\|=\sqrt{\operatorname{tr}\left(A A^{\mathrm{T}}\right)}$.

The inverse SRVT is then given by (29), with

$$
\bar{c}_{i+1}=\exp \left(\left\|\bar{q}_{i}\right\| \bar{q}_{i}\right) \bar{c}_{i}, \quad i=1, \ldots, N-1, \quad \bar{c}_{0}=c\left(t_{0}\right)
$$

5.4 (The reductive SRVT) Since $\operatorname{Evol}\left(a_{\bar{c}_{i}}\left(v_{i}\right)\right)=\exp \left(a_{\bar{c}_{i}}\left(v_{i}\right)\right)$, the reductive SRVT (3.1.1) becomes then

$$
\begin{equation*}
\left.\mathcal{R}_{\mathfrak{m}}(\bar{c})\right|_{t=t_{i}}=\left.\mathcal{R}(\tilde{c})\right|_{t=t_{i}}=\frac{\arccos ^{\frac{1}{2}}\left(\tilde{c}_{i}^{\mathrm{T}} \tilde{c}_{i+1}\right)}{\left(1-\left(\tilde{c}_{i}^{\mathrm{T}} \tilde{c}_{i+1}\right)^{2}\right)^{\frac{1}{4}}\left\|\tilde{c}_{i+1} \tilde{c}_{i}^{\mathrm{T}}-\tilde{c}_{i} \tilde{c}_{i+1}^{\mathrm{T}}\right\|^{\frac{1}{2}}}\left(\tilde{c}_{i+1} \tilde{c}_{i}^{\mathrm{T}}-\tilde{c}_{i} \tilde{c}_{i+1}^{\mathrm{T}}\right), \tag{31}
\end{equation*}
$$

with

$$
\tilde{c}_{i}=\left[U, U^{\perp}\right]_{i}^{\mathrm{T}} \bar{c}, \quad i=0, \ldots, N, \quad\left[U, U^{\perp}\right]_{i+1}=\exp \left(a_{\bar{c}_{i}}\left(v_{i}\right)\right)\left[U, U^{\perp}\right]_{i} \quad i=0, \ldots, N-1,
$$

where $\left[U, U^{\perp}\right]_{0}$ can be found e.g. by $Q R$-factorization of $c\left(t_{0}\right)$.
5.5 (Curve blending on the 2-sphere) We wish to compute the geodesic in the shape space of curves on the sphere between the two curves $\bar{c}^{1}(t)$ and $\bar{c}^{2}(t)$. Following [9], we use a dynamic programming algorithm to solve the optimization problem (7) (see [7,28] for a detailed description on the use of dynamic programming for shapes):

```
Algorithm 1 REPARAMETRISATION[7, Section 3.2]
    Given \(\bar{q}^{1}(t), \bar{q}^{2}(t), N,\left\{t_{i}\right\}_{i=0}^{N}\)
    for \(i, j \in\{0, \ldots, N\}\) do
        \(c_{\text {min }}=\infty\)
        for \(k \in\{0, \ldots, i-1\}, l \in\{0, \ldots, j-1\}\) do
            \(c_{\text {loc }}=\int_{t_{i}}^{t_{k}}\left|\bar{q}^{1}(t)-\bar{q}^{2}\left(t_{l}+\frac{t_{j}-t \mid}{t_{i}-t_{k}} t\right)\right|^{2} \mathrm{~d} t\)
            if \(\Psi^{m}(k, l)=\Psi \circ \cdots \circ \Psi(k, l)=(0,0)\) for some \(m \geq 0\) then
                \(z=0\)
            else
                \(z=\infty\)
            \(c=c_{\text {loc }}+A_{k, l}+z\)
            if \(c<c_{\text {min }}\) then
                \(c_{\text {min }}=c\)
                \(\Psi(i, j)=(k, l)\)
        \(A_{i, j}=c_{\text {min }}\)
    Create two vectors of indices \((p, q)\) by setting \(\left(p_{0}, q_{0}\right)=(N, N)\) and
    \(\left(p_{m+1}, q_{m+1}\right)=\Psi\left(p_{m}, q_{m}\right)\) until \(\left(p_{m+1}, q_{m+1}\right)=(0,0)\)
    Flip \((p, q)\) so it starts at \((0,0)\) and ends at \((N, N)\)
    for \(i \in\{0, \ldots, N\}\) do
        \(s_{i}=t_{q_{j}}+\left(t_{q_{j+1}}-t_{q_{j}}\right) \frac{t_{i}-t_{p_{j}}}{t_{p_{j+1}-1}-t_{p_{j}}}\) for \(j\) s.t. \(p_{j} \leq i<p_{j+1}\)
    Return \(s=\left\{s_{i}\right\}_{i=0}^{N}\)
```

With this approach, we reparametrise optimally the curve $\bar{c}^{2}(t)$ while minimizing its distance to $\bar{c}^{1}(t)$. This distance is measured by taking the $L^{2}$ norm of $\bar{q}^{1}(t)-\bar{q}^{2}(t)$ in the Lie algebra. In the discrete case, this reparametrisation yields an optimal set of grid points $\left\{s_{i}\right\}_{i=0}^{N}$, where $s_{0}=t_{0}<s_{1}<\ldots<s_{N}=t_{N}$, from which we find $\bar{c}_{i}^{\prime 2}=\bar{c}^{2}\left(s_{i}\right)$ by (29). See [9] for further details.

We interpolate between $\bar{c}^{1}(t)$ and $\bar{c}^{\prime 2}(t)$ by performing a linear convex combination of their SRV transforms $\bar{q}^{1}(t)$ and $\bar{q}^{\prime 2}(t)$, and then by taking the inverse SRVT of the result. We obtain

$$
\bar{c}_{\text {int }}\left(\bar{c}_{1}, \bar{c}_{2}^{\prime}, \theta\right)=\mathcal{R}^{-1}\left((1-\theta) \mathcal{R}\left(\bar{c}_{1}\right)+\theta \mathcal{R}\left(\bar{c}_{2}^{\prime}\right)\right), \quad \theta \in[0,1] .
$$

Examples are reported in Figs. 2, 3 and 4, where interpolation between two curves is performed with and without reparametrisation. We show curves resulting from using both (30) and (31), and compare these to the results obtained when employing the SRVT introduced in [9] on curves in $\mathrm{SO}(3)$ which are then traced out by a vector in $\mathbb{R}^{3}$ to match the curves in $S^{2}$ studied here.
5.6 (Conclusions) We have proposed generalisations of the SRVT approach to curves and shapes evolving on homogenous manifolds using Lie group actions. Different Lie group actions lead to different Riemannian metrics in the infinite dimensional manifolds of curves and shapes opening up for a variety of possibilities which can all be implemented in the same generalised SRVT framework. We have presented only a few preliminary examples here, and further tests and analysis will be the subject of future work. A number of open questions related to the properties of the pullback metrics through the SRVT, to the performance of the algorithms when using different Lie group actions, to the comparison of the SRVT and the reductive SRVT and to the implementation of the approach in examples of non reductive homogeneous manifolds will be addressed in future research.

## 6 Appendix

## 6.1 (Auxiliary results for Sect. 3)

Lemma 25 For the homogeneous space $\mathcal{M}=G / H$ with projection $\pi: G \rightarrow$ $G / H$ the derivation map $D_{\mathcal{M}}: C^{\infty}(I, G / H) \rightarrow C^{\infty}(I, T(G / H)), c \mapsto \dot{c}$ is smooth.

Proof The map $D_{G}: C^{\infty}(I, G) \rightarrow C^{\infty}(I, T G), \gamma \mapsto \dot{\gamma}$ is a smooth group homomorphism by [13, Lemma 2.1]. As $\pi: G \rightarrow G / H$ is a smooth submersion, $\theta_{\pi}: C^{\infty}(I, G) \rightarrow C^{\infty}(I, G / H), c \mapsto \pi \circ c$ is a smooth submersion [2, Lemma 2.4]. Write $\theta_{T \pi} \circ D_{G}=D \circ \theta_{\pi}$, whence by [12, Lemma 1.8] $D_{\mathcal{M}}$ is smooth.


Fig. 2 Interpolation between two curves on $S^{2}$, with and without reparametrisation, obtained by the reductive SRVT (31). The results obtained by using the SRVT (30) are not identical to these, but in this case very similar, and therefore omitted. The results are compared to the corresponding SRVT interpolation between curves on $\mathrm{SO}(3)$, which are then mapped to $\mathrm{S}^{2}$ by multiplying with the vector $(1,0,0)^{\mathrm{T}}$. The curves are $c^{1}(t)=R_{x}\left(\pi t^{3}\right) R_{y}\left(\pi t^{3}\right) R_{y}\left(\pi t^{3} / 2\right) \cdot(1,0,0)^{\mathrm{T}}$ and $c^{2}(t)=R_{z}(3 \pi t / 4) R_{x}(\pi t) \cdot(1,0,0)^{\mathrm{T}}$ for $t \in[0,1]$, where $R_{x}(t), R_{y}(t)$ and $R_{z}(t)$ are the rotation matrices in $\mathrm{SO}(3)$ corresponding to rotation of an angle $t$ around the $x$-, $y$ - and $z$-axis, respectively. (a) From left to right: Two curves on the sphere, their original parametrisations, the reparametrisation minimizing the distance in $\mathrm{SO}(3)$ and the reparametrisation minimizing the distance in $S^{2}$, using the reductive SRVT (31). (b) The interpolated curves at times $t=\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$, from left to right, after reparametrisation, on $\mathrm{SO}(3)$ (yellow, dashed line) and $\mathrm{S}^{2}$ (blue, solid line). (c) The interpolated curves at times $t=\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$, from left to right, before reparametrisation, on SO (3) (yellow, dashed line) and $\mathrm{S}^{2}$ (blue, solid line)

Lemma 26 With $\theta:=\theta_{\omega} \circ D$ The identity (10) $\operatorname{id}_{C_{e H}^{\infty}(I, \mathcal{M})}=\pi \circ$ Evol $\circ \theta$ holds.
Proof Let $c: I \rightarrow \mathcal{M}$ be smooth with $c(0)=e H$ and choose $g: I \rightarrow G$ smooth with $g(0)=e$ and $\pi \circ g=c$. Set $\gamma(t):=\operatorname{Evol}(\theta(c))(t)$. It suffices to prove that $\gamma(t)^{-1} g(t) \in H$ for all $t \in I$. Then $\pi \circ \gamma=\pi \circ g=c$ and the assertion follows.


Fig. 3 Interpolation between two curves on $\mathrm{S}^{2}$, with and without reparametrisation, found by the reductive SRVT (31). The curves are $c^{1}(t)=R_{x}(2 \pi t) R_{y}(2 \pi t) R_{z}(\pi t) \cdot(0,1,1)^{\mathrm{T}} / \sqrt{2}$ and $c^{2}(t)=R_{z}(2 \pi t) R_{x}(2 \pi t) R_{y}(\pi t / 2) \cdot(0,1,1)^{\mathrm{T}} / \sqrt{2}$ for $t \in[0,1]$, where $R_{x}(t), R_{y}(t)$ and $R_{z}(t)$ are the rotation matrices in $\mathrm{SO}(3)$ corresponding to rotation of an angle $t$ around the $x$-, $y$ - and $z$-axis, respectively. (a) From left to right: Two curves on the sphere, their original parametrisations and the reparametrisation minimizing the distance in $S^{2}$, using the reductive SRVT (31). (b) The interpolated curves at times $t=\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$, from left to right, before reparametrisation. (c) The interpolated curves at times $t=\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$, from left to right, after reparametrisation

As $\gamma(0)^{-1} g(0)=e \in H$, we only have to prove that $\frac{\mathrm{d}}{\mathrm{d} t} \pi\left(\gamma(t)^{-1} g(t)\right)$ vanishes everywhere to obtain $\gamma(t)^{-1} g(t) \in H$. Before we compute the derivative of $\pi\left(\gamma(t)^{-1} g(t)\right)$, let us first collect some facts concerning the logarithmic derivatives $\delta^{r}(f)=\dot{f} \cdot f^{-1}$ and $\delta^{l}(f)=f^{-1} \cdot \dot{f}$. By definition $\delta^{r}(\gamma)=\delta^{r}(\operatorname{Evol}(\theta(c)))=\theta(c)$.


Fig. 4 Interpolation between the same curves as in Fig. 3, with and without reparametrisation, obtained here with the SRVT (30), compared to the corresponding interpolation between curves on $\mathrm{SO}(3)$ mapped to $\mathrm{S}^{2}$ by multiplication with the vector $(0,1,1)^{\mathrm{T}} / \sqrt{2}$. (a) From left to right: The original parametrisations of the curves to be interpolated, the reparametrisation minimizing the distance in $\mathrm{SO}(3)$ and the reparametrisation minimizing the distance in $S^{2}$, using the SRVT (30).
(b) The interpolated curves at times $t=\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$, from left to right, before reparametrisation, on SO (3) (yellow, dashed line) and $\mathrm{S}^{2}$ (red, solid line). (c) The interpolated curves at times $t=$ $\left\{\frac{1}{4}, \frac{1}{2}, \frac{3}{4}\right\}$, from left to right, after reparametrisation, on $\mathrm{SO}(3)$ (yellow, dashed line) and $\mathrm{S}^{2}$ (red, solid line)

Further, [15, Lemma 38.1] yields for smooth $f, h: I \rightarrow G$ :

$$
\begin{align*}
& \delta^{r}(f \cdot h)=\delta^{r}(f)+\operatorname{Ad}(f) \cdot \delta^{r}(h) \quad \text { and } \quad \delta^{r}\left(f^{-1}\right)=-\delta^{l}(f), \quad \text { whence } \\
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\gamma(t)^{-1} g(t)\right)=\left(\gamma(t)^{-1} g(t)\right) \cdot \delta^{l}\left(\gamma^{-1} g\right)(t) \stackrel{(32)}{=}-\left(\gamma(t)^{-1} g(t)\right) \cdot \delta^{r}\left(g^{-1} \gamma\right)(t)  \tag{32}\\
& \stackrel{(32)}{=}\left(\gamma(t)^{-1} g(t)\right) \cdot\left(\delta^{l}(g)(t)-\operatorname{Ad}\left(g(t)^{-1}\right) \cdot \theta(c)(t)\right)
\end{align*}
$$

Recall that by definition, $\theta(c)(t)=\omega(\dot{c}(t))=\operatorname{Ad}(g(t)) \cdot \omega_{e}\left(T \Lambda^{g(t)^{-1}}(\dot{c}(t))\right)$ (here $\pi \circ g=c$ is used). Inserting this into the above equation we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\gamma(t)^{-1} g(t)\right)=\left(\gamma(t)^{-1} g(t)\right) \cdot\left(\delta^{l}(g)(t)-\omega_{e}\left(T \Lambda^{g(t)^{-1}} \circ \dot{c}(t)\right)\right) . \tag{33}
\end{equation*}
$$

Observe that $T_{e} \pi\left(\delta^{l}(g)(t)\right)=T \Lambda^{g(t)^{-1}} T \pi \dot{g}(t)=T \Lambda^{g(t)^{-1}} \dot{c}(t)$ since $\pi \circ g=c$. As $\omega_{e}$ is a section of $T_{e} \pi, T_{e} \pi\left(\delta^{l}(g)(t)-\omega_{e}\left(T \Lambda^{g(t)^{-1}} \circ \dot{c}(t)\right)=0 \in T_{e H} \mathcal{M}\right.$. Summing up

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \pi\left(\gamma(t)^{-1} g(t)\right) & \stackrel{(33)}{=} T \pi\left(\left(\gamma(t)^{-1} g(t)\right) \cdot\left(\delta^{l}(g)(t)-\omega_{e}\left(T \Lambda^{g(t)^{-1}} \circ \dot{c}(t)\right)\right)\right. \\
& \stackrel{(8)}{=} T \Lambda^{\gamma(t)^{-1} g(t)} T_{e} \pi\left(\delta^{l}(g)(t)-\omega_{e}\left(T \Lambda^{g(t)^{-1}} \circ \dot{c}(t)\right)\right)=0 .
\end{aligned}
$$

6.2 (A chart for the image of the SRVT) Let $G$ be a Lie group with Lie algebra $\mathfrak{g}$. Using the adjoint action of $G$ on $\mathfrak{g}$ and the evolution Evol: $C^{\infty}(I, \mathfrak{g}) \rightarrow C^{\infty}(I, G)$, we define the map

$$
\Psi: C^{\infty}(I, \mathfrak{g}) \rightarrow C^{\infty}(I, \mathfrak{g}), \quad q \mapsto-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q
$$

where the dot denotes pointwise application of the linear map $\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right)$. Observe that $\Psi$ (co)restricts to a mapping $C^{\infty}(I, \mathfrak{g} \backslash\{0\}) \rightarrow C^{\infty}(I, \mathfrak{g} \backslash\{0\})$.

Lemma 27 The map $\Psi: C^{\infty}(I, \mathfrak{g}) \rightarrow C^{\infty}(I, \mathfrak{g})$ is a smooth involution.
Proof To establish smoothness of $\Psi$, consider the commutative diagram


As Ad: $G \times \mathfrak{g} \rightarrow \mathfrak{g}$ is smooth, so is $(f, g) \mapsto \operatorname{Ad}(f) . g$ (cf. [13, Proof of Proposition 6.2]) and $\Psi$ is smooth as a composition of smooth maps. Compute for $q \in C^{\infty}(I, \mathfrak{g})$

$$
\begin{aligned}
\Psi(\Psi(q)) & =-\operatorname{Ad}\left(\operatorname{Evol}(\Psi(q))^{-1}\right) \cdot \Psi(q)=-\operatorname{Ad}\left(\operatorname{Evol}\left(-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q\right)^{-1}\right) \cdot\left(-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q\right) \\
& =\operatorname{Ad}\left(\left(\operatorname{Evol}(q) \operatorname{Evol}\left(-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q\right)\right)^{-1}\right) \cdot q
\end{aligned}
$$

To see that $\Psi(\Psi(q))=q$, we prove that

$$
\gamma_{q}:=\operatorname{Evol}(q) \operatorname{Evol}\left(-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q\right)
$$

is a constant path. Recall that $\operatorname{Evol}(q)$ and

$$
\operatorname{Evol}\left(-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q\right)
$$

are smooth paths starting at the identity in $G$. Hence it suffices to prove $\delta^{r}\left(\gamma_{q}\right)=0$. To this end, apply the product formula (32) and $\delta^{r}(\operatorname{Evol}(q))=q$ :

$$
\begin{aligned}
\delta^{r}\left(\gamma_{q}\right) & =\delta^{r}(\operatorname{Evol}(q))+\operatorname{Ad}(\operatorname{Evol}(q)) \cdot \delta^{r}\left(\operatorname{Evol}\left(-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q\right)\right) \\
& =q+\operatorname{Ad}(\operatorname{Evol}(q)) \cdot\left(-\operatorname{Ad}\left(\operatorname{Evol}(q)^{-1}\right) \cdot q\right)=q-q=0 .
\end{aligned}
$$

To account for the initial point $c_{0} \in \mathcal{M}$, fix $g_{0} \in \pi^{-1}\left(c_{0}\right)$ and define

$$
\Psi_{g_{0}}: C^{\infty}(I, \mathfrak{g}) \rightarrow C^{\infty}(I, \mathfrak{g}), \quad \Psi_{g_{0}}(q):=\operatorname{Ad}\left(g_{0}\right) \cdot \Psi(q)=-\operatorname{Ad}\left(g_{0} \operatorname{Evol}(q)^{-1}\right) \cdot q .
$$

For $k$ in the center of $G, \Psi_{k}=\Psi$ holds, but in general $\Psi_{g_{0}}$ will not be an involution.
Lemma 28 For each $g_{0} \in G$, the map $\Psi_{g_{0}}$ is a diffeomorphism with inverse $\Psi_{g_{0}^{-1}}$.
Proof From the definition of $\Psi_{g_{0}}$ and Lemma 27, it is clear that $\Psi_{g_{0}}$ is a smooth diffeomorphism. We use that Ad: $G \rightarrow \mathrm{GL}(\mathfrak{g})$ is a group morphism and compute

$$
\begin{aligned}
\Psi_{g_{0}^{-1}}\left(\Psi_{g_{0}}(q)\right) & =\operatorname{Ad}\left(g_{0}^{-1}\right) \cdot \Psi\left(\Psi_{g_{0}}(q)\right)=\operatorname{Ad}\left(g_{0}\right) \cdot \Psi\left(\operatorname{Ad}\left(g_{0}\right) \cdot \Psi(q)\right) \\
& =\operatorname{Ad}\left(g_{0}^{-1}\right) \cdot\left(-\operatorname{Ad}\left(\operatorname{Evol}\left(\operatorname{Ad}\left(g_{0}\right) \cdot \Psi(q)\right)^{-1}\right) \cdot \operatorname{Ad}\left(g_{0}\right) \cdot \Psi(q)\right) \\
& =-\operatorname{Ad}\left(g_{0}^{-1} g_{0} \operatorname{Evol}(\Psi(q))^{-1} g_{0}^{-1} g_{0}\right) \cdot \Psi(q)=\Psi(\Psi(q))=q
\end{aligned}
$$

Here we used that $\operatorname{Evol}(\operatorname{Ad}(g) \cdot f)=g \operatorname{Evol}(f) g^{-1}$, for $g \in G$.
Lemma 29 Fix $c_{0} \in \mathcal{M}$ and choose $g_{0} \in G$ with $\pi\left(g_{0}\right)=c_{0}$. Assume that $\mathcal{M}$ is reductive with $\mathfrak{g}=\mathfrak{h} \oplus \mathfrak{m}$, then
$\Psi_{g_{0}}\left(C^{\infty}(I, \mathfrak{m} \backslash\{0\})\right)=\left\{f \in C^{\infty}(I, \mathfrak{g}) \mid f=\theta_{\omega}(\dot{c}) \quad\right.$ for some $\left.c \in \operatorname{Imm}_{c_{0}}(I, \mathcal{M})\right\}$.
With $\theta_{\omega}$ as in 3.4 the formula $\theta_{\omega} \circ D\left(\rho_{c_{0}} \circ \Psi_{g_{0}}(q)\right)=\Psi_{g_{0}}(q)$ holds.
Proof Consider $c \in \operatorname{Imm}_{c_{0}}(I, \mathcal{M})$ and recall from Proposition 17 the identity $\Lambda_{c_{0}}\left(\operatorname{Evol}\left(\theta_{\omega}(\dot{c})\right)\right)=\pi\left(\operatorname{Evol}\left(\theta_{\omega}(\dot{c})\right) g_{0}\right)=c$ Choose $\hat{c}=\operatorname{Evol}\left(\theta_{\omega}(\dot{c})\right) g_{0}$ as a smooth lift of $c$ to $G$ and compute as follows:

$$
\begin{aligned}
\Psi_{g_{0}^{-1}}\left(\theta_{\omega}(\dot{c})\right) & =\operatorname{Ad}\left(g_{0}^{-1}\right) \cdot\left(-\operatorname{Ad}\left(\operatorname{Evol}\left(\theta_{\omega}(\dot{c})\right)^{-1}\right) \cdot\left(\theta_{\omega}(\dot{c})\right)\right) \\
& =\operatorname{Ad}\left(g_{0}^{-1}\right) \cdot\left(-\operatorname{Ad}\left(\operatorname{Evol}\left(\theta_{\omega}(\dot{c})\right)^{-1}\right) \cdot \operatorname{Ad}(\hat{c}) \cdot \omega_{e}\left(T \Lambda^{\hat{c}^{-1}}(\dot{c})\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{Ad}\left(g_{0}^{-1}\right) \cdot\left(-\operatorname{Ad}\left(\operatorname{Evol}\left(\theta_{\omega}(\dot{c})\right)^{-1}\right) \cdot \operatorname{Ad}\left(\operatorname{Evol}\left(\theta_{\omega}(\dot{c})\right) g_{0}\right) \cdot \omega_{e}\left(T \Lambda^{\hat{c}^{-1}}(\dot{c})\right)\right) \\
& =-\omega_{e}\left(T \Lambda^{\hat{c}^{-1}}(\dot{c})\right) \in \mathfrak{m} \backslash\{0\} .
\end{aligned}
$$

Conversely, let us show that $\Psi_{g_{0}}\left(C^{\infty}(I, \mathfrak{m} \backslash\{0\})\right)$ is contained in the image of $\left.\theta_{\omega} \circ D\right|_{\operatorname{Imm}_{c_{0}}(I, \mathcal{M})}$. To this end, consider $q=\Psi_{g_{0}}(v)$ for $v \in C^{\infty}(I, \mathfrak{m} \backslash\{0\})$. We compute

$$
\begin{align*}
\rho_{c_{0}}(q) & =\Lambda_{c_{0}}\left(\operatorname{Evol}\left(\operatorname{Ad}\left(g_{0}\right) \cdot \Psi(v)\right)\right)=\pi\left(\operatorname{Evol}\left(\operatorname{Ad}\left(g_{0}\right) \cdot \Psi(v) g_{0}\right)\right) \\
& =\pi\left(g_{0} \operatorname{Evol}(\Psi(v))\right)=\pi\left(g_{0} \operatorname{Evol}\left(-\operatorname{Ad}\left(\operatorname{Evol}(v)^{-1}\right) \cdot v\right)\right)=\Lambda^{g_{0}}(\pi(\operatorname{Evol}(\Psi(v)))) \tag{34}
\end{align*}
$$

Since $\Lambda^{g_{0}}$ is a diffeomorphism, $\rho_{c_{0}}(q): I \rightarrow \mathcal{M}$ is an immersion if and only if the curve $\pi(\operatorname{Evol}(\Psi(v)))$ has a non-vanishing derivative everywhere. Recall from the proof of Lemma 27 that $\operatorname{Evol}(v) \operatorname{Evol}(\Psi(v))=e$, whence we compute the derivative

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \pi(\operatorname{Evol}(\Psi(v))(t)) & =T \pi\left(\frac{\mathrm{~d}}{\mathrm{~d} t} \operatorname{Evol}(\Psi(v))(t)\right)=T \pi(\Psi(v) \operatorname{Evol}(\Psi(v)))(t) \\
& =T \pi\left(-\operatorname{Ad}\left(\operatorname{Evol}(v)^{-1}\right) \cdot v \operatorname{Evol}(\Psi(v))\right)(t) \\
& =-T \pi \circ\left(L_{\operatorname{Evol}(v)^{-1}(t)}\right)_{*} \circ\left(R_{\operatorname{Evol}(v)(t) \operatorname{Evol}(\Psi(v))(t))_{*}(v(t))}\right. \\
& =-T \Lambda^{\operatorname{Evol}(v)^{-1}(t)} \circ T_{e} \pi(v(t)) \tag{35}
\end{align*}
$$

In passing to the last line, we used that $\pi$ commutes with the left action. Since $T \Lambda^{g}$ is an isomorphism, $\frac{\mathrm{d}}{\mathrm{d} t} \pi(\operatorname{Evol}(\Psi(v))(t))$ vanishes if and only if $v(t) \in$ $\operatorname{ker} T_{e} \pi=\mathfrak{h}$. However, $v(t) \in \mathfrak{m} \backslash\{0\}$, whence $\rho_{c_{0}}\left(\Psi_{g_{0}}(v)\right) \in \operatorname{Imm}_{c_{0}}(I, \mathcal{M})$ and we can apply $\theta_{\omega} \circ D$ to $\rho_{c_{0}}(q)$. A combination of (34) and (35) yields $\frac{\mathrm{d}}{\mathrm{d} t} \rho_{c_{0}}\left(\Psi_{g_{0}}(v)\right)(t)=-T \Lambda^{g_{0}(\operatorname{Evol}(v))^{-1}(t)} \circ T_{e} \pi(v(t))$. With $\pi\left(g_{0} \operatorname{Evol}(v)^{-1}\right)=$ $\rho_{c_{0}}\left(\Psi_{g_{0}}(v)(t)\right)$, this yields

$$
\begin{aligned}
& \theta_{\omega}\left(\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{c_{0}}(v(t))\right)=\theta_{\omega}\left(\frac{\mathrm{d}}{\mathrm{~d} t} \rho_{c_{0}}\left(\Psi_{g_{0}}(v)\right)(t)\right)=\theta_{\omega}\left(-T \Lambda^{g_{0}(\operatorname{Evol}(v))^{-1}(t)} \circ T_{e} \pi(v(t))\right) \\
= & \operatorname{Ad}\left(g_{0}(\operatorname{Evol}(v))^{-1}\right) \cdot \omega_{e}\left(-T \Lambda^{\left(g_{0}(\operatorname{Evol}(v))^{-1}(t)\right)^{-1}} T \Lambda^{g_{0}(\operatorname{Evol}(v))^{-1}(t)} \circ T_{e} \pi(v(t))\right) \\
= & -\operatorname{Ad}\left(g_{0}(\operatorname{Evol}(v))^{-1}\right) \cdot \omega_{e}\left(T_{e} \pi(v(t))\right)=-\operatorname{Ad}\left(g_{0}(\operatorname{Evol}(v))^{-1}\right) \cdot v(t)=\Psi_{g_{0}}(v)(t)
\end{aligned}
$$

Note that as $\omega_{e}=\left(\left.T_{e} \pi\right|_{\mathfrak{m}}\right)^{-1}$, we have $\omega_{e}\left(T_{e} \pi(v(t))\right)=v(t)$.
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# Universality in Numerical Computation with Random Data: Case Studies, Analytical Results and Some Speculations 

Percy Deift and Thomas Trogdon


#### Abstract

We discuss various universality aspects of numerical computations using standard algorithms. These aspects include empirical observations and rigorous results. We also make various speculations about computation in a broader sense.


## 1 Introduction

There are two natural "integrabilities" associated with matrices $M$. The first concerns random matrix theory where key statistics, such as the distribution of the largest eigenvalue of $M$, or the gap probability, i.e., the probability that the spectrum of $M$ contains a gap of a given length, are described in an appropriate scaling limit as $N=\operatorname{dim} M \rightarrow \infty$, by the solution of completely integrable Hamiltonian systems, viz., Painlevé equations (see e.g. [8]). The second concerns the numerical computation of the eigenvalues of a matrix. Many standard eigenvalue algorithms work in the following way. Let $\Sigma_{N}$ denote the set of real $N \times N$ symmetric matrices and let $M \in \Sigma_{N}$ be a given matrix whose eigenvalues one wants to compute. Associated with each algorithm $\mathscr{A}$, there is, in the discrete case,

[^28]a map $\varphi=\varphi_{\mathscr{A}}: \Sigma_{N} \rightarrow \Sigma_{N}$, with the properties

- (isospectral) $\operatorname{spec}\left(\varphi_{\mathscr{A}}(H)\right)=\operatorname{spec}(H), \quad H \in \Sigma_{N}$,
- (convergence) the iterates $X_{k+1}=\varphi_{\mathscr{A}}\left(X_{k}\right), \quad k \geq 0, \quad X_{0}=M$, converge to a diagonal matrix $X_{\infty}, \quad X_{k} \rightarrow X_{\infty}, \quad$ as $\quad k \rightarrow \infty$,
and in the continuum case, there is a flow $t \rightarrow X(t) \in \Sigma_{N}$ with the properties
- (isospectral) $\quad \operatorname{spec}(X(t))=\operatorname{spec}(X(0))$,
- (convergence) the flow $X(t), t \geq 0, X(0)=M$, converges to a diagonal matrix $X_{\infty}, X(t) \rightarrow X_{\infty}$ as $t \rightarrow \infty$.
In both case, necessarily the (diagonal) entries of $X_{\infty}$ are the eigenvalues of the given matrix $M$. Now the fact of the matter is that, in most cases of interest, the flow $t \rightarrow X(t)$ is Hamiltonian and completely integrable in the sense of Liouville, and in the discrete case we have a "stroboscope theorem", i.e. there exists a completely integrable Hamiltonian flow $t \rightarrow \tilde{X}(t)$ which coincides with the above iterates $X_{k}$ at integer times, $\tilde{X}(k)=X_{k}, \quad k \geq 0$ (see, in particular, [2, 4, 13]). The QR algorithm on full $N \times N$ matrices is a prime example of such a discrete algorithm, while the Toda algorithm is an example of the continuous case.

Question: What happens if one tries to "marry" these two integrabilities? In particular, what happens when one computes the eigenvalues of a random matrix? In response to this question, the authors in [11] initiated a statistical study of the performance of various standard algorithms to compute the eigenvalues of random matrices $M$ from $\Sigma_{N}$.

Given $\epsilon>0$, it follows, in the discrete case, that for some $m$ the off-diagonal entries of $X_{m}$ are ${ }^{1} O(\epsilon)$ and hence the diagonal entries of $X_{m}$ give the eigenvalues of $X_{0}=M$ to $O(\epsilon)$. The situation is similar for continuous algorithms $t \rightarrow X(t)$. Rather than running the algorithm until all the off-diagonal entries are $O(\epsilon)$, it is customary to run the algorithm with deflations as follows. For an $N \times N$ matrix $Y$ in block from

$$
Y=\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right]
$$

with $Y_{11}$ of size $k \times k$ and $Y_{22}$ of size $(N-k) \times(N-k)$ for some $k \in$ $\{1,2, \ldots, N-1\}$, the process of projecting $Y \rightarrow \operatorname{diag}\left(Y_{11}, Y_{22}\right)$ is called deflation. For a given $\epsilon>0$, algorithm $\mathscr{A}$ and matrix $M \in \Sigma_{N}$, define the $\boldsymbol{k}$ deflation time $T^{(k)}(M)=T_{\epsilon, \mathscr{A}}^{(k)}(M), \quad 1 \leq k \leq N-1$, to be the smallest value of

[^29]$m$ such that $X_{m}$, the $m$ th iterate of algorithm $\mathscr{A}$ with $X_{0}=M$, has block form
\[

X_{m}=\left[$$
\begin{array}{ll}
X_{11}^{(k)} & X_{12}^{(k)} \\
X_{21}^{(k)} & X_{22}^{(k)}
\end{array}
$$\right]
\]

with $X_{11}^{(k)}$ of size $k \times k$ and $X_{22}^{(k)}$ of size $(N-k) \times(N-k)$ and $\left\|X_{12}^{(k)}\right\|=\left\|X_{21}^{(k)}\right\| \leq \epsilon$. The deflation time $T(M)$ is then defined as

$$
T(M)=T_{\epsilon, \mathscr{A}}(M)=\min _{1 \leq k \leq N-1} T_{\epsilon, \mathscr{A}}^{(k)}(M) .
$$

If $\hat{k} \in\{1, \ldots, N-1\}$ is such that $T(M)=T_{\epsilon, \mathscr{A}}^{(\hat{k})}(M)$, it follows that the eigenvalues of $M=X_{0}$ are given by the eigenvalues of the block-diagonal matrix diag $\left(X_{11}^{(\hat{k})}, X_{22}^{(\hat{k})}\right)$ to $O(\epsilon)$. After running the algorithm to time $T_{\epsilon, \mathscr{A}}(M)$, the algorithm restarts by applying the basic algorithm $\mathscr{A}$ separately to the smaller matrices $X_{11}^{(\hat{k})}$ and $X_{22}^{(\hat{k})}$ until the next deflation time, and so on. There are again similar considerations for continuous algorithms.

As the algorithm proceeds, the number of matrices after each deflation doubles. This is counterbalanced by the fact that the matrices are smaller and smaller in size, and the calculations are clearly parallelizable. Allowing for parallel computation, the number of deflations to compute all the eigenvalues of a given matrix $M$ to an accuracy $\epsilon$, will vary from $O(\log N)$ to $O(N)$.

In [11] the authors considered the deflation time $T=T_{\epsilon, \mathscr{A}}=T_{\epsilon, \mathscr{A}, \mathscr{E}}$ for $N \times N$ matrices chosen from an ensemble $\mathscr{E}$. For a given $\epsilon>0$, algorithm $\mathscr{A}$ and ensemble $\mathscr{E}$, the authors computed $T(M)$ for $5,000-10,000$ samples of matrices $M$ chosen from $\mathscr{E}$, and recorded the normalized deflation time

$$
\begin{equation*}
\tilde{T}(M) \equiv \frac{T(M)-\langle T\rangle}{\sigma} \tag{1}
\end{equation*}
$$

where $\langle T\rangle$ and $\sigma^{2}=\left\langle(T-\langle T\rangle)^{2}\right\rangle$ are the sample average and sample variance of $T(M)$, respectively. What the authors found, surprisingly, was that for the given algorithm $\mathscr{A}$, and $\epsilon$ and $N$ in a suitable scaling range with $N \rightarrow \infty$, the histogram of $\tilde{\boldsymbol{T}}$ was universal, independent of the ensemble $\mathscr{E}$. In other words, the fluctuations in the deflation time $\tilde{T}$, suitably scaled, were universal, independent of $\mathscr{E}$. Figure 1 displays some of the numerical results from [11]. Figure 1a displays data for the QR algorithm, which is discrete, and Fig. 1b displays data for the Toda algorithm, which is continuous. Note that the histograms in Fig. 1a, b are very different: Universality is observed with respect to the ensembles $\mathscr{E}$ - not with respect to the algorithms $\mathscr{A}$. The reason these particular histograms are different can be explained by the observation that the deflation time for the Toda algorithm is largely controlled by the largest gap in the spectrum of the matrix which typically occurs at the edge for our matrices. On the other hand, the QR algorithm biases towards


Fig. 1 Universality for $\tilde{T}$ when (a) $\mathscr{A}$ is the QR eigenvalue algorithm and when (b) $\mathscr{A}$ is the Toda algorithm. Panel (a) displays the overlay of two histograms for $\tilde{T}$ in the case of QR , one for each of the two ensembles $\mathscr{E}=\mathrm{BE}$, consisting of iid mean-zero Bernoulli random variables and $\mathscr{E}=\mathrm{GOE}$, consisting of iid mean-zero normal random variables. Here $\epsilon=10^{-10}$ and $N=100$. Panel (b) displays the overlay of two histograms for $\tilde{T}$ in the case of the Toda algorithm, and again $\mathscr{E}=\mathrm{BE}$ or GOE. And here $\epsilon=10^{-8}$ and $N=100$
finding small eigenvalues first so that the statistics of the eigenvalues in the bulk of the spectrum control the deflation times.

Subsequently in [3] the authors raised the question of whether the universality results in [11] were limited to eigenvalue algorithms for real symmetric matrices, or whether they were present more generally in numerical computation. And indeed the authors in [3] found similar universality results for a wide variety of numerical algorithms, including
(a) other algorithms such as the QR algorithm with shifts, ${ }^{2}$ the Jacobi eigenvalue algorithm, and also algorithms applied to complex Hermitian ensembles
(b) the conjugate gradient and GMRES algorithms to solve linear $N \times N$ systems $H x=b$ with $H$ and $b$ random
(c) an iterative algorithm to solve the Dirichlet problem $\Delta u=0$ in a random starshaped region $\Omega \subset \mathbb{R}^{2}$ with random boundary data $f$ on $\partial \Omega$
(d) a genetic algorithm to compute the equilibrium measure for orthogonal polynomials on the line.

In [3] the authors also discuss similar universality results obtained by Bakhtin and Correll [1] in a series of experiments with live participants recording
(e) decision making times for a specified task.

[^30]Whereas (a) and (b) concern finite dimensional problems, (c) shows that universality is also present in problems that are genuinely infinite dimensional. And whereas (a), (b) and (c) concern, in effect, deterministic dynamical systems acting on random initial data, problem (d) shows that universality is also present in genuinely stochastic algorithms.

The demonstration of universality in problems (a)-(d) raises the following issue: Given a view commonly discussed by neuroscientists and psychologists that the human brain acts as a big computer with hardware and software (see, e.g., [7, 14] and the references therein), one should be able to find evidence of universality in some neural computations. It is this issue that led the authors in [3] to the work of Bakhtin and Correll. In [1] each of the participants is shown a large number $k$ of diagrams and then asked to make a decision about a particular geometric feature of each diagram. What is then recorded is the time it takes for the participant to reach his'r decision. Thus each participant produces $k$ decision times $t$ which are then centered and scaled as in (1) to obtain a normalized decision time

$$
\begin{equation*}
\tilde{t}=\frac{t-\langle t\rangle}{\sigma} . \tag{2}
\end{equation*}
$$

The distribution of $\tilde{t}$ is then recorded in a histogram. Each of the participants produces such a histogram, and what is remarkable is that the histograms are, with a few exceptions, (essentially) the same. Furthermore, in [1], Bakhtin and Correll developed a Curie-Weiss-type statistical mechanical model for the decision process, and obtained a distribution function $f_{B C}$ which agrees remarkably well with the (common) histogram obtained by the participants. We note that the model of Bakhtin and Correll involves a particular parameter, the spin flip intensity $c_{i}$. In [1] the authors made one particular choice for $c_{i}$. However, as shown in [3], if one makes various other choices for $c_{i}$, then one still obtains the same distribution $f_{B C}$. In other words, the Bakhtin-Correll model itself has an intrinsic universality. In an independent development Sagun, Trogdon and LeCun [12] considered, amongst other things, search times on Google ${ }^{\mathrm{TM}}$ for a large number of words in English and in Turkish. They then centered and scaled these times as in (1), (2) to obtain two histograms for normalized search times, one for English words and one for Turkish words. To their great surprise, both histograms were the same and, moreover, extremely well described by $f_{B C}$. So we are left to ponder the following puzzlement: Whatever the neural stochastics of the participants in the study in [1], and whatever the stochastics in the Curie-Weiss model, and whatever the mechanism in Google ${ }^{\mathrm{TM}}$,s search engine, a commonality is present in all three cases expressed through the single distribution function $f_{B C}$.

## 2 A Limit Theorem

All of the above results are numerical. In order to establish universality as a bona fide phenomenon in numerical analysis, and not just an artifact suggested, however strongly, by certain computations as above, P. Deift and T. Trogdon in [5] considered the Toda eigenvalue algorithm mentioned above. In place of the deflation time $T(M)=\min _{1 \leq k \leq N-1} \quad T_{\epsilon \mathscr{A}}^{(k)}(M), \mathscr{A}=$ Toda algorithm, Deift and Trogdon used the 1-deflation time $T^{(1)}(M)=T_{\epsilon, \mathscr{\ell}}^{(1)}(M)$ as the stopping time for the algorithm. In other words, given $\epsilon>0$ and an ensemble $\mathscr{E}$, they ran the Toda algorithm $t \rightarrow X(t)$ with $X(0)=M \in \mathscr{E}$, until a time $t$ where

$$
t=T^{(1)}(M)=\inf \left\{s \geq 0: \sum_{j=2}^{N}\left(X_{1 j}(s)\right)^{2} \leq \epsilon^{2}\right\}
$$

It follows by perturbation theory that $\left|X_{11}\left(T^{(1)}(M)\right)-\lambda_{j^{*}}(M)\right| \leq \epsilon$ for some eigenvalue $\lambda_{j^{*}}(M)$ of $M$. But the Toda algorithm is known to be ordering, i.e. $X(t) \rightarrow X_{\infty}=\operatorname{diag}\left(\lambda_{1}(M), \lambda_{2}(M), \ldots \lambda_{N}(M)\right)$, where the eigenvalues of $M$ are ordered, $\lambda_{1}(M) \geq \lambda_{2}(M) \geq \cdots \geq \lambda_{N}(M)$. It follows then that (for $\epsilon$ sufficiently small and $T_{\epsilon, \mathscr{A}}^{(0)}$ correspondingly large) $j^{*}=1$ so that the Toda algorithm with stopping time $T^{(1)}=T_{\epsilon, \mathscr{A}}^{(1)}$ computes the largest eigenvalue of $M$ to accuracy $\epsilon$ with high probability.

The main result in [5] is the following. For invariant and generalized Wigner random matrix ensembles ${ }^{3}$ there is an ensemble dependent constant $c_{\mathscr{E}}$ such that the following limit exists (see [10] and [15])

$$
\begin{equation*}
F_{\beta}^{\mathrm{gap}}(t)=\lim _{N \rightarrow \infty} \operatorname{Prob}\left(\frac{1}{c_{\mathscr{E}}^{2 / 3} 2^{-2 / 3} N^{2 / 3}\left(\lambda_{1}-\lambda_{2}\right)} \leq t\right), \quad t \geq 0 \tag{3}
\end{equation*}
$$

Here $\beta=1$ for the real symmetric case, $\beta=2$ for the complex Hermitian case. Thus $F_{\beta}^{\text {gap }}(t)$ is the distribution function for the (inverse of the) gap $\lambda_{1}-\lambda_{2}$ between the largest two eigenvalues of $M$, on the appropriate scale as $N \rightarrow \infty$.
Theorem 1 (Universality for $T^{(1)}$ ) Let $0<\sigma<1$ be fixed and let $(\epsilon, N)$ be in the scaling region

$$
\begin{equation*}
\frac{\log \epsilon^{-1}}{\log N} \geq \frac{5}{3}+\frac{\sigma}{2} \tag{4}
\end{equation*}
$$

[^31]Then if $M$ is distributed according to any real $(\beta=1)$ or complex $(\beta=2)$ invariant or Wigner ensemble, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \operatorname{Prob}\left(\frac{T^{(1)}}{c_{\mathscr{E}}^{2 / 3} 2^{-2 / 3} N^{2 / 3}\left(\log \epsilon^{-1}-\frac{2}{3} \log N\right)} \leq t\right)=F_{\beta}^{g a p} \tag{5}
\end{equation*}
$$

Here $c_{\mathscr{E}}$ is the same constant as in (3).
This result establishes universality rigorously for a numerical algorithm of interest, viz., the Toda algorithm with stopping time $T^{(1)}$ to compute the largest eigenvalue of a random matrix. We see, in particular, that $T^{(1)}$ behaves statistically as the inverse of the top gap $\lambda_{1}-\lambda_{2}$, on the appropriate scale as $N \rightarrow \infty$. Similar results have now been obtained for the QR algorithm and related algorithms acting on ensembles of strictly positive definite matrices (see [6]).

Remark 1 We point out that Theorem 1 could, in principle, give a robust statistical estimate of the expected run time in the same way that the classical Central Limit Theorem is used to give confidence levels for estimates in elementary statistics. In particular the " 3 -sigma" confidence level derived from the bell curve, would be replaced by a (possibly different) confidence level derived from $F_{\beta}^{\text {gap }}$.

Remark 2 Theorem 1 depends on the matrices being distributed according to an unstructured Wigner or invariant ensemble. If the matrices had structured form $M=$ $D+W$ where $D$ is given and deterministic, and $W$ is random, then we would again expect universality for the runtime fluctuations with respect to the choice of ensemble for $W$. A priori, the histogram would be different from the histogram for the unstructured case, but one would still have universality with respect to $W$.

However, it turns out that in some cases of interest, the effect of $W$ overwhelms the deterministic structure, and the histogram is the same as in the unstructured case. We recall that at the very beginning of the introduction of random matrix theory into theoretical physics, Wigner postulated, with remarkable success, that the resonances of neutron scattering off a $\mathrm{U}^{238}$ nucleus were described by the eigenvalues of a random matrix. In other words, though we might view the uranium nucleus as a system with structure and randomness, the structure is wiped out by the randomness. In the experiments in [3], the authors found a similar phenomenon. Indeed, it turns out that the halting time for the GMRES algorithm gives the same histogram for the fluctuations for unstructured systems $M x=b(M=I+X$, where $X$ is iid) as it does when it comes from a discretization of the Dirichlet problem on a random star-shaped domain. In terms of the double layer potential method, the Dirichlet problem in a random domain has the form "structure + random" and so we again have a situation where a random, structured system is modeled by a completely random one.

The proof of Theorem 1 depends critically on the integrability of the Toda flow $t \rightarrow X(t), \quad X(0)=M$. The evolution of $X(t)$ is governed by the Lax-pair equation

$$
\frac{d X}{d t}=[X, B(X)]=X B(X)-B(X) X
$$

where $B(X)=X_{-}-X_{-}^{T}$ and $X_{-}$is the strictly lower triangular part of $X$. Using results of J. Moser [9] one finds that

$$
\begin{align*}
& E(t) \equiv \sum_{k=2}^{N}\left|X_{1 k}(t)\right|^{2}=\sum_{j=1}^{N}\left(\lambda_{j}-X_{11}(t)\right)^{2}\left|u_{1 j}(t)\right|^{2}  \tag{6}\\
& X_{11}(t)=\sum_{j=1}^{N} \lambda_{j}\left|u_{1 j}(t)\right|^{2}  \tag{7}\\
& u_{1 j}(t)=\frac{u_{1 j}(0) e^{\lambda_{j} t}}{\left(\sum_{k=1}^{N}\left|u_{1 k}(0)\right|^{2} e^{2 \lambda_{k} t}\right)^{\frac{1}{2}}}, \quad 1 \leq j \leq N, \tag{8}
\end{align*}
$$

where $u_{1 j}(t)$ is the first component of the normalized eigenvector $u_{j}(t)$ for $X(t)$ corresponding to the eigenvalue $\lambda_{j}(t)=\lambda_{j}(0)$ of $X(t),\left(X(t)-\lambda_{j}(t)\right) u_{j}(t)=0$. (Note that $t \rightarrow X(t)$ is isospectral, so $\operatorname{spec}(X(t))=\operatorname{spec}(X(0))=\operatorname{spec}(M)$.) The stopping time $T^{(1)}$ is obtained by solving the equation

$$
\begin{equation*}
E(t)=\epsilon^{2} \tag{9}
\end{equation*}
$$

for $t$. Substituting (7) and (8) into (6) we obtain an formula for $E(t)$ involving only the eigenvalues and (the moduli of) the first components of the normalized eigenvectors for $X(0)=M$. It is this explicit formula that the Toda algorithm brings as a gift to the marriage announced earlier of eigenvalue algorithms and random matrices. What random matrix theory brings to the marriage is an impressive collection of very detailed estimates on the statistics of the $\lambda_{j}$ 's and the $u_{1 j}(0)$ 's obtained in recent years by a veritable army of researchers including P. Bourgade, L. Erdős, A. Knowles, J. A. Ramírez, B. Rider, B. Viŕag, T. Tao, V. Vu, J. Yin and H. T. Yau, amongst many others (see [5] and the references therein for more details).

Theorem 1 is a first step towards proving universality for the Toda algorithm with full deflation stopping time $T=T_{\epsilon, \mathscr{C}}$. The analysis of $T_{\epsilon, \mathscr{A}}$ involves very detailed information about the joint statistics of the eigenvalues $\lambda_{j}$ and all the components $u_{i j}$ of the normalized eigenvectors of $X(0)=M$, as $N \rightarrow \infty$. Such information is not yet known and the analysis of $T_{\epsilon, \mathscr{A}}$ is currently out of reach.

## 3 Speculations

How should one view the various two-component universality results described in this paper? "Two-components" refers to the fact for a random system of size $S$, say, and halting time $T$, once the average $\langle T\rangle$ and variance $\sigma^{2}=\left\langle(T-\langle T\rangle)^{2}\right\rangle$ are known, the normalized time $\tau=(T-\langle T\rangle) / \sigma$ is, in the large $S$ limit, universal, independent of the ensemble, i.e. as $S \rightarrow \infty, T \sim\langle T\rangle+\sigma \chi$, where $\chi$ is universal. The best known two-component universality theorem is certainly the classical Central Limit Theorem, already mentioned in Remark 1 above: Suppose $Y_{1}, Y_{2}, \ldots$ are independent, identically distributed variables with mean $\mu$ and variance $\sigma^{2}$. Set $W_{n} \equiv \sum_{i=1}^{n} Y_{i}$. Then as $n \rightarrow \infty,\left(W_{n}-\left\langle W_{n}\right\rangle\right) / \sigma_{n}$ converges in distribution to a standard normal $N(0,1)$, where $\left\langle W_{n}\right\rangle=\mathbb{E}\left(\sum_{i=1}^{n} Y_{i}\right)=n \mu$ and $\sigma_{n}^{2}=\mathbb{E}\left(\left(W_{n}-\left\langle W_{n}\right\rangle\right)^{2}\right)=n \sigma^{2}$. In words: As $n \rightarrow \infty$, the only specific information about the initial distribution of the $Y_{i}$ 's that remains, is the mean $\mu$ and the variance $\sigma$.

Now, for a moment, set aside histograms for halting times, and imagine you are walking on the boardwalk in some seaside town. Along the way you pass many palm trees. But what do you mean by a "palm tree"? Some are taller, some are shorter, some are bushier, some are less bushy. Nevertheless you recognize them all as "palm trees": Somehow you adjust for the height and you adjust for the bushiness (two components!), and then draw on some internal data base to determine, with high certainty, that the object one is looking at is a "palm tree". The database itself catalogs/summarizes your learning experience with palm trees over many years. It is tempting to speculate that the data base has the form of a histogram. We have in our brains one histogram for palm trees, and another for olive trees, and so on. Then just as we may use a $t$-test, for example, to test the statistical properties of some sample, so too one speculates that there is a mechanism in one's mind that tests against the "palm tree histogram" and evaluates the likelihood that the object at hand is a palm tree. So in this way of thinking, there is no ideal Platonic object that is a "palm tree": Rather, a palm tree is a histogram.

One may speculate further in the following way. Just imagine if we perceived every palm tree as a distinct species, and then every olive tree as a distinct species, and so on. Working with such a plethora of data, would require access to an enormous bandwidth. From this point of view, the histogram provides a form of "stochastic data reduction", and the fortunate fact is that we have evolved to the point that we have just enough bandwidth to accommodate and evaluate the information "zipped" into the histogram. On the other hand, fortunately, the information in the histogram is sufficiently detailed that we can make meaningful distinctions, and one may speculate that it is precisely this balance between data reduction and bandwidth that is the key to our ability to function successfully in the macroscopic world.

We note finally that there are many similarities between the above speculations and machine learning. In both processes there is a learning phase followed by a
recognition phase. Also, in both cases, there is a balance between data reduction and bandwidth. In the case of the palm trees, etc., however we make the additional assertion/speculation that the stored data is in the form of a histogram, similar in origin to the universal histograms observed in numerical computations.

Now, returning to histograms for halting times, do not mean to suggest that there is a direct correspondence between the histogram which we postulate to be associated with an object and a histogram for halting times. Rather, our point of view is that these histograms are two different manifestations of a deeper form of universality acheived in both cases by a process of stochastic data reduction.

We may summarize the above discussion and speculations in the following way. In a common view, the brain is a computer, with software and hardware, which makes calculations and runs algorithms which reduce data on an appropriate scalethe macroscopic scale on which we live-to a manageable and useful form, viz., a histogram, which is universal ${ }^{4}$ for all palm trees, or all olive trees, etc. With this in mind, it is tempting to suggest that whenever we run an algorithm with random data on a "computer", two-component universal features will emerge on some appropriate scale. This "computer" could be the electronic machine on our desk, or it could be the device in our mind that runs algorithms to classify random visual objects or to make timed decisions about geometric shapes, or it could be in any of the myriad of ways in which computations are made. Perhaps this is how one should view the various universality results described in this paper.
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# BSDEs with Default Jump 
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#### Abstract

We study (nonlinear) Backward Stochastic Differential Equations (BSDEs) driven by a Brownian motion and a martingale attached to a default jump with intensity process $\lambda=\left(\lambda_{t}\right)$. The driver of the BSDEs can be of a generalized form involving a singular optional finite variation process. In particular, we provide a comparison theorem and a strict comparison theorem. In the special case of a generalized $\lambda$-linear driver, we show an explicit representation of the solution, involving conditional expectation and an adjoint exponential semimartingale; for this representation, we distinguish the case where the singular component of the driver is predictable and the case where it is only optional. We apply our results to the problem of (nonlinear) pricing of European contingent claims in an imperfect market with default. We also study the case of claims generating intermediate cashflows, in particular at the default time, which are modeled by a singular optional process. We give an illustrating example when the seller of the European


[^33]option is a large investor whose portfolio strategy can influence the probability of default.

## 1 Introduction

The aim of the present paper is to study BSDEs driven by a Brownian motion and a compensated default jump process with intensity process $\lambda=\left(\lambda_{t}\right)$. The applications we have in mind are the pricing and hedging of contingent claims in an imperfect financial market with default. The theory of BSDEs driven by a Brownian motion and a Poisson random measure has been developed extensively by several authors (cf., e.g., Barles, Buckdahn and Pardoux [2], Royer [22], Quenez and Sulem [21], Delong [10]). Several of the arguments used in the present paper are similar to those used in the previous literature. Nevertheless, it should be noted that BSDEs with a default jump do not correspond to a particular case of BSDEs with Poisson random measure. The treatment of BSDEs with a default jump requires some specific arguments and we present here a complete analysis of these BSDEs, which is particularly useful in default risk modeling in finance. To our knowledge, there are few works on nonlinear BSDEs with default jump. The papers [6] and [1] are concerned only with the existence and the uniqueness of the solution, which are established under different assumptions. In this paper, we first provide some a priori estimates, from which the existence and uniqueness result directly follows. Moreover, we allow the driver of the BSDEs to have a singular component, in the sense that the driver is allowed to be of the generalized form $g(t, y, z, k) d t+d D_{t}$, where $D$ is an optional (not necessarily predictable) right-continuous left-limited (RCLL) process with finite variation. We stress that the case of a singular optional process $D$ has not been considered in the literature on BSDEs, even when the filtration is associated with a Brownian motion and a Poisson random measure. Moreover, these BSDEs are useful to study the nonlinear pricing problem in imperfect markets with default. Indeed, in this type of markets, the contingent claims often generate intermediate cashflows - in particular at the default time - which can be modeled via an optional singular process $D$ (see e.g. [3, 5, 7, 8]). We introduce the definition of a $\lambda$-linear driver, where $\lambda$ refers to the intensity of the jump process, which generalizes the notion of a linear driver given in the literature on BSDEs to the case of BSDEs with default jump and generalized driver. When $g$ is $\lambda$ linear, we provide an explicit solution of the BSDE associated with the generalized $\lambda$-linear driver $g(t, y, z, k) d t+d D_{t}$ in terms of a conditional expectation and an adjoint exponential semimartingale. We note that this representation formula depends on whether the singular process $D$ is predictable or just optional. Under some suitable assumptions on $g$, we establish a comparison theorem, as well as a strict comparison theorem. We emphasize that these comparison results are shown for optional (not necessarily) predictable singular processes, which requires some specific arguments. We then give an application in mathematical finance. We consider a financial market with a defaultable risky asset and we study the problems
of pricing and hedging of a European option paying a payoff $\xi$ at maturity $T$ and intermediate dividends (or cashflows) modeled by a singular process $D$. The option possibly generates a cashflow at the default time, which implies that the dividend process $D$ is not necessarily predictable. We study the case of a market with imperfections which are expressed via the nonlinearity of the wealth dynamics. Our framework includes the case of different borrowing and lending treasury rates (see e.g. [17] and [8]) and "repo rates", ${ }^{1}$ which is usual for contracts with intermediate dividends subjected to default (see [7]). We show that the price of the option is given by $X_{\cdot, T}^{g}(\xi, D)$, where $X_{\cdot, T}^{g}(\xi, D)$ is the solution of the nonlinear BSDE with default jump (solved under the primitive probability measure $P$ ) with generalized driver $g(t, y, z, k) d t+d D_{t}$, terminal time $T$ and terminal condition $\xi$. This leads to a non linear pricing system $(\xi, D) \mapsto X_{\cdot, T}^{g}(\xi, D)$, for which we establish some properties. We emphasize that the monotonicity property (resp. no arbitrage property) requires some specific assumptions on the driver $g$, which are due to the presence of the default. Furthermore, for each driver $g$ and each (fixed) singular process $D$, we define the $(g, D)$-conditional expectation by $\mathscr{E}_{t, T}^{g, D}(\xi):=X_{t, T}^{g}(\xi, D)$, for $\xi \in L^{2}\left(\mathscr{G}_{T}\right)$. In the case where $D=0$, it reduces to the $g$-conditional expectation $\mathscr{E}_{\mathscr{\mathscr { C }}}$ (in the case of default). We also introduce the notion of $\mathscr{E}^{g, D}$-martingale, which is a useful tool in the study of nonlinear pricing problems: more specifically, those of American options and game options with intermediate dividends (cf. [13, 14]).

The paper is organized as follows: in Sect. 2, we present the properties of BSDEs with default jump and generalized driver. More precisely, in Sect. 2.1, we present the mathematical setup. In Sect. 2.2, we state some a priori estimates, from which we derive the existence and the uniqueness of the solution. In Sect. 2.3, we show the representation property of the solution of the BSDE associated with the generalized driver $g(t, y, z, k) d t+d D_{t}$ in the particular case when $g$ is $\lambda$-linear. We distinguish the two cases: the case when the singular process $D$ is predictable and the case when it is just optional. In Sect. 2.4, we establish the comparison theorem and the strict comparison theorem. Section 3 is devoted to the application to the nonlinear pricing of European options with dividends in an imperfect market with default. The properties of the nonlinear pricing system as well as those of the $(g, D)$-conditional expectation are also studied in this section. As an illustrative example of market imperfections, we consider the case when the seller of the option is a large investor whose hedging strategy (in particular the cost of this strategy) has impact on the default probability.
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## 2 BSDEs with Default Jump

### 2.1 Probability Setup

Let $(\Omega, \mathscr{G}, \mathbb{P})$ be a complete probability space equipped with two stochastic processes: a unidimensional standard Brownian motion $W$ and a jump process $N$ defined by $N_{t}=\mathbf{1}_{\vartheta \leq t}$ for any $t \in[0, T]$, where $\vartheta$ is a random variable which models a default time. We assume that this default can appear after any fixed time, that is $P(\vartheta \geq t)>0$ for any $t \geq 0$. We denote by $\mathbb{G}=\left\{\mathscr{G}_{t}, t \geq 0\right\}$ the augmented filtration generated by $W$ and $N$ (in the sense of [9, IV-48]). In the following, $\mathscr{P}$ denotes the $\mathbb{G}$-predictable $\sigma$-algebra on $\Omega \times[0, T]$. We suppose that $W$ is a $\mathbb{G}$ Brownian motion.

Let $\left(\Lambda_{t}\right)$ be the $\mathbb{G}$-predictable compensator of the non decreasing process $\left(N_{t}\right)$. Note that $\left(\Lambda_{t \wedge \vartheta}\right)$ is then the $\mathbb{G}$-predictable compensator of $\left(N_{t \wedge \vartheta}\right)=\left(N_{t}\right)$. By uniqueness of the $\mathbb{G}$-predictable compensator, $\Lambda_{t \wedge \vartheta}=\Lambda_{t}, t \geq 0$ a.s. We assume that $\Lambda$ is absolutely continuous w.r.t. Lebesgue's measure, so that there exists a nonnegative $\mathbb{G}$-predictable process $\left(\lambda_{t}\right)$, called the intensity process, such that $\Lambda_{t}=$ $\int_{0}^{t} \lambda_{s} d s, t \geq 0$. Since $\Lambda_{t \wedge \vartheta}=\Lambda_{t}$, the process $\lambda$ vanishes after $\vartheta$. We denote by $M$ the $\mathbb{G}$-compensated martingale given by

$$
\begin{equation*}
M_{t}=N_{t}-\int_{0}^{t} \lambda_{s} d s \tag{1}
\end{equation*}
$$

Let $T>0$ be the finite horizon. We introduce the following sets:

- $\mathscr{S}_{T}^{2}$ (also denoted by $\mathscr{S}^{2}$ ) is the set of $\mathbb{G}$-adapted right-continuous left-limited (RCLL) processes $\varphi$ such that $\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|\varphi_{t}\right|^{2}\right]<+\infty$.
- $\mathscr{A}_{T}^{2}$ (also denoted by $\mathscr{A}^{2}$ ) is the set of real-valued finite variational RCLL $\mathbb{G}$ adapted (thus optional) processes $A$ with square integrable total variation process and such that $A_{0}=0$.
- $\mathscr{A}_{p, T}^{2}$ (also denoted by $\mathscr{A}_{p}^{2}$ ) is the set of predictable processes belonging to $\mathscr{A}^{2}$.
- $\mathbb{H}_{T}^{2}$ (also denoted by $\mathbb{H}^{2}$ ) is the set of $\mathbb{G}$-predictable processes with $\|Z\|^{2}:=$ $\mathbb{E}\left[\int_{0}^{T}\left|Z_{t}\right|^{2} d t\right]<\infty$.
- $\mathbb{H}_{\lambda, T}^{2}:=L^{2}\left(\Omega \times[0, T], \mathscr{P}, \lambda_{t} d P \otimes d t\right)$ (also denoted by $\left.\mathbb{H}_{\lambda}^{2}\right)$, equipped with scalar product $\langle U, V\rangle_{\lambda}:=\mathbb{E}\left[\int_{0}^{T} U_{t} V_{t} \lambda_{t} d t\right]$, for all $U, V$ in $\mathbb{H}_{\lambda}^{2}$. For all $U \in \mathbb{H}_{\lambda}^{2}$, we set $\|U\|_{\lambda}^{2}:=\mathbb{E}\left[\int_{0}^{T}\left|U_{t}\right|^{2} \lambda_{t} d t\right]$

For each $U \in \mathbb{H}_{\lambda}^{2}$, we have $\|U\|_{\lambda}^{2}=\mathbb{E}\left[\int_{0}^{T \wedge \vartheta}\left|U_{t}\right|^{2} \lambda_{t} d t\right]$ because the $\mathbb{G}$-intensity $\lambda$ vanishes after $\vartheta$. Note that, without loss of generality, we may assume that $U$ vanishes after $\vartheta{ }^{2}$

Moreover, $\mathscr{T}$ is the set of stopping times $\tau$ such that $\tau \in[0, T]$ a.s. and for each $S$ in $\mathscr{T}, \mathscr{T}_{S}$ is the set of stopping times $\tau$ such that $S \leq \tau \leq T$ a.s.

We recall the martingale representation theorem in this framework (see [18]):
Lemma 1 (Martingale representation) Let $m=\left(m_{t}\right)_{0 \leq t \leq T}$ be a $\mathbb{G}$-local martingale. There exists a unique pair of $\mathbb{G}$-predictable processes $\left(z_{t}, l_{t}\right)^{3}$ such that

$$
\begin{equation*}
m_{t}=m_{0}+\int_{0}^{t} z_{s} d W_{s}+\int_{0}^{t} l_{s} d M_{s}, \quad \forall t \in[0, T] \quad \text { a.s. } \tag{2}
\end{equation*}
$$

If $m$ is a square integrable martingale, then $z \in \mathbb{H}^{2}$ and $l \in \mathbb{H}_{\lambda}^{2}$.
We now introduce the following definitions.

## Definition 1 (Driver, $\lambda$-admissible driver)

- A function $g$ is said to be a driver if $g: \Omega \times[0, T] \times \mathbf{R}^{3} \rightarrow \mathbf{R} ;(\omega, t, y, z, k) \mapsto$ $g(\omega, t, y, z, k)$ is $\mathscr{P} \otimes \mathscr{B}\left(\mathbf{R}^{3}\right)-$ measurable, and such that $g(., 0,0,0) \in \mathbb{H}^{2}$.
- A driver $g$ is called a $\lambda$-admissible driver if moreover there exists a constant $C \geq 0$ such that for $d P \otimes d t$-almost every $(\omega, t)$, for all $\left(y_{1}, z_{1}, k_{1}\right),\left(y_{2}, z_{2}, k_{2}\right)$,

$$
\begin{equation*}
\left|g\left(\omega, t, y_{1}, z_{1}, k_{1}\right)-g\left(\omega, t, y_{2}, z_{2}, k_{2}\right)\right| \leq C\left(\left|y_{1}-y_{2}\right|+\left|z_{1}-z_{2}\right|+\sqrt{\lambda_{t}(\omega)}\left|k_{1}-k_{2}\right|\right) . \tag{3}
\end{equation*}
$$

A non negative constant $C$ such that (3) holds is called a $\lambda$-constant associated with driver $g$.

Note that condition (3) implies that for each $(y, z, k)$, we have $g(t, y, z, k)=$ $g(t, y, z, 0), t>\vartheta d P \otimes d t$ - a.e. Indeed, on the set $\{t>\vartheta\}, g$ does not depend on $k$, since $\lambda_{t}=0$.

Remark 1 Note that a driver $g$ supposed to be Lipschitz with respect to $(y, z, k)$ is not generally $\lambda$-admissible. Moreover, a driver $g$ supposed to be $\lambda$-admissible is not generally Lipschitz with respect to $(y, z, k)$ since the process $\left(\lambda_{t}\right)$ is not necessarily bounded.

Definition 2 Let $g$ be a $\lambda$-admissible driver, let $\xi \in L^{2}\left(\mathscr{G}_{T}\right)$.

- A process $(Y, Z, K)$ in $\mathscr{S}^{2} \times \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ is said to be a solution of the BSDE with default jump associated with terminal time $T$, driver $g$ and terminal condition $\xi$

[^35]if it satisfies:
\[

$$
\begin{equation*}
-d Y_{t}=g\left(t, Y_{t}, Z_{t}, K_{t}\right) d t-Z_{t} d W_{t}-K_{t} d M_{t} ; \quad Y_{T}=\xi \tag{4}
\end{equation*}
$$

\]

- Let $D \in \mathscr{A}^{2}$. A process $(Y, Z, K)$ in $\mathscr{S}^{2} \times \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ is said to be a solution of the BSDE with default jump associated with terminal time $T$, generalized $\lambda$ admissible driver $g(t, y, z, k) d t+d D_{t}$ and terminal condition $\xi$ if it satisfies:

$$
\begin{equation*}
-d Y_{t}=g\left(t, Y_{t}, Z_{t}, K_{t}\right) d t+d D_{t}-Z_{t} d W_{t}-K_{t} d M_{t} ; \quad Y_{T}=\xi \tag{5}
\end{equation*}
$$

Remark 2 Let $D=\left(D_{t}\right)_{0 \leq t \leq T}$ be a finite variational RCLL adapted process such that $D_{0}=0$, and with integrable total variation. We recall that $D$ admits at most a countable number of jumps. We also recall that the process $D$ has the following (unique) canonical decomposition: $D=A-A^{\prime}$, where $A$ and $A^{\prime}$ are integrable non decreasing RCLL adapted processes with $A_{0}=A_{0}^{\prime}=0$, and such that $d A_{t}$ and $d A_{t}^{\prime}$ are mutually singular (cf. Proposition A. 7 in [11]). If $D$ is predictable, then $A$ and $A^{\prime}$ are predictable.

Moreover, by a property given in [14], for each $D \in \mathcal{A}^{2}$, there exist a unique (predictable) process $D^{\prime}$ belonging to $\mathscr{A}_{p}^{2}$ and a unique (predictable) process $\eta$ belonging to $I H_{\lambda}^{2}$ such that for all $t \in[0, T]$,

$$
D_{t}=D_{t}^{\prime}+\int_{0}^{t} \eta_{s} d N_{s} \quad \text { a.s. }
$$

If $D$ is non decreasing, then $D^{\prime}$ is non decreasing and $\eta_{\vartheta} \geq 0$ a.s on $\{\vartheta \leq T\}$.
Remark 3 By Remark 2 and Eq. (5), the process $Y$ admits at most a countable number of jumps. It follows that $Y_{t}=Y_{t^{-}}, 0 \leq t \leq T d P \otimes d t$-a.e. Moreover, we have $g\left(t, Y_{t}, Z_{t}, K_{t}\right)=g\left(t, Y_{t^{-}}, Z_{t}, K_{t}\right), 0 \leq t \leq T d P \otimes d t$-a.e.

### 2.2 Properties of BSDEs with Default Jump

We first show some a priori estimates for BSDEs with a default jump, from which we derive the existence and uniqueness of the solution. For $\beta>0, \phi \in I H^{2}$, and $l \in \mathbb{H}_{\lambda}^{2}$, we introduce the norms $\|\phi\|_{\beta}^{2}:=\mathbb{E}\left[\int_{0}^{T} e^{\beta s} \phi_{s}^{2} d s\right]$, and $\|k\|_{\lambda, \beta}^{2}:=$ $\mathbb{E}\left[\int_{0}^{T} e^{\beta s} k_{s}^{2} \lambda_{s} d s\right]$.

### 2.2.1 A Priori Estimates for BSDEs with Default Jump

Proposition 1 Let $\xi^{1}, \xi^{2} \in L^{2}\left(\mathscr{G}_{T}\right)$. Let $g^{1}$ and $g^{2}$ be two $\lambda$-admissible drivers. Let $C$ be a $\lambda$-constant associated with $g^{1}$. Let $D$ be an (optional) process belonging to $\mathscr{A}^{2}$.
For $i=1,2$, let $\left(Y^{i}, Z^{i}, K^{i}\right)$ be a solution of the BSDE associated with terminal time $T$, generalized driver $g^{i}(t, y, z, k) d t+d D_{t}$ and terminal condition $\xi^{i}$. Let $\bar{\xi}:=\xi^{1}-\xi^{2}$. For $s$ in $[0, T]$, denote $\bar{Y}_{s}:=Y_{s}^{1}-Y_{s}^{2}, \bar{Z}_{s}:=Z_{s}^{1}-Z_{s}^{2}$ and $\bar{K}_{s}:=K_{s}^{1}-K_{s}^{2}$.
Let $\eta, \beta>0$ be such that $\beta \geq \frac{3}{\eta}+2 C$ and $\eta \leq \frac{1}{C^{2}}$. For each $t \in[0, T]$, we have

$$
\begin{equation*}
e^{\beta t}\left(\bar{Y}_{t}\right)^{2} \leq \mathbb{E}\left[e^{\beta T} \bar{\xi}^{2} \mid \mathscr{G}_{t}\right]+\eta \mathbb{E}\left[\int_{t}^{T} e^{\beta s} \bar{g}(s)^{2} d s \mid \mathscr{G}_{t}\right] \text { a.s. }, \tag{6}
\end{equation*}
$$

where $\bar{g}(s):=g^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right)-g^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right)$. Moreover,

$$
\begin{equation*}
\|\bar{Y}\|_{\beta}^{2} \leq T\left[e^{\beta T} \mathbb{E}\left[\bar{\xi}^{2}\right]+\eta\|\bar{g}\|_{\beta}^{2}\right] . \tag{7}
\end{equation*}
$$

If $\eta<\frac{1}{C^{2}}$, we have

$$
\begin{equation*}
\|\bar{Z}\|_{\beta}^{2}+\|\bar{K}\|_{\lambda, \beta}^{2} \leq \frac{1}{1-\eta C^{2}}\left[e^{\beta T} \mathbb{E}\left[\bar{\xi}^{2}\right]+\eta\|\bar{g}\|_{\beta}^{2}\right] . \tag{8}
\end{equation*}
$$

Remark 4 If $C=0$, then (6) and (7) hold for all $\eta, \beta>0$ such that $\beta \geq \frac{3}{\eta}$, and (8) holds (with $C=0$ ) for all $\eta>0$.

Proof By Itô's formula applied to the semimartingale ( $e^{\beta s} \bar{Y}_{s}^{2}$ ) between $t$ and $T$, we get

$$
\begin{align*}
e^{\beta t} \bar{Y}_{t}^{2}+ & \beta \int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{2} d s+\int_{t}^{T} e^{\beta s} \bar{Z}_{s}^{2} d s+\int_{t}^{T} e^{\beta s} \bar{K}_{s}^{2} \lambda_{s} d s \\
= & e^{\beta T} \bar{Y}_{T}^{2}+2 \int_{t}^{T} e^{\beta s} \bar{Y}_{s}\left(g^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}, K_{s}^{1}\right)-g^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right)\right) d s \\
& -2 \int_{t}^{T} e^{\beta s} \bar{Y}_{s} \bar{Z}_{s} d W_{s}-\int_{t}^{T} e^{\beta s}\left(2 \bar{Y}_{s^{-}} \bar{K}_{s}+\bar{K}_{s}^{2}\right) d M_{s} . \tag{9}
\end{align*}
$$

Taking the conditional expectation given $\mathscr{G}_{t}$, we obtain

$$
\begin{align*}
& e^{\beta t} \bar{Y}_{t}^{2}+\mathbb{E}\left[\beta \int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{2} d s+\int_{t}^{T} e^{\beta s}\left(\bar{Z}_{s}^{2}+\bar{K}_{s}^{2} \lambda_{s}\right) d s \mid \mathscr{G}_{t}\right] \\
& \quad \leq \mathbb{E}\left[e^{\beta T} \bar{Y}_{T}^{2} \mid \mathscr{G}_{t}\right]+2 \mathbb{E}\left[\int_{t}^{T} e^{\beta s} \bar{Y}_{s}\left(g^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}, K_{s}^{1}\right)-g^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right)\right) d s \mid \mathscr{G}_{t}\right] . \tag{10}
\end{align*}
$$

Now, $g^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}, K_{s}^{1}\right)-g^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right)=g^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}, K_{s}^{1}\right)-g^{1}\left(s, Y_{s}^{2}, Z_{s}^{2}\right.$, $\left.K_{s}^{2}\right)+\bar{g}_{s}$.
Since $g^{1}$ satisfies condition (3), we derive that

$$
\left|g^{1}\left(s, Y_{s}^{1}, Z_{s}^{1}, K_{s}^{1}\right)-g^{2}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right)\right| \leq C\left|\bar{Y}_{s}\right|+C\left|\bar{Z}_{s}\right|+C\left|\bar{K}_{s}\right| \sqrt{\lambda}_{s}+\left|\bar{g}_{s}\right| .
$$

Note that, for all non negative numbers $\lambda, y, z, k, g$ and $\varepsilon>0$, we have
$2 y(C z+C k \sqrt{\lambda}+g) \leq \frac{y^{2}}{\varepsilon^{2}}+\varepsilon^{2}(C z+C k \sqrt{\lambda}+g)^{2} \leq \frac{y^{2}}{\varepsilon^{2}}+3 \varepsilon^{2}\left(C^{2} y^{2}+C^{2} k^{2} \lambda+g^{2}\right)$.
Hence,

$$
\begin{array}{r}
e^{\beta t} \bar{Y}_{t}^{2}+\mathbb{E}\left[\beta \int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{2} d s+\int_{t}^{T} e^{\beta s}\left(\bar{Z}_{s}^{2}+\bar{K}_{s}^{2} \lambda_{s}\right) d s \mid \mathscr{G}_{t}\right] \leq \mathbb{E}\left[e^{\beta T} \bar{Y}_{T}^{2} \mid \mathscr{G}_{t}\right]+ \\
+\mathbb{E}\left[\left.\left(2 C+\frac{1}{\varepsilon^{2}}\right) \int_{t}^{T} e^{\beta s} \bar{Y}_{s}^{2} d s+3 C^{2} \varepsilon^{2} \int_{t}^{T} e^{\beta s}\left(\bar{Z}_{s}^{2}+\bar{K}_{s}^{2} \lambda_{s}\right) d s+3 \varepsilon^{2} \int_{t}^{T} e^{\beta s} \bar{g}_{s}^{2} d s \right\rvert\, \mathscr{G}_{t}\right] . \tag{11}
\end{array}
$$

Let us make the change of variable $\eta=3 \epsilon^{2}$. Then, for each $\beta, \eta>0$ chosen as in the proposition, this inequality leads to (6). By integrating (6), we obtain (7). Using (7) and inequality (11), we derive (8).

Remark 5 By classical results on the norms of semimartingales, one similarly shows that $\|\bar{Y}\|_{\mathscr{S}^{2}} \leq K\left(\mathbb{E}\left[\bar{\xi}^{2}\right]+\|\bar{g}\|_{\mathbb{H}^{2}}\right)$, where $K$ is a positive constant only depending on $T$ and $C$.

### 2.2.2 Existence and Uniqueness Result for BSDEs with Default Jump

By the representation property of $\mathbb{G}$-martingales (Lemma 1) and the a priori estimates given in Proposition 1, we derive the existence and the uniqueness of the solution associated with a generalized $\lambda$-admissible driver.
Proposition 2 Let $g$ be a $\lambda$-admissible driver, let $\xi \in L^{2}\left(\mathscr{G}_{T}\right)$, and let $D$ be an (optional) process belonging to $\mathscr{A}^{2}$. There exists a unique solution $(Y, Z, K)$ in $\mathscr{S}^{2} \times \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ of $\operatorname{BSDE}$ (5).

Remark 6 Suppose that $D=0$. Suppose also that $\xi$ is $\mathscr{G}_{\vartheta \wedge T}$-measurable and that $g$ is replaced by $g \mathbf{1}_{t \leq \vartheta}$ (which is a $\lambda$-admissible driver). Then, the solution $(Y, Z, K)$ of the associated BSDE (4) is equal to the solution of the BSDE with random terminal time $\vartheta \wedge T$, driver $g$ and terminal condition $\xi$, as considered in [6]. Note also that in the present paper, contrary to papers [6,12], we do not suppose that the default intensity process $\lambda$ is bounded (which is interesting since this is the case in some models with default).

Proof Let us first consider the case when $g(t)$ does not depend on $(y, z, k)$. Then the solution $Y$ is given by $Y_{t}=E\left[\xi+\int_{t}^{T} g(s) d s+D_{T}-D_{t} \mid \mathscr{G}_{t}\right]$. The processes $Z$ and $K$ are obtained by applying the representation property of $\mathbb{G}$-martingales to the square integrable martingale $E\left[\xi+\int_{0}^{T} g(s) d s+D_{T} \mid \mathscr{G}_{t}\right]$. Hence, there thus exists a unique solution of $\operatorname{BSDE}(5)$ associated with terminal condition $\xi \in L^{2}\left(\mathscr{F}_{T}\right)$ and generalized driver $g(t) d t+d D_{t}$. Let us now turn to the case with a general $\lambda$ admissible driver $g(t, y, z, k)$. Denote by $H_{\beta}^{2}$ the space $\mathscr{S}^{2} \times H^{2} \times H_{\lambda}^{2}$ equipped with the norm $\|Y, Z, K\|_{\beta}^{2}:=\|Y\|_{\beta}^{2}+\|Z\|_{\beta}^{2}+\|K\|_{\lambda, \beta}^{2}$. We define a mapping $\Phi$ from $\mathbb{H}_{\beta}^{2}$ into itself as follows. Given $(U, V, L) \in \mathbb{H}_{\beta}^{2}$, let $(Y, Z, K)=\Phi(U, V, L)$ be the solution of the BSDE associated with generalized driver $g\left(s, U_{s}, V_{s}, L_{s}\right) d s+$ $d D_{s}$ and terminal condition $\xi$. Let us prove that the mapping $\Phi$ is a contraction from $\mathbb{H} H_{\beta}^{2}$ into $H_{\beta}^{2}$. Let $\left(U^{\prime}, V^{\prime}, L^{\prime}\right)$ be another element of $H_{\beta}^{2}$ and let $\left(Y^{\prime}, Z^{\prime}, K^{\prime}\right):=$ $\Phi\left(U^{\prime}, V^{\prime}, L^{\prime}\right)$, that is, the solution of the BSDE associated with the generalized driver $g\left(s, U_{s}^{\prime}, V_{s}^{\prime}, L_{s}^{\prime}\right) d s+d D_{s}$ and terminal condition $\xi$.
Set $\bar{U}=U-U^{\prime}, \bar{V}=V-V^{\prime}, \bar{L}=L-L^{\prime}, \bar{Y}=Y-Y^{\prime}, \bar{Z}=Z-Z^{\prime}, \bar{K}=K-K^{\prime}$. Set $\Delta g_{t}:=g\left(t, U_{t}, V_{t}, L_{t}\right)-g\left(t, U_{t}^{\prime}, V_{t}^{\prime}, L_{t}^{\prime}\right)$. By Remark 4 applied to the driver processes $g_{1}(t):=g\left(t, U_{t}, V_{t}, L_{t}\right)^{4}$ and $g_{2}(t):=g\left(t, U_{t}^{\prime}, V_{t}^{\prime}, L_{t}^{\prime}\right)$, we derive that for all $\eta, \beta>0$ such that $\beta \geq \frac{3}{\eta}$, we have

$$
\|\bar{Y}\|_{\beta}^{2}+\|\bar{Z}\|_{\beta}^{2}+\|\bar{K}\|_{\lambda, \beta}^{2} \leq \eta(T+1)\|\Delta g\|_{\beta}^{2} .
$$

Since the driver $g$ is $\lambda$-admissible with $\lambda$-constant $C$, we get

$$
\|\bar{Y}\|_{\beta}^{2}+\|\bar{Z}\|_{\beta}^{2}+\|\bar{K}\|_{\lambda, \beta}^{2} \leq \eta(T+1) 3 C^{2}\left(\|\bar{U}\|_{\beta}^{2}+\|\bar{V}\|_{\beta}^{2}+\|\bar{L}\|_{\lambda, \beta}^{2}\right),
$$

for all $\eta, \beta>0$ with $\beta \geq \frac{3}{\eta}$. Choosing $\eta=\frac{1}{(T+1) 6 C^{2}}$ and $\beta \geq \frac{3}{\eta}=18(T+1) C^{2}$, we derive that $\|(\bar{Y}, \bar{Z}, \bar{K})\|_{\beta}^{2} \leq \frac{1}{2}\|(\bar{U}, \bar{V}, \bar{K})\|_{\beta}^{2}$. Hence, for $\beta \geq 18(T+1) C^{2}, \Phi$ is a contraction from $I H_{\beta}^{2}$ into $I H_{\beta}^{2}$ and thus admits a unique fixed point $(Y, Z, K)$ in the Banach space $H_{\beta}^{2}$, which is the (unique) solution of BSDE (4).

## $2.3 \lambda$-Linear BSDEs with Default Jump

We introduce the notion of $\lambda$-linear BSDEs in our framework with default jump.
Definition 3 ( $\lambda$-linear driver) A driver $g$ is called $\lambda$-linear if it is of the form:

$$
\begin{equation*}
g(t, y, z, k)=\delta_{t} y+\beta_{t} z+\gamma_{t} k \lambda_{t}+\varphi_{t}, \tag{12}
\end{equation*}
$$

[^36]where $\left(\varphi_{t}\right) \in \mathbb{H}^{2}$, and $\left(\delta_{t}\right),\left(\beta_{t}\right)$ and $\left(\gamma_{t}\right)$ are $\mathbf{R}$-valued predictable processes such that $\left(\delta_{t}\right),\left(\beta_{t}\right)$ and $\left(\gamma_{t} \sqrt{\lambda_{t}}\right)$ are bounded. By extension,
$$
\left(\delta_{t} y+\beta_{t} z+\gamma_{t} k \lambda_{t}\right) d t+d D_{t}
$$
where $D \in \mathscr{A}^{2}$, is called a generalized $\lambda$-linear driver.
Remark 7 Note that $g$ given by (12) can be rewritten as
\[

$$
\begin{equation*}
g(t, y, z, k)=\varphi_{t}+\delta_{t} y+\beta_{t} z+v_{t} k \sqrt{\lambda_{t}} \tag{13}
\end{equation*}
$$

\]

where $\nu_{t}:=\gamma_{t} \sqrt{\lambda_{t}}$ is a bounded predictable process. ${ }^{5}$ From this remark, it clearly follows that a $\lambda$-linear driver is $\lambda$-admissible.

We will now prove that the solution of a $\lambda$-linear BSDE (or more generally a generalized $\lambda$-linear driver) can be written as a conditional expectation via an exponential semimartingale. We first show a preliminary result on exponential semimartingales.

Let $\left(\beta_{s}\right)$ and $\left(\gamma_{s}\right)$ be two real-valued $\mathbb{G}$-predictable processes such that the stochastic integrals $\int_{0}^{0} \beta_{s} d W_{s}$ and $\int_{0}^{\sim} \gamma_{s} d M_{s}$ are well-defined. Let $\left(\zeta_{s}\right)$ be the process satisfying the forward SDE:

$$
\begin{equation*}
d \zeta_{s}=\zeta_{s^{-}}\left(\beta_{s} d W_{s}+\gamma_{s} d M_{s}\right) ; \quad \zeta_{0}=1 \tag{14}
\end{equation*}
$$

Remark 8 Recall that the process $\left(\zeta_{s}\right)$ satisfies the so-called Doléans-Dade formula, that is

$$
\zeta_{s}=\exp \left\{\int_{0}^{s} \beta_{r} d W_{r}-\frac{1}{2} \int_{0}^{s} \beta_{r}^{2} d r\right\} \exp \left\{-\int_{0}^{s} \gamma_{r} \lambda_{r} d r\right\}\left(1+\gamma_{\vartheta} \mathbf{1}_{\{s \geq \vartheta\}}\right), \quad s \geq 0 \quad \text { a.s. }
$$

Hence, if $\gamma_{\vartheta} \geq-1($ resp. $>-1)$ a.s, then $\zeta_{s} \geq 0($ resp. $>0)$ for all $s \geq 0$ a.s.
Remark 9 The inequality $\gamma_{\vartheta} \geq-1$ a.s. is equivalent to the inequality $\gamma_{t} \geq-1, \lambda_{t} d t \otimes d P$-a.s. Indeed, we have $\mathbb{E}\left[\mathbf{1}_{\gamma_{\vartheta}<-1}\right]=\mathbb{E}\left[\int_{0}^{+\infty} \mathbf{1}_{\gamma_{r}<-1} d N_{r}\right]$ $=\mathbb{E}\left[\int_{0}^{+\infty} \mathbf{1}_{\gamma_{r}<-1} \lambda_{r} d r\right]$, because the process $\left(\int_{0}^{t} \lambda_{r} d r\right)$ is the $\mathbb{G}$-predictable compensator of the default jump process $N$.
Proposition 3 Let $T>0$. Suppose that the random variable $\int_{0}^{T}\left(\beta_{r}^{2}+\gamma_{r}^{2} \lambda_{r}\right) d r$ is bounded.
Then, the process $\left(\zeta_{s}\right)_{0 \leq s \leq T}$, defined by (14), is a martingale and satisfies $\mathbb{E}\left[\sup _{0 \leq s \leq T} \zeta_{s}^{2}\right]<+\infty$.

[^37]Proof By definition, the process $\left(\zeta_{s}\right)$ is a local martingale. Let $T>0$. Let us show that $\mathbb{E}\left[\sup _{0 \leq s \leq T} \zeta_{s}^{2}\right]<+\infty$. By Itô's formula applied to $\zeta_{s}^{2}$, we get $d \zeta_{s}^{2}=$ $2 \zeta_{s}-d \zeta_{s}+d[\zeta, \zeta]_{s}$. We have

$$
d[\zeta, \zeta]_{s}=\zeta_{s^{-}}^{2} \beta_{s}^{2} d s+\zeta_{s^{-}}^{2} \gamma_{s}^{2} d N_{s}
$$

Using (1), we thus derive that

$$
d \zeta_{s}^{2}=\zeta_{s^{-}}^{2}\left[2 \beta_{s} d W_{s}+\left(2 \gamma_{s}+\gamma_{s}^{2}\right) d M_{s}+\left(\beta_{s}^{2}+\gamma_{s}^{2} \lambda_{s}\right) d s\right]
$$

It follows that $\zeta^{2}$ is an exponential semimartingale which can be written:

$$
\begin{equation*}
\zeta_{s}^{2}=\eta_{s} \exp \left\{\int_{0}^{s}\left(\beta_{r}^{2}+\gamma_{r}^{2} \lambda_{r}\right) d r\right\} \tag{15}
\end{equation*}
$$

where $\eta$ is the exponential local martingale satisfying

$$
d \eta_{s}=\eta_{s^{-}}\left[2 \beta_{s} d W_{s}+\left(2 \gamma_{s}+\gamma_{s}^{2}\right) d M_{s}\right]
$$

with $\eta_{0}=1$. By equality (15), the local martingale $\eta$ is non negative. Hence, it is a supermartingale, which yields that $\mathbb{E}\left[\eta_{T}\right] \leq 1$. Now, by assumption, $\int_{0}^{T}\left(\beta_{r}^{2}+\right.$ $\left.\gamma_{r}^{2} \lambda_{r}\right) d r$ is bounded. By (15), it follows that

$$
\mathbb{E}\left[\zeta_{T}^{2}\right] \leq \mathbb{E}\left[\eta_{T}\right] K \leq K,
$$

where $K$ is a positive constant. By martingale inequalities, we derive that $\mathbb{E}\left[\sup _{0 \leq s \leq T} \zeta_{s}^{2}\right]<+\infty$. Hence, the process $\left(\zeta_{s}\right)_{0 \leq s \leq T}$ is a martingale.

Remark 10 Note that, under the assumption from Proposition 3, one can prove by an induction argument (as in the proof of Proposition A. 1 in [21]) that for all $p \geq 2$, we have $\mathbb{E}\left[\sup _{0 \leq s \leq T} \zeta_{s}^{p}\right]<+\infty$.

We now show a representation property of the solution of a generalized $\lambda$-linear BSDE when the finite variational process $D$ is supposed to be predictable.

Theorem 1 (Representation result for generalized $\lambda$-linear BSDEs with $D$ predictable) Let $\left(\delta_{t}\right),\left(\beta_{t}\right)$ and $\left(\gamma_{t}\right)$ be $\mathbf{R}$-valued predictable processes such that $\left(\delta_{t}\right)$, $\left(\beta_{t}\right)$ and $\left(\gamma_{t} \sqrt{\lambda_{t}}\right)$ are bounded.
Let $\xi \in L^{2}\left(\mathscr{G}_{T}\right)$ and let $D$ be a process belonging to $\mathscr{A}_{p}^{2}$, that is, a finite variational $R C L L$ predictable process with $D_{0}=0$ and square integrable total variation process.
Let $(Y, Z, K)$ be the solution in $\mathscr{S}^{2} \times \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ of the BSDE associated with generalized $\lambda$-linear driver $\left(\delta_{t} y+\beta_{t} z+\gamma_{t} k \lambda_{t}\right) d t+d D_{t}$ and terminal condition $\xi$, that is

$$
\begin{equation*}
-d Y_{t}=\left(\delta_{t} Y_{t}+\beta_{t} Z_{t}+\gamma_{t} K_{t} \lambda_{t}\right) d t+d D_{t}-Z_{t} d W_{t}-K_{t} d M_{t} ; \quad Y_{T}=\xi \tag{16}
\end{equation*}
$$

For each $t \in[0, T]$, let $\left(\Gamma_{t, s}\right)_{s \geq t}$ (called the adjoint process) be the unique solution of the following forward SDE

$$
\begin{equation*}
d \Gamma_{t, s}=\Gamma_{t, s^{-}}\left[\delta_{s} d s+\beta_{s} d W_{s}+\gamma_{s} d M_{s}\right] ; \quad \Gamma_{t, t}=1 \tag{17}
\end{equation*}
$$

The process $\left(Y_{t}\right)$ satisfies

$$
\begin{equation*}
Y_{t}=\mathbb{E}\left[\Gamma_{t, T} \xi+\int_{t}^{T} \Gamma_{t, s^{-}} d D_{s} \mid \mathscr{G}_{t}\right], \quad 0 \leq t \leq T, \quad \text { a.s. } \tag{18}
\end{equation*}
$$

Remark 11 From Remark 8, it follows that the process $\left(\Gamma_{t, s}\right)_{s \geq t}$, defined by (17), satisfies

$$
\Gamma_{t, s}=e^{e_{t}^{s} \delta_{r} d r} \exp \left\{\int_{t}^{s} \beta_{r} d W_{r}-\frac{1}{2} \int_{t}^{s} \beta_{r}^{2} d r\right\} e^{-\int_{t}^{s} \gamma_{r} \lambda_{r} d r}\left(1+\gamma_{\vartheta} \mathbf{1}_{\{s \geq \vartheta>t\}}\right) \quad s \geq t \quad \text { a.s. }
$$

Hence, if $\gamma_{\vartheta} \geq-1$ (resp. $>-1$ ) a.s., we then have $\Gamma_{t, s} \geq 0$ (resp. $>0$ ) for all $s \geq t$ a.s.

Note also that the process $\left(e^{\int_{t}^{s} \delta_{r} d r}\right)_{t \leq s \leq T}$ is positive, and bounded since $\delta$ is bounded. Using Proposition 3, since $\beta$ and $\gamma \sqrt{\lambda}$ are bounded, we derive that $\mathbb{E}\left[\sup _{t \leq s \leq T} \Gamma_{t, s}^{2}\right]<+\infty$.

Proof Fix $t \in[0, T]$. Note first that since $D$ is a finite variational RCLL process, here supposed to be predictable, and since the process $\Gamma_{t, \text {. admits only one jump at }}$ the totally inaccessible stopping time $\vartheta$, we get $\left[\Gamma_{t, \text {, }}, D\right]=0$. By applying the Itô product formula to $Y_{s} \Gamma_{t, s}$, we get

$$
\begin{align*}
-d\left(Y_{s} \Gamma_{t, s}\right)= & -Y_{s^{-}} d \Gamma_{t, s}-\Gamma_{t, s^{-}} d Y_{s}-d[Y, \Gamma]_{s} \\
= & -Y_{s} \Gamma_{t, s^{-}} \delta_{s} d s+\Gamma_{t, s^{-}}\left[\delta_{s} Y_{s}+\beta_{s} Z_{s}+\gamma_{s} K_{s} \lambda_{s}\right] d s+\Gamma_{t, s^{-}} d D_{s} \\
& -\beta_{s} Z_{s} \Gamma_{t, s^{-}} d s-\Gamma_{t, s^{-}} \gamma_{s} K_{s} \lambda_{s} d s-\Gamma_{t, s^{-}}\left(Y_{s} \beta_{s}+Z_{s}\right) d W_{s}  \tag{19}\\
& -\Gamma_{t, s^{-}}\left[K_{s}\left(1+\gamma_{s}\right)+Y_{s^{-}} \gamma_{s}\right] d M_{s}
\end{align*}
$$

Setting

$$
d m_{s}=-\Gamma_{t, s^{-}}\left(Y_{s} \beta_{s}+Z_{s}\right) d W_{s}-\Gamma_{t, s^{-}}\left[K_{s}\left(1+\gamma_{s}\right)+Y_{s^{-}} \gamma_{s}\right] d M_{s}
$$

we get

$$
\begin{equation*}
-d\left(Y_{s} \Gamma_{t, s}\right)=\Gamma_{t, s^{-}} d D_{s}-d m_{s} \tag{20}
\end{equation*}
$$

By integrating between $t$ and $T$, we obtain

$$
\begin{equation*}
Y_{t}=\xi \Gamma_{t, T}+\int_{t}^{T} \Gamma_{t, s^{-}} d D_{s}-\left(m_{T}-m_{t}\right) \quad \text { a.s. } \tag{21}
\end{equation*}
$$

By Remark 11, we have $\left(\Gamma_{t, s}\right)_{t \leq s \leq T} \in \mathscr{S}^{2}$. Moreover, $Y \in \mathscr{S}^{2}, Z \in \mathbb{H}^{2}, K \in H_{\lambda}^{2}$, and $\beta$ and $\gamma \sqrt{\lambda}$ are bounded. It follows that the local martingale $m=\left(m_{s}\right)_{t \leq s \leq T}$ is a martingale. Hence, by taking the conditional expectation in equality (21), we get equality (18).

When the finite variational process $D$ is no longer supposed to be predictable (which is often the case in the literature on default risk ${ }^{6}$ ), the representation formula (18) does not generally hold. We now provide a representation property of the solution in that case, that is, when the finite variational process $D$ is only supposed to be RCLL and adapted, which is new in the literature on BSDEs.

Theorem 2 (Representation result for generalized $\lambda$-linear BSDEs with $D$ optional ) Suppose that the assumptions of Theorem 1 hold, except that $D$ is supposed to belong to $\mathscr{A}^{2}$ instead of $\mathscr{A}_{p}^{2}$. Let $D^{\prime} \in \mathscr{A}_{p}^{2}$ and $\eta \in \mathbb{H}_{\lambda}^{2}$ be such that for all $t \in[0, T],{ }^{7}$

$$
\begin{equation*}
D_{t}=D_{t}^{\prime}+\int_{0}^{t} \eta_{s} d N_{s} \quad \text { a.s. } \tag{22}
\end{equation*}
$$

Let $(Y, Z, K)$ be the solution in $\mathscr{S}^{2} \times \mathbb{H}^{2} \times H_{\lambda}^{2}$ of the BSDE associated with generalized $\lambda$-linear driver $\left(\delta_{t} y+\beta_{t} z+\gamma_{t} k \lambda_{t}\right) d t+d D_{t}$ and terminal condition $\xi$, that is BSDE (16).

Then, a.s. for all $t \in[0, T]$,

$$
\begin{align*}
Y_{t} & =\mathbb{E}\left[\Gamma_{t, T} \xi+\int_{t}^{T} \Gamma_{t, s^{-}}\left(d D_{s}^{\prime}+\left(1+\gamma_{s}\right) \eta_{s} d N_{s}\right) \mid \mathscr{G}_{t}\right] \\
& =\mathbb{E}\left[\Gamma_{t, T} \xi+\int_{t}^{T} \Gamma_{t, s^{-}} d D_{s}^{\prime}+\Gamma_{t, \vartheta} \eta_{\vartheta} \mathbf{1}_{\{t<\vartheta \leq T\}} \mid \mathscr{G}_{t}\right] \tag{23}
\end{align*}
$$

where $\left(\Gamma_{t, s}\right)_{s \in[t, T]}$ satisfies (17).
Proof Since $D$ satisfies (22), we get $d\left[\Gamma_{t, .,} D\right]_{s}=\Gamma_{t, s^{-}} \gamma_{s} \eta_{s} d N_{s}$. The computations are then similar to those of the proof of Theorem 1, with $\Gamma_{t, s^{-}} d D_{s}$ replaced by $\Gamma_{t, s^{-}}\left(d D_{s}+\gamma_{s} \eta_{s} d N_{s}\right)$ in Eqs. (19), (20) and (21). We thus derive that $Y_{t}=$

[^38]$\mathbb{E}\left[\Gamma_{t, T} \xi+\int_{t}^{T} \Gamma_{t, s^{-}}\left(d D_{s}+\gamma_{s} \eta_{s} d N_{s}\right) \mid \mathscr{G}_{t}\right]$ a.s. From this together with (22), the first equality of (23) follows. Now, we have a.s.
\[

$$
\begin{aligned}
\mathbb{E}\left[\int_{t}^{T} \Gamma_{t, s^{-}}\left(1+\gamma_{s}\right) \eta_{s} d N_{s} \mid \mathscr{G}_{t}\right] & =\mathbb{E}\left[\Gamma_{t, \vartheta^{-}}\left(1+\gamma_{\vartheta}\right) \eta_{\vartheta} \mathbf{1}_{\{t<\vartheta \leq T\}} \mid \mathscr{G}_{t}\right] \\
& =\mathbb{E}\left[\Gamma_{t, \vartheta} \eta_{\vartheta} \mathbf{1}_{\{t<\vartheta \leq T\}} \mid \mathscr{G}_{t}\right]
\end{aligned}
$$
\]

where the second equality is due to the fact that $\Gamma_{t, \vartheta-}\left(1+\gamma_{\vartheta}\right)=\Gamma_{t, \vartheta}$ a.s. (cf. Remark 11). This yields the second equality of (23).

Remark 12 By adapting the arguments of the above proof, this result can be generalized to the case of a BSDE driven by a Brownian motion and a Poisson random measure, ${ }^{8}$ which provides a new result in the theory of BSDEs in this framework.

### 2.4 Comparison Theorems for BSDEs with Default Jump

We now provide a comparison theorem and a strict comparison theorem for BSDEs with generalized $\lambda$-admissible drivers associated with finite variational RCLL adapted processes.

Theorem 3 (Comparison theorems) Let $\xi_{1}$ and $\xi_{2} \in L^{2}\left(\mathscr{G}_{T}\right)$. Let $g_{1}$ and $g_{2}$ be two $\lambda$-admissible drivers. Let $D^{1}$ and $D^{2}$ be two (optional) processes in $\mathcal{A A}^{2}$. For $i=1,2$, let $\left(Y^{i}, Z^{i}, K^{i}\right)$ be the solution in $\mathscr{S}^{2} \times \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ of the following BSDE

$$
-d Y_{t}^{i}=g_{i}\left(t, Y_{t}^{i}, Z_{t}^{i}, K_{t}^{i}\right) d t+d D_{t}^{i}-Z_{t}^{i} d W_{t}-K_{t}^{i} d M_{t} ; \quad Y_{T}^{i}=\xi_{i}
$$

(i) (Comparison theorem). Assume that there exists a predictable process $\left(\gamma_{t}\right)$ with

$$
\begin{equation*}
\left(\gamma_{t} \sqrt{\lambda_{t}}\right) \text { bounded and } \quad \gamma_{t} \geq-1, \quad d P \otimes d t-\text { a.e. } \tag{24}
\end{equation*}
$$

such that

$$
\begin{equation*}
g_{1}\left(t, Y_{t}^{2}, Z_{t}^{2}, K_{t}^{1}\right)-g_{1}\left(t, Y_{t}^{2}, Z_{t}^{2}, K_{t}^{2}\right) \geq \gamma_{t}\left(K_{t}^{1}-K_{t}^{2}\right) \lambda_{t}, \quad t \in[0, T], \quad d P \otimes d t-\text { a.e. } \tag{25}
\end{equation*}
$$

[^39]Suppose that $\xi_{1} \geq \xi_{2}$ a.s., that the process $\bar{D}:=D^{1}-D^{2}$ is non decreasing, and that

$$
\begin{equation*}
g_{1}\left(t, Y_{t}^{2}, Z_{t}^{2}, K_{t}^{2}\right) \geq g_{2}\left(t, Y_{t}^{2}, Z_{t}^{2}, K_{t}^{2}\right), \quad t \in[0, T], \quad d P \otimes d t-a . e . \tag{26}
\end{equation*}
$$

We then have $Y_{t}^{1} \geq Y_{t}^{2}$ for all $t \in[0, T]$ a.s.
(ii) (Strict Comparison Theorem). Suppose moreover that $\gamma_{\vartheta}>-1$ a.s.

If $Y_{t_{0}}^{1}=Y_{t_{0}}^{2}$ a.s. for some $t_{0} \in[0, T]$, then $\xi^{1}=\xi^{2}$ a.s., and the inequality (26) is an equality on $\left[t_{0}, T\right]$. Moreover, $\bar{D}=D^{1}-D^{2}$ is constant on $\left[t_{0}, T\right]$ and $Y^{1}=Y^{2}$ on $\left[t_{0}, T\right]$.

Remark 13 We stress that the above comparison theorems hold even in the case when the generalized drivers are associated with non-predictable finite variational processes, which thus may admit a jump at the default time $\vartheta$. This is important for the applications to nonlinear pricing of contingents claims. Indeed, in a market with default, contingent claims often generate a cashflow at the default time (see Sect. 3.3 for details).

As seen in the proof below, the treatment of the case of non-predictable finite variational processes requires some additional arguments, compared to the case of predictable ones.

Proof Setting $\bar{Y}_{s}=Y_{s}^{1}-Y_{s}^{2} ; \bar{Z}_{s}=Z_{s}^{1}-Z_{s}^{2} ; \bar{K}_{s}=K_{s}^{1}-K_{s}^{2}$, we have

$$
-d \bar{Y}_{s}=h_{s} d s+d \bar{D}_{s}-\bar{Z}_{s} d W_{s}-\bar{K}_{s} d M_{s} ; \quad \bar{Y}_{T}=\xi_{1}-\xi_{2}
$$

where $h_{s}:=g_{1}\left(s, Y_{s^{-}}^{1}, Z_{s}^{1}, K_{s}^{1}\right)-g_{2}\left(s, Y_{s^{-}}^{2}, Z_{s}^{2}, K_{s}^{2}\right)$.
Set $\delta_{s}:=\frac{g_{1}\left(s, Y_{s^{-}}^{1}, Z_{s}^{1}, K_{s}^{1}\right)-g_{1}\left(s, Y_{s^{-}}^{2}, Z_{s}^{1}, K_{s}^{1}\right)}{\bar{Y}_{s^{-}}}$if $\bar{Y}_{s^{-}} \neq 0$, and 0 otherwise.
Set $\beta_{s}:=\frac{g_{1}\left(s, Y_{s^{-}}^{2}, Z_{s}^{1}, K_{s}^{1}\right)-g_{1}\left(s, Y_{s^{-}}^{2}, Z_{s}^{2}, K_{s}^{1}\right)}{\bar{Z}_{s}}$ if $\bar{Z}_{s} \neq 0$, and 0 otherwise.
By definition, the processes $\delta$ and $\beta$ are predictable. Moreover, since $g_{1}$ satisfies condition (3), the processes $\delta$ and $\beta$ are bounded. Now, we have

$$
h_{s}=\delta_{s} \bar{Y}_{s^{-}}+\beta_{s} \bar{Z}_{s}+g_{1}\left(s, Y_{s^{-}}^{2}, Z_{s}^{2}, K_{s}^{1}\right)-g_{1}\left(s, Y_{s^{-}}^{2}, Z_{s}^{2}, K_{s}^{2}\right)+\varphi_{s}
$$

where $\varphi_{s}:=g_{1}\left(s, Y_{s^{-}}^{2}, Z_{s}^{2}, K_{s}^{2}\right)-g_{2}\left(s, Y_{s^{-}}^{2}, Z_{s}^{2}, K_{s}^{2}\right) .{ }^{9}$
Using the assumption (25) and the equality $\bar{Y}_{s^{-}}=\bar{Y}_{s} d P \otimes d s$-a.e. (cf. Remark 3), we get

$$
\begin{equation*}
h_{s} \geq \delta_{s} \bar{Y}_{s}+\beta_{s} \bar{Z}_{s}+\gamma_{s} \bar{K}_{s} \lambda_{s}+\varphi_{s} \quad d P \otimes d s-\text { a.e. } \tag{27}
\end{equation*}
$$

[^40]Fix $t \in[0, T]$. Let $\Gamma_{t, .}$ be the process defined by (17). Since $\delta, \beta$ and $\gamma \sqrt{\lambda}$ are bounded, it follows from Remark 11 that $\Gamma_{t, .} \in \mathscr{S}^{2}$. Also, since $\gamma_{s} \geq-1$, we have $\Gamma_{t, .} \geq 0$ a.s. Let us first consider the simpler case when the processes $D^{1}$ and $D^{2}$ are predictable. By Itô's formula and similar computations to those of the proof of Theorem 1, we derive that

$$
-d\left(\bar{Y}_{s} \Gamma_{t, s}\right)=\Gamma_{t, s}\left(h_{s}-\delta_{s} \bar{Y}_{s}-\beta_{s} \bar{Z}_{s}-\gamma_{s} \bar{K}_{s} \lambda_{s}\right) d s+\Gamma_{t, s^{-}} d \bar{D}_{s}-d m_{s}
$$

where $m$ is a martingale (because $\Gamma_{t, .} \in \mathscr{S}^{2}, \bar{Y} \in \mathscr{S}^{2}, \bar{Z} \in H^{2}, \bar{K} \in \mathbb{I}_{\lambda}^{2}$ and $\beta$, $\gamma \sqrt{\lambda}$ are bounded). Using inequality (27) together with the non negativity of $\Gamma$, we thus get $-d\left(\bar{Y}_{s} \Gamma_{t, s}\right) \geq \Gamma_{t, s} \varphi_{s} d s+\Gamma_{t, s^{-}} d \bar{D}_{s}-d m_{s}$. By integrating between $t$ and $T$ and by taking the conditional expectation, we obtain

$$
\begin{equation*}
\bar{Y}_{t} \geq \mathbb{E}\left[\Gamma_{t, T}\left(\xi_{1}-\xi_{2}\right)+\int_{t}^{T} \Gamma_{t, s^{-}}\left(\varphi_{s} d s+d \bar{D}_{s}\right) \mid \mathscr{G}_{t}\right], \quad 0 \leq t \leq T, \quad \text { a.s. } \tag{28}
\end{equation*}
$$

By assumption (26), $\varphi_{s} \geq 0 d P \otimes d s$-a.e. Moreover, $\xi_{1}-\xi_{2} \geq 0$ and $\bar{D}$ is non decreasing, which, together with the non negativity of $\Gamma_{t, \text {, }}$, implies that $\bar{Y}_{t}=Y_{t}^{1}-$ $Y_{t}^{2} \geq 0$ a.s. Since this inequality holds for all $t \in[0, T]$, the assertion (i) follows.
Suppose moreover that $Y_{t_{0}}^{1}=Y_{t_{0}}^{2}$ a.s. and that $\gamma .>-1$. Since $\gamma_{\vartheta}>-1$ a.s., we have $\Gamma_{t, s}>0$ a.s. for all $s \geq t$. From this, together with (28) applied with $t=t_{0}$, we get $\xi_{1}=\xi_{2}$ a.s. and $\varphi_{t}=0, t \in\left[t_{0}, T\right] d P \otimes d t$-a.e. On the other hand, set $\tilde{D}_{t}:=\int_{t_{0}}^{t} \Gamma_{t_{0}, s^{-}} d \bar{D}_{s}$, for each $t \in\left[t_{0}, T\right]$. By assumption, $\tilde{D}_{T} \geq 0$ a.s. By (28), we thus get $\mathbb{E}\left[\tilde{D}_{T} \mid \mathscr{G}_{t_{0}}\right]=0$ a.s. Hence $\tilde{D}_{T}=0$ a.s. Now, since $\Gamma_{t_{0}, s}>0$, for all $s \geq t_{0}$ a.s., we can write $\bar{D}_{T}-\bar{D}_{t_{0}}=\int_{t_{0}}^{T} \Gamma_{t_{0}, s^{-}}^{-1} d \tilde{D}_{s}$. We thus get $\bar{D}_{T}=\bar{D}_{t_{0}}$ a.s. The proof of (ii) is thus complete.

Let us now consider the case when the processes $D^{1}$ and $D^{2}$ are not predictable. By Remark 2, for $i=1,2$, there exist $D^{\prime i} \in \mathscr{A}_{p}^{2}$ and $\eta^{i} \in \mathbb{H}_{\lambda}^{2}$ such that

$$
D_{t}^{i}=D_{t}^{\prime i}+\int_{0}^{t} \eta_{s}^{i} d N_{s} \quad \text { a.s. }
$$

Since $\bar{D}:=D^{1}-D^{2}$ is non decreasing, we derive that the process $\bar{D}^{\prime}:=D^{\prime 1}-D^{\prime 2}$ is non decreasing and that $\eta_{\vartheta}^{1} \geq \eta_{\vartheta}^{2}$ a.s. on $\{\vartheta \leq T\}$. By Itô's formula and similar computations to those of the proof of Theorems 1 and 2, we get

$$
\begin{aligned}
-d\left(\bar{Y}_{s} \Gamma_{t, s}\right)= & \Gamma_{t, s}\left(h_{s}-\delta_{s} \bar{Y}_{s}-\beta_{s} \bar{Z}_{s}-\gamma_{s} \bar{K}_{s} \lambda_{s}\right) d s \\
& +\Gamma_{t, s^{-}}\left[d \bar{D}_{s}+\left(\eta_{s}^{1}-\eta_{s}^{2}\right) \gamma_{s} d N_{s}\right]-d m_{s}
\end{aligned}
$$

where $m$ is a martingale. Using inequality (27) and the equality $\bar{D}_{t}=\bar{D}_{t}^{\prime}+\int_{0}^{t}\left(\eta_{s}^{1}-\right.$ $\left.\eta_{s}^{2}\right) d N_{s}$ a.s., we thus derive that

$$
\begin{align*}
\bar{Y}_{t} \geq & \mathbb{E}\left[\Gamma_{t, T}\left(\xi_{1}-\xi_{2}\right)\right. \\
& \left.+\int_{t}^{T} \Gamma_{t, s^{-}}\left(\varphi_{s} d s+d \bar{D}_{s}^{\prime}+\left(\eta_{s}^{1}-\eta_{s}^{2}\right)\left(1+\gamma_{s}\right) d N_{s}\right) \mid \mathscr{G}_{t}\right], \quad 0 \leq t \leq T, \quad \text { a.s. } \tag{29}
\end{align*}
$$

Since $\eta_{\vartheta}^{1} \geq \eta_{\vartheta}^{2}$ a.s. on $\{\vartheta \leq T\}$ and $\gamma_{\vartheta} \geq-1$ a.s., we have $\left(\eta_{\vartheta}^{1}-\eta_{\vartheta}^{2}\right)\left(1+\gamma_{\vartheta}\right) \geq 0$ a.s. on $\{\vartheta \leq T\}$. Hence, using the other assumptions made in (i), we derive that $\bar{Y}_{t}=Y_{t}^{1}-Y_{t}^{2} \geq 0$ a.s. Since this inequality holds for all $t \in[0, T]$, the assertion (i) follows.
Suppose moreover that $Y_{t_{0}}^{1}=Y_{t_{0}}^{2}$ a.s. and that $\gamma_{\vartheta}>-1$ a.s. By the inequality (29) applied with $t=t_{0}$, we derive that $\xi^{1}=\xi^{2}$ a.s., $\varphi_{s}=0 d P \otimes d s$-a.e. on $\left[t_{0}, T\right]$, $\eta_{\vartheta}^{1}=\eta_{\vartheta}^{2}$ a.s. on $\left\{t_{0}<\vartheta \leq T\right\}$. Moreover, $\bar{D}^{\prime}=D^{\prime 1}-D^{\prime 2}$ is constant on the time interval $\left[t_{0}, T\right]$. Hence, $\bar{D}$ is constant on $\left[t_{0}, T\right]$. The proof is thus complete.

Remark 14 By adapting the arguments of the above proof, this result can be generalized to the case of BSDEs driven by a Brownian motion and a Poisson random measure (since the jumps times associated with the Poisson random measure are totally inaccessible). This extends the comparison theorems given in the literature on BSDEs with jumps (see [21, Theorems 4.2 and 4.4]) to the case of generalized drivers of the form $g(t, y, z, k) d t+d D_{t}$, where $D$ is a finite variational RCLL adapted process (not necessarily predictable).

When the assumptions of the comparison theorem (resp. strict comparison theorem) are violated, the conclusion does not necessarily hold, as shown by the following example.

Example 1 Suppose that the process $\lambda$ is bounded. Let $g$ be a $\lambda$-linear driver (see (12)) of the form

$$
\begin{equation*}
g(\omega, t, y, z, k)=\delta_{t}(\omega) y+\beta_{t}(\omega) z+\gamma k \lambda_{t}(\omega), \tag{30}
\end{equation*}
$$

where $\gamma$ is here a real constant. At terminal time $T$, the associated adjoint process $\Gamma_{0, \text {. satisfies (see (17) and Remark 11): }}$

$$
\begin{equation*}
\Gamma_{0, T}=H_{T} \exp \left\{-\int_{0}^{T} \gamma \lambda_{r} d r\right\}\left(1+\gamma \mathbf{1}_{\{T \geq \vartheta\}}\right) . \tag{31}
\end{equation*}
$$

where $\left(H_{t}\right)$ satisfies $d H_{t}=H_{t}\left(\delta_{t} d t+\beta_{t} d W_{t}\right)$ with $H_{0}=1$.
Let $Y$ be the solution of the BSDE associated with driver $g$ and terminal condition

$$
\xi:=\mathbf{1}_{\{T \geq \vartheta\}} .
$$

The representation property of $\lambda$-linear BSDEs with default jump (see (18)) gives

$$
Y_{0}=\mathbb{E}\left[\Gamma_{0, T} \xi\right]=\mathbb{E}\left[\Gamma_{0, T} \mathbf{1}_{\{T \geq \vartheta\}}\right]
$$

Hence, by (31), we get

$$
\begin{align*}
Y_{0}=\mathbb{E}\left[\Gamma_{0, T} \mathbf{1}_{\{T \geq \vartheta\}}\right] & =\mathbb{E}\left[H_{T} e^{-\gamma \int_{0}^{T} \lambda_{s} d s}\left(1+\gamma \mathbf{1}_{\{T \geq \vartheta\}}\right) \mathbf{1}_{\{T \geq \vartheta\}}\right] \\
& =(1+\gamma) \mathbb{E}\left[H_{T} e^{-\gamma \int_{0}^{T} \lambda_{s} d s} \mathbf{1}_{\{T \geq \vartheta\}}\right] . \tag{32}
\end{align*}
$$

Equation (32) shows that under the additional assumption $P(T \geq \vartheta)>0$, when $\gamma<-1$, we have $Y_{0}<0$ although $\xi \geq 0$ a.s.

This example also gives a counter-example for the strict comparison theorem by taking $\gamma=-1$. Indeed, in this case, the relation (32) yields that $Y_{0}=0$. Under the additional assumption $P(T \geq \vartheta)>0$, we have $P(\xi>0)>0$, even though $Y_{0}=0$.

## 3 Nonlinear Pricing in a Financial Market with Default

### 3.1 Financial Market with Defaultable Risky Asset

We consider a complete financial market with default as in [4], which consists of one risk-free asset, with price process $S^{0}$ satisfying $d S_{t}^{0}=S_{t}^{0} r_{t} d t$ with $S_{0}^{0}=1$, and two risky assets with price processes $S^{1}, S^{2}$ evolving according to the equations:

$$
\begin{align*}
& d S_{t}^{1}=S_{t}^{1}\left[\mu_{t}^{1} d t+\sigma_{t}^{1} d W_{t}\right] \quad \text { with } \quad S_{0}^{1}>0 \\
& d S_{t}^{2}=S_{t^{-}}^{2}\left[\mu_{t}^{2} d t+\sigma_{t}^{2} d W_{t}-d M_{t}\right] \quad \text { with } \quad S_{0}^{2}>0 \tag{33}
\end{align*}
$$

where the process $\left(M_{t}\right)$ is given by (1).
The processes $\sigma^{1}, \sigma^{2}, r, \mu^{1}, \mu^{2}$ are predictable (that is $\mathscr{P}$-measurable). We set $\sigma=\left(\sigma^{1}, \sigma^{2}\right)^{\prime}$, where $/$ denotes transposition.

We suppose that $\sigma^{1}, \sigma^{2}>0$, and $r, \mu^{1}, \mu^{2}, \sigma^{1}, \sigma^{2},\left(\sigma^{1}\right)^{-1},\left(\sigma^{2}\right)^{-1}$ are bounded. Note that the intensity process $\left(\lambda_{t}\right)$ is not necessarily bounded, which is useful in market models with default where the intensity process is modeled by the solution (which is not necessarily bounded) of a forward stochastic differential equation.

Remark 15 By Remark 11, we have
$S_{t}^{2}=e^{\int_{0}^{t} \mu_{r}^{2} d r} \exp \left\{\int_{0}^{t} \sigma_{r}^{2} d W_{r}-\frac{1}{2} \int_{0}^{t}\left(\sigma_{r}^{2}\right)^{2} d r\right\} e^{\int_{0}^{t} \lambda_{r} d r}\left(1-\mathbf{1}_{\{t \geq \vartheta\}}\right), \quad t \geq 0 \quad$ a.s.
The second risky asset is thus defaultable with total default: we have $S_{t}^{2}=0, t \geq \vartheta$ a.s.

We consider an investor who, at time 0 , invests an initial amount $x \in \mathbf{R}$ in the three assets. For $i=1,2$, we denote by $\varphi_{t}^{i}$ the amount invested in the $i^{\text {th }}$ risky asset. After time $\vartheta$, the investor does not invest in the defaultable asset since its price is equal to 0 . We thus have $\varphi_{t}^{2}=0$ on $t>\vartheta$. A process $\varphi=\left(\varphi^{1}, \varphi^{2}\right)^{\prime}$ belonging to $\mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ is called a risky assets strategy. Let $C$ be a finite variational optional process belonging to $\mathscr{A}^{2}$, representing the cumulative cash amount withdrawn from the portfolio.

The value at time $t$ of the portfolio (or wealth) associated with $x, \varphi$ and $C$ is denoted by $V_{t}^{x, \varphi, C}$. The amount invested in the risk-free asset at time $t$ is then given by $V_{t}^{x, \varphi, C}-\left(\varphi_{t}^{1}+\varphi_{t}^{2}\right)$.

### 3.2 Pricing of European Options with Dividends in a Perfect (Linear) Market with Default

In this section, we place ourselves in a perfect (linear) market model with default. In this case, by the self financing condition, the wealth process $V^{x, \varphi, C}$ (simply denoted by $V$ ) follows the dynamics:

$$
\begin{align*}
d V_{t} & =\left(r_{t} V_{t}+\varphi_{t}^{1}\left(\mu_{t}^{1}-r_{t}\right)+\varphi_{t}^{2}\left(\mu_{t}^{2}-r_{t}\right)\right) d t-d C_{t}+\left(\varphi_{t}^{1} \sigma_{t}^{1}+\varphi_{t}^{2} \sigma_{t}^{2}\right) d W_{t}-\varphi_{t}^{2} d M_{t} \\
& =\left(r_{t} V_{t}+\varphi_{t}^{\prime} \sigma_{t} \theta_{t}^{1}-\varphi_{t}^{2} \theta_{t}^{2} \lambda_{t}\right) d t-d C_{t}+\varphi_{t}^{\prime} \sigma_{t} d W_{t}-\varphi_{t}^{2} d M_{t} \tag{34}
\end{align*}
$$

where $\varphi_{t}{ }^{\prime} \sigma_{t}=\varphi_{t}^{1} \sigma_{t}^{1}+\varphi_{t}^{2} \sigma_{t}^{2}$, and

$$
\theta_{t}^{1}:=\frac{\mu_{t}^{1}-r_{t}}{\sigma_{t}^{1}} ; \quad \theta_{t}^{2}:=-\frac{\mu_{t}^{2}-\sigma_{t}^{2} \theta_{t}^{1}-r_{t}}{\lambda_{t}} \mathbf{1}_{\left\{\lambda_{t} \neq 0\right\}} .
$$

Suppose that the processes $\theta^{1}$ and $\theta^{2} \sqrt{\lambda}$ are bounded.
Let $T>0$. Let $\xi$ be a $\mathscr{G}_{T}$-measurable random variable belonging to $L^{2}$, and let $D$ be a finite variational optional process belonging to $\mathscr{A}_{T}^{2}$. We consider a European option with maturity $T$, which generates a terminal payoff $\xi$, and intermediate cashflows called dividends, which are not necessarily positive (cf. for example $[7,8])$. For each $t \in[0, T], D_{t}$ represents the cumulative intermediate cashflows paid by the option between time 0 and time $t$. The process $D=\left(D_{t}\right)$ is called the cumulative dividend process. Note that $D$ is not necessarily non decreasing.

The aim is to price this contingent claim. Let us consider an agent who wants to sell the option at time 0 . With the amount the seller receives at time 0 from the buyer, he/she wants to be able to construct a portfolio which allows him/her to pay to the buyer the amount $\xi$ at time $T$, as well as the intermediate dividends.

Now, setting

$$
\begin{equation*}
Z_{t}:=\varphi_{t}^{\prime} \sigma_{t} ; \quad K_{t}:=-\varphi_{t}^{2} \tag{35}
\end{equation*}
$$

by (34), we derive that the process $(V, Z, K)$ satisfies the following dynamics:

$$
-d V_{t}=-\left(r_{t} V_{t}+\theta_{t}^{1} Z_{t}+\theta_{t}^{2} K_{t} \lambda_{t}\right) d t+d D_{t}-Z_{t} d W_{t}-K_{t} d M_{t} .
$$

We set for each ( $\omega, t, y, z, k$ ),

$$
\begin{equation*}
g(\omega, t, y, z, k):=-r_{t}(\omega) y-\theta_{t}^{1}(\omega) z-\theta_{t}^{2}(\omega) k \lambda_{t}(\omega) \tag{36}
\end{equation*}
$$

Since by assumption, the coefficients $r, \theta^{1}, \theta^{2} \sqrt{\lambda}$ are predictable and bounded, it follows that $g$ is a $\lambda$-linear driver (see Definition 3). By Proposition 2, there exists a unique solution $(X, Z, K) \in \mathscr{S}^{2} \times \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ of the BSDE associated with terminal time $T$, generalized $\lambda$-linear driver $g(t, y, z, k) d t+d D_{t}$ (with $g$ defined by (36)) and terminal condition $\xi$.

Let us show that the process $(X, Z, K)$ provides a replicating portfolio. Let $\varphi$ be the risky-assets strategy such that (35) holds. Note that this defines a change of variables $\Phi$ as follows:
$\Phi: \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2} \rightarrow \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2} ;(Z, K) \mapsto \Phi(Z, K):=\varphi$, where $\varphi=\left(\varphi^{1}, \varphi^{2}\right)$ is given by (35), which is equivalent to

$$
\begin{equation*}
\varphi_{t}^{2}=-K_{t} ; \varphi_{t}^{1}=\frac{Z_{t}-\varphi_{t}^{2} \sigma_{t}^{2}}{\sigma_{t}^{1}}=\frac{Z_{t}+\sigma_{t}^{2} K_{t}}{\sigma_{t}^{1}} \tag{37}
\end{equation*}
$$

The process $D$ corresponds here to the cumulative cash withdrawn by the seller from his/her hedging portfolio. The process $X$ thus coincides with $V^{X_{0}, \varphi, D}$, the value of the portfolio associated with initial wealth $x=X_{0}$, risky-assets strategy $\varphi$ and cumulative cash withdrawal $D$. We deduce that this portfolio is a replicating portfolio for the seller since, by investing the initial amount $X_{0}$ in the reference assets along the strategy $\varphi$, the seller can pay the terminal payoff $\xi$ to the buyer at time $T$, as well as the intermediate dividends (since the cash withdrawals perfectly replicate the dividends of the option). We derive that $X_{0}$ is the initial price of the option, called hedging price, denoted by $X_{0, T}(\xi, D)$, and that $\varphi$ is the hedging riskyassets strategy. Similarly, for each time $t \in[0, T], X_{t}$ is the hedging price at time $t$ of the option, and is denoted by $X_{t, T}(\xi, D)$.

Suppose that the cumulative dividend process $D$ is predictable. Since the driver $g$ given by (36) is $\lambda$-linear, the representation property of the solution of a generalized $\lambda$-linear BSDE (see Theorem 1) yields

$$
\begin{equation*}
X_{t, T}(\xi, D)=\mathbb{E}\left[e^{-\int_{t}^{T} r_{s} d s} \zeta_{t, T} \xi+\int_{t}^{T} e^{-\int_{t}^{s} r_{u} d u} \zeta_{t, s^{-}} d D_{s} \mid \mathscr{G}_{t}\right] \quad \text { a.s. } \tag{38}
\end{equation*}
$$

where $\zeta$ satisfies

$$
d \zeta_{t, s}=\zeta_{t, s^{-}}\left[-\theta_{s}^{1} d W_{s}-\theta_{s}^{2} d M_{s}\right] ; \quad \zeta_{t, t}=1
$$

Suppose now that $\theta_{t}^{2}<1 d P \otimes d t$-a.e. By Proposition 3 and Remark 8, the process $\zeta_{0, .}$ is a square integrable positive martingale. Let $Q$ be the probability measure which admits $\zeta_{0, T}$ as density with respect to $P$ on $\mathscr{G}_{T} .{ }^{10}$ By the equality (38), we have

$$
\begin{equation*}
X_{t, T}(\xi, D)=\mathbb{E}_{Q}\left[e^{-\int_{t}^{T} r_{s} d s} \xi+\int_{t}^{T} e^{-\int_{t}^{s} r_{u} d u} d D_{s} \mid \mathscr{G}_{t}\right] \quad \text { a.s. } \tag{39}
\end{equation*}
$$

When the cumulative dividend process $D$ is not predictable and thus admits a jump at time $\vartheta$, the representation formulas (38) and (39) for the no-arbitrage price of the contingent claim do not generally hold. In this case, by Remark 2, there exist a (unique) process $D^{\prime} \in \mathscr{A}_{p}^{2}$ and a (unique) process $\eta \in \mathscr{H} H_{\lambda}^{2}$ such that for all $t \in[0, T]$,

$$
\begin{equation*}
D_{t}=D_{t}^{\prime}+\int_{0}^{t} \eta_{s} d N_{s} \quad \text { a.s. } \tag{40}
\end{equation*}
$$

The random variable $\eta_{\vartheta}$ (sometimes called "rebate" in the literature) represents the cash flow generated by the contingent claim at the default time $\vartheta$ (see e.g. [3, 7, 8 , 16] for examples of such contingent claims). By Theorem 2, we get
$X_{t, T}(\xi, D)=\mathbb{E}\left[e^{-\int_{t}^{T} r_{s} d s} \zeta_{t, T} \xi+\int_{t}^{T} e^{-\int_{t}^{s} r_{u} d u} \zeta_{t, s^{-}} d D_{s}^{\prime}+e^{-\int_{t}^{\vartheta} r_{s} d s} \zeta_{t, \vartheta} \eta_{\vartheta} \mathbf{1}_{\{t<\vartheta \leq T\}} \mid \mathscr{G}_{t}\right] \quad$ a.s.,
or equivalently
$X_{t, T}(\xi, D)=\mathbb{E}_{Q}\left[e^{-\int_{t}^{T} r_{s} d s} \xi+\int_{t}^{T} e^{-\int_{t}^{s} r_{u} d u} d D_{s}^{\prime}+e^{-\int_{t}^{\vartheta} r_{s} d s} \eta_{\vartheta} \mathbf{1}_{\{t<\vartheta \leq T\}} \mid \mathscr{G}_{t}\right] \quad$ a.s.
We thus recover the risk-neutral pricing formula of [3, 16], which we have established here by working under the primitive probability measure, using BSDE techniques.
We note that the pricing system (for a fixed maturity $T):(\xi, D) \mapsto X_{, T}(\xi, D)$ is linear.

[^41]
### 3.3 Nonlinear Pricing of European Options with Dividends in an Imperfect Market with Default

From now on, we assume that there are imperfections in the market which are taken into account via the nonlinearity of the dynamics of the wealth. More precisely, we suppose that the wealth process $V_{t}^{x, \varphi, C}$ (or simply $V_{t}$ ) associated with an initial wealth $x$, a risky-assets strategy $\varphi=\left(\varphi^{1}, \varphi^{2}\right)$ in $\mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ and a cumulative withdrawal process $C \in \mathscr{A}^{2}$ satisfies the following dynamics:

$$
\begin{equation*}
-d V_{t}=g\left(t, V_{t}, \varphi_{t}^{\prime} \sigma_{t},-\varphi_{t}^{2}\right) d t-\varphi_{t}^{\prime} \sigma_{t} d W_{t}+d C_{t}+\varphi_{t}^{2} d M_{t} ; V_{0}=x \tag{41}
\end{equation*}
$$

where $g$ is a nonlinear $\lambda$-admissible driver (see Definition 1). Equivalently, setting $Z_{t}=\varphi_{t}{ }^{\prime} \sigma_{t}$ and $K_{t}=-\varphi_{t}^{2}$, we have

$$
\begin{equation*}
-d V_{t}=g\left(t, V_{t}, Z_{t}, K_{t}\right) d t-Z_{t} d W_{t}+d C_{t}-K_{t} d M_{t} ; V_{0}=x \tag{42}
\end{equation*}
$$

Let us consider a European option with maturity $T$, terminal payoff $\xi \in L^{2}\left(\mathscr{G}_{T}\right)$, and dividend process $D \in \mathscr{A}^{2}$ (with a possible jump at the default time $\vartheta$ ) in this market model. Let $\left(X_{\cdot, T}^{g}(\xi, D), Z_{\cdot, T}^{g}(\xi, D), K_{\cdot, T}^{g}(\xi, D)\right)$, simply denoted by ( $X, Z, K$ ), be the solution of BSDE associated with terminal time $T$, generalized driver $g(t, y, z, k) d t+d D_{t}$ and terminal condition $\xi$, that is satisfying

$$
-d X_{t}=g\left(t, X_{t}, Z_{t}, K_{t}\right) d t+d D_{t}-Z_{t} d W_{t}-K_{t} d M_{t} ; \quad X_{T}=\xi
$$

The process $X=X_{., T}^{g}(\xi, D)$ is equal to the wealth process associated with initial value $x=X_{0}$, strategy $\varphi=\Phi(Z, K)$ (see (37)) and cumulative amount $D$ of cash withdrawals, that is $X=V^{X_{0}, \varphi, D}$. Its initial value $X_{0}=X_{0, T}^{g}(\xi, D)$ is thus a sensible price (at time 0 ) of the option for the seller since this amount allows him/her to construct a risky-assets strategy $\varphi$, called hedging strategy, such that the value of the associated portfolio is equal to $\xi$ at time $T$, and such that the cash withdrawals perfectly replicate the dividends of the option. We call $X_{0}=$ $X_{0, T}^{g}(\xi, D)$ the hedging price at time $t$ of the option. Similarly, for each $t \in[0, T]$, $X_{t}=X_{t, T}^{g}(\xi, D)$ is the hedging price at time $t$ of the option.

Thus, for each maturity $S \in[0, T]$ and for each pair payoff-dividend $(\xi, D) \in$ $L^{2}\left(\mathscr{G}_{S}\right) \times \mathscr{A}_{S}^{2}$, the process $X_{\cdot, S}^{g}(\xi, D)$ is called the hedging price process of the option with maturity $S$ and payoff-dividend $(\xi, D)$. This leads to a pricing system

$$
\begin{equation*}
\mathbf{X}^{g}:(S, \xi, D) \mapsto X_{\cdot, S}^{g}(\xi, D) \tag{43}
\end{equation*}
$$

which is generally nonlinear with respect to $(\xi, D)$.
We now give some properties of this nonlinear pricing system $\mathbf{X}^{g}$ which generalize those given in [15] to the case with a default jump and dividends.

- Consistency. By the flow property for BSDEs, the pricing system $\mathbf{X}^{g}$ is consistent. More precisely, let $S^{\prime} \in[0, T], \xi \in L^{2}\left(\mathscr{G}_{S^{\prime}}\right), D \in \mathscr{A}_{S^{\prime}}^{2}$, and let $S \in\left[0, S^{\prime}\right]$. Then, the hedging price of the option associated with payoff $\xi$, cumulative dividend process $D$ and maturity $S^{\prime}$ coincides with the hedging price of the option associated with maturity $S$, payoff $X_{S, S^{\prime}}^{g}(\xi, D)$ and dividend process $\left(D_{t}\right)_{t \leq S}($ still denoted by $D)$, that is

$$
X_{\cdot, S^{\prime}}^{g}(\xi, D)=X_{\cdot, S}^{g}\left(X_{S, S^{\prime}}^{g}(\xi, D), D\right)
$$

- When $g(t, 0,0,0)=0,{ }^{11}$ then the price of the European option with null payoff and no dividends is equal to 0 , that is, for all $S \in[0, T], X_{\cdot, S}^{g}(0,0)=0$.

Due the presence of the default, the nonlinear pricing system $\mathbf{X}^{g}$ is not necessarily monotone with respect to the payoff and the dividend. We introduce the following assumption.

Assumption 4 Assume that there exists a map

$$
\gamma: \Omega \times[0, T] \times \mathbf{R}^{4} \rightarrow \mathbf{R} ;\left(\omega, t, y, z, k_{1}, k_{2}\right) \mapsto \gamma_{t}^{y, z, k_{1}, k_{2}}(\omega)
$$

$\mathscr{P} \otimes \mathscr{B}\left(\mathbf{R}^{4}\right)$-measurable, satisfying $d P \otimes d t$-a.e., for each $\left(y, z, k_{1}, k_{2}\right) \in \mathbf{R}^{4}$,

$$
\begin{equation*}
\left|\gamma_{t}^{y, z, k_{1}, k_{2}} \sqrt{\lambda_{t}}\right| \leq C \quad \text { and } \quad \gamma_{t}^{y, z, k_{1}, k_{2}} \geq-1, \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
g\left(t, y, z, k_{1}\right)-g\left(t, y, z, k_{2}\right) \geq \gamma_{t}^{y, z, k_{1}, k_{2}}\left(k_{1}-k_{2}\right) \lambda_{t} \tag{45}
\end{equation*}
$$

(where $C$ is a positive constant).
Remark 16 Suppose $\left(\lambda_{t}\right)$ bounded (as in [12]). Then the first inequality in (44) holds if, for example, $\gamma$ is bounded.

Recall that $\lambda$ vanishes after $\vartheta$ and $g(t, \cdot)$ does not depend on $k$ on $\{t>\vartheta\}$. Hence, inequality (45) is always satisfied on $\{t>\vartheta\}$. Note that Assumption 4 holds when $g(t, \cdot)$ is non decreasing with respect to $k$, or when $g$ is $\mathscr{C}^{1}$ in $k$ with $\partial_{k} g(t, \cdot) \geq-\lambda_{t}$.

Before giving some additional properties of the nonlinear pricing system under Assumption 4, we introduce the following partial order relation, defined for each fixed time $S \in[0, T]$, on the set of pairs "payoff-dividends" by: for each $\left(\xi^{1}, D^{1}\right),\left(\xi^{2}, D^{2}\right) \in L^{2}\left(\mathscr{G}_{S}\right) \times \mathscr{A}_{S}^{2}$

$$
\left(\xi^{1}, D^{1}\right) \succ\left(\xi^{2}, D^{2}\right) \quad \text { if } \quad \xi^{1} \geq \xi^{2} \text { a.s. and } D^{1}-D^{2} \text { is non decreasing. }
$$

[^42]Loosely speaking, the non decreasing property of $D^{1}-D^{2}$ corresponds to the fact that the dividends paid by the option associated with $\left(\xi^{1}, D^{1}\right)$ are greater than or equal to those paid by the option associated with $\left(\xi^{2}, D^{2}\right)$.

Using the comparison theorem for BSDEs with generalized drivers (Theorem 3 (i)), we derive the following properties:

- Monotonicity. Under Assumption 4, the nonlinear pricing system $\mathbf{X}^{g}$ is non decreasing with respect to the payoff and the dividend. More precisely, for all maturity $S \in[0, T]$, for all payoffs $\xi_{1}, \xi_{2} \in L^{2}\left(\mathscr{G}_{S}\right)$, and cumulative dividend processes $D^{1}, D^{2} \in \mathscr{A}_{S}^{2}$, the following property holds:
If $\left(\xi^{1}, D^{1}\right) \succ\left(\xi^{2}, D^{2}\right)$, then we have $X_{t, S}^{g}\left(\xi_{1}, D^{1}\right) \geq X_{t, S}^{g}\left(\xi_{2}, D^{2}\right), \quad t \in[0, S]$ a.s. ${ }^{12}$
- Convexity. Under Assumption 4, if $g$ is convex with respect to $(y, z, k)$, then the nonlinear pricing system $\mathbf{X}^{g}$ is convex with respect to $(\xi, D)$, that is, for any $\alpha \in[0,1], S \in[0, T], \xi_{1}, \xi_{2} \in L^{2}\left(\mathscr{G}_{S}\right), D^{1}, D^{2} \in \mathscr{A}_{S}^{2}$, for all $t \in[0, S]$, we have

$$
X_{t, S}^{g}\left(\alpha \xi_{1}+(1-\alpha) \xi_{2}, \alpha D^{1}+(1-\alpha) D^{2}\right) \leq \alpha X_{t, S}^{g}\left(\xi_{1}, D^{1}\right)+(1-\alpha) X_{t, S}^{g}\left(\xi_{2}, D^{2}\right) \quad \text { a.s. }
$$

- Nonnegativity. Under Assumption 4, when $g(t, 0,0,0) \geq 0$, the nonlinear pricing system $\mathbf{X}^{g}$ is nonnegative, that is, for each $S \in[0, T]$, for all non negative $\xi \in L^{2}\left(\mathscr{G}_{S}\right)$ and all non decreasing processes $D \in \mathscr{A}_{S}^{2}$, we have $X_{t, S}^{g}(\xi, D) \geq 0$ for all $t \in[0, S]$ a.s.

By the strict comparison theorem (see Theorem 3(ii)), we have the following additional property.

- No arbitrage. Under Assumption 4 with $\gamma_{\vartheta}^{y, z, k_{1}, k_{2}}>-1$, the nonlinear pricing system $\mathbf{X}^{g}$ satisfies the no arbitrage property: for all maturity $S \in[0, T]$, for all payoffs $\xi^{1}, \xi^{2} \in L^{2}\left(\mathscr{G}_{S}\right)$, and cumulative dividend processes $D^{1}, D^{2} \in \mathscr{A}_{S}^{2}$, for each $t_{0} \in[0, S]$, the following holds:
If $\left(\xi^{1}, D^{1}\right) \succ\left(\xi^{2}, D^{2}\right)$ and if the prices of the two options are equal at time $t_{0}$, that is, $X_{t_{0}, S}^{g}\left(\xi_{1}, D^{1}\right)=X_{t_{0}, S}^{g}\left(\xi_{2}, D^{2}\right)$ a.s., then, $\xi_{1}=\xi_{2}$ a.s. and $\left(D_{t}^{1}-\right.$ $\left.D_{t}^{2}\right)_{t_{0} \leq t \leq S}$ is a.s. constant. ${ }^{13}$

Remark 17 In the perfect market model with default, the driver is given by (36). When $\theta_{t}^{2} \leq 1$, then Assumption 4 is satisfied with $\gamma_{t}^{y, z, k_{1}, k_{2}}=-\theta_{t}^{2}$, which ensures in particular the monotonicity property of the pricing system. Note that when $\left(\theta_{t}^{2}\right)$ is a constant $\theta>1$ and $P(T \geq \vartheta)>0$, the pricing system is no longer monotone (see Example 1 with $\delta_{t}=-r_{t}, \beta_{t}=-\theta_{t}^{1}$ and $\gamma=-\theta$ ). Moreover, when $\theta_{t}^{2}<1$, then the above no arbitrage property holds. This is no longer the case when, for

[^43]example, $\theta_{t}^{2}=1$ and $P(T \geq \vartheta)>0$ (see Example 1 with $\delta_{t}=-r_{t}, \beta_{t}=-\theta_{t}^{1}$ and $\gamma=-1$ ).

### 3.4 The ( $g$, D)-Conditional Expectation $\mathscr{E}^{\mathscr{E}, D}$ and $\mathscr{E}^{g, D}$-Martingales

Let $g$ be a $\lambda$-admissible driver and let $D$ be an optional singular process belonging to $\mathscr{A}_{T}^{2}$.
We define the $(g, D)$-conditional expectation for each $S \in[0, T]$ and each $\xi \in$ $L^{2}\left(\mathscr{G}_{S}\right)$ by

$$
\mathscr{E}_{t, S}^{g, D}(\xi):=X_{t, S}^{g}(\xi, D), \quad 0 \leq t \leq S .
$$

In other terms, $\mathscr{E}_{\cdot, S}^{g}, D(\xi)$ is defined as the first coordinate of the solution of the BSDE associated with terminal time $S$, generalized driver $g(t, y, z, k) d t+d D_{t}$ and terminal condition $\xi$.
In the case where $D=0$, it reduces to the $g$-conditional expectation $\mathscr{E}^{\mathscr{E}}$ (in the case of default).

Note that $\mathscr{E}_{., S}^{g, D}(\xi)$ can be defined on the whole interval $[0, T]$ by setting $\mathscr{E}_{t, S}^{g, D}(\xi):=\mathscr{E}_{t, T}^{\mathscr{E}^{S}, D^{S}}(\xi)$ for $t \geq S$, where $g^{S}(t,):.=g(t,.) \mathbf{1}_{t \leq S}$ and $D_{t}^{S}:=D_{t \wedge S}$.
We also define $\mathscr{E}_{., \tau}^{g, D}(\xi)$ for each stopping time $\tau \in \mathscr{T}_{0}$ and each $\xi \in L^{2}\left(\mathscr{G}_{\tau}\right)$ as the solution of the BSDE associated with terminal time $T$, driver $g^{\tau}(t,):.=g(t,.) \mathbf{1}_{t \leq \tau}$ and singular process $D_{t}^{\tau}:=D_{t \wedge \tau}$.

We now give some properties of the $(g, D)$-conditional expectation which generalize those given in [20] to the case of a default jump and generalized driver.

The $(g, D)$-conditional expectation $\mathscr{E}^{\mathscr{g}, D}$ is consistent. More precisely, let $\tau^{\prime}$ be a stopping time in $\mathscr{T}, \xi \in L^{2}\left(\mathscr{G}_{\tau^{\prime}}\right)$, and let $\tau$ be a stopping time smaller or equal to $\tau^{\prime}$.
We then have $\mathscr{E}_{t, \tau^{\prime}}^{\mathscr{O}}(\xi)=\mathscr{E}_{t, \tau}^{\mathscr{\delta}, D}\left(\mathscr{E}_{\tau, \tau^{\prime}}^{\mathscr{L}, D}(\xi)\right)$ for all $t \in[0, T]$ a.s.
The $(g, D)$-conditional expectation $\mathscr{E}^{g, D}$ satisfies the following property:
for all $\tau \in \mathscr{T}_{0}, \xi \in L^{2}\left(\mathscr{G}_{\tau}\right)$, and for all $t \in[0, T]$ and $A \in \mathscr{F}_{t}$, we have:
$\mathscr{E}_{t, \tau}^{\mathscr{\mathscr { C l }}^{A}, D^{A}}\left(\mathbf{1}_{A} \xi\right)=\mathbf{1}_{A} \mathscr{\mathscr { E }}_{t, \tau}^{\mathscr{S}, D}(\xi)$ a.s., where $g^{A}(s, \cdot)=g(s, \cdot) \mathbf{1}_{A} \mathbf{1}_{] t, T]}(s)$ and $D_{s}^{A}:=$ $\left(D_{s}-D_{t}\right) \mathbf{1}_{A} \mathbf{1}_{s \geq t} .{ }^{14}$

Using the comparison theorem for BSDEs with default and generalized drivers (Theorem 3(i)), we derive that, under Assumption 4, the ( $g, D$ )-conditional

[^44]expectation $\mathscr{E}^{g}, D$ is monotone with respect to $\xi$. If moreover $g$ is convex with respect to $(y, z, k)$, then $\mathscr{E}^{\mathscr{E}, D}$ is convex with respect to $\xi$.

From the strict comparison theorem (see Theorem 3(ii)), we derive that, under Assumption 4 with $\gamma_{\vartheta}^{y, z, k_{1}, k_{2}}>-1, \mathscr{E}^{\mathscr{E}, D}$ satisfies the no arbitrage property. More precisely, for all $S \in[0, T], \xi^{1}, \xi^{2} \in L^{2}\left(\mathscr{G}_{S}\right)$, and for all $t_{0} \in[0, S]$ and $A \in \mathscr{G}_{t_{0}}$, we have:
If $\xi^{1} \geq \xi^{2}$ a.s. and $\mathscr{E}_{t_{0}, S}^{g, D}\left(\xi_{1}\right)=\mathscr{E}_{t_{0}, S}^{g, D}\left(\xi_{2}\right)$ a.s. on $A$, then $\xi_{1}=\xi_{2}$ a.s. on $A$.
The no arbitrage property also ensures that when $\gamma_{\vartheta}^{y, z, k_{1}, k_{2}}>-1$, the $(g, D)$ conditional expectation $\mathscr{E}^{\mathscr{g}, D}$ is strictly monotone. ${ }^{15}$

We now introduce the definition of an $\mathscr{E}^{\mathscr{C} D}$-martingale which generalizes the classical notion of $\mathscr{E}^{\mathscr{G}}$-martingale.
Definition 4 Let $Y \in \mathscr{S}^{2}$. The process $Y$ is said to be a $\mathscr{E}^{\mathscr{g}, D}$-martingale if $\mathscr{E}_{\sigma, \tau}^{g, D}\left(Y_{\tau}\right)=Y_{\sigma}$ a.s. on $\sigma \leq \tau$, for all $\sigma, \tau \in \mathscr{T}_{0}$.
Proposition 4 For all $S \in[0, T]$, payoff $\xi \in L^{2}\left(\mathscr{G}_{S}\right)$ and dividend process $D \in$ $\mathscr{A}_{S}^{2}$, the associated hedging price process $\mathscr{E}_{\mathscr{E}, S}^{, D}(\xi)$ is an $\mathscr{E}^{\mathscr{E}^{, D}}$-martingale.

Moreover, for all $x \in \mathbb{R}$, risky-assets strategy $\varphi \in \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$ and cash withdrawal process $D \in \mathscr{A}^{2}$, the associated wealth process $V^{x, \varphi, D}$ is an $\mathscr{E}^{g, D}$-martingale.

Proof The first assertion follows from the consistency property of $\mathscr{E}^{\mathscr{g}, D}$. The second one is obtained by noting that $V^{x, \varphi, D}$ is the solution of the BSDE with generalized driver $g(t, \cdot) d t+d D_{t}$, terminal time $T$ and terminal condition $V_{T}^{x, \varphi, D}$.

Remark 18 The above result is used in [12, Section 5.4] to study the nonlinear pricing of game options with intermediate dividends in an imperfect financial market with default.

Some examples of market models with default and imperfections or constraints, leading to a nonlinear pricing are given in $[7,8,13,14,19]$. We now provide another example.

### 3.5 Example: Large Seller Who Affects the Default Probability

We consider a European option with maturity $T$, terminal payoff $\xi \in L^{2}\left(\mathscr{G}_{T}\right)$, and dividend process $D \in \mathscr{A}_{T}^{2}$. We suppose that the seller of this option is a large trader. More precisely, her hedging strategy (as well as its associated cost) may affect the

[^45]prices of the risky assets and the default probability. She takes into account these feedback effects in her market model in order to price the option. To the best of our knowledge, the possible impact on the default probability has not been considered in the literature before.

In order to simplify the presentation, we consider the case when the seller's strategy affects only the default intensity. We also suppose in this example that the default intensity is bounded.

We are given a family of probability measures parametrized by $V$ and $\varphi$. More precisely, for all $V \in \mathscr{S}^{2}, \varphi \in \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$, let $Q^{V, \varphi}$ be the probability measure equivalent to $P$, which admits $L^{V, \varphi}$ as density with respect to $P$, where $L^{V, \varphi}$ is the solution of the following SDE:

$$
d L_{t}^{V, \varphi}=L_{t^{-}} \gamma\left(t, V_{t^{-}}, \varphi_{t}\right) d M_{t} ; \quad L_{0}^{V, \varphi}=1
$$

Here, $\gamma:\left(\omega, t, y, \varphi_{1}, \varphi_{2}\right) \mapsto \gamma\left(\omega, t, y, \varphi_{1}, \varphi_{2}\right)$ is a $\mathscr{P} \otimes \mathscr{B}\left(\mathbf{R}^{3}\right)$-measurable function defined on $\Omega \times \mathbf{R}^{+} \times \mathbf{R}^{3}$, bounded, and such that the map $y \mapsto$ $\gamma\left(\omega, t, y, \varphi_{1}, \varphi_{2}\right) / \varphi_{2}$ is uniformly Lipschitz. We suppose that $\gamma(t, \cdot)>-1$. Note that by Proposition 3 and Remark 8, the process $L^{V, \varphi}$ is positive and belongs to $\mathscr{S}^{2}$. By Girsanov's theorem, the process $W$ is a $Q^{V, \varphi}$-Brownian motion and the process $M^{V, \varphi}$ defined as

$$
\begin{equation*}
M_{t}^{V, \varphi}:=N_{t}-\int_{0}^{t} \lambda_{s}\left(1+\gamma\left(s, V_{s}, \varphi_{s}\right)\right) d s=M_{t}-\int_{0}^{t} \lambda_{s} \gamma\left(s, V_{s}, \varphi_{s}\right) d s \tag{46}
\end{equation*}
$$

is a $Q^{V, \varphi}$-martingale. Hence, under $Q^{V, \varphi}$, the $\mathbb{G}$-default intensity process is equal to $\lambda_{t}\left(1+\gamma\left(t, V_{t}, \varphi_{t}\right)\right)$. The process $\gamma\left(t, V_{t}, \varphi_{t}\right)$ represents the impact of the seller's strategy on the default intensity in the case when $\varphi$ is the seller's risky-assets strategy and $V$ is the value of her portfolio.

The large seller considers the following pricing model. For a fixed pair "wealth/risky-assets strategy" $(V, \varphi) \in \mathscr{S}^{2} \times \mathbb{H}^{2} \times \mathbb{H}_{\lambda}^{2}$, the dynamics of the risky-assets under the probability $Q^{V, \varphi}$ are given by

$$
\begin{aligned}
& d S_{t}^{1}=S_{t}^{1}\left[\mu_{t}^{1} d t+\sigma_{t}^{1} d W_{t}\right] \\
& d S_{t}^{2}=S_{t^{-}}^{2}\left[\mu_{t}^{2} d t+\sigma_{t}^{2} d W_{t}-d M_{t}^{V, \varphi}\right]
\end{aligned}
$$

The value process $\left(V_{t}\right)$ of the portfolio associated with an initial wealth $x$, a riskyassets strategy $\varphi$, and with a cumulative withdrawal process, that the seller chooses to be equal to the dividend process $D$ of the option, must satisfy the following dynamics:

$$
\begin{equation*}
d V_{t}=\left(r_{t} V_{t}+\varphi_{t}^{\prime} \sigma_{t} \theta_{t}^{1}-\varphi_{t}^{2} \theta_{t}^{2} \lambda_{t}\right) d t-d D_{t}+\varphi_{t}^{\prime} \sigma_{t} d W_{t}-\varphi_{t}^{2} d M_{t}^{V, \varphi} \tag{47}
\end{equation*}
$$

Note that the dynamics of the wealth (47) can be written

$$
\begin{equation*}
d V_{t}=\left(r_{t} V_{t}+\varphi_{t}^{\prime} \sigma_{t} \theta_{t}^{1}-\varphi_{t}^{2} \theta_{t}^{2} \lambda_{t}+\gamma\left(t, V_{t}, \varphi_{t}\right) \lambda_{t} \varphi_{t}^{2}\right) d t-d D_{t}+\varphi_{t}^{\prime} \sigma_{t} d W_{t}-\varphi_{t}^{2} d M_{t} \tag{48}
\end{equation*}
$$

Let us suppose that the large seller has an initial wealth equal to $x$ and follows a risky-assets strategy $\varphi$. By the assumptions made on $\gamma$, there exists a unique process $V^{x, \varphi}$ satisfying (48) with initial condition $V_{0}^{x, \varphi}=x$. This model is thus well posed.

Moreover, it can be seen as a particular case of the general model described in Sect. 3.3. Indeed, setting $Z_{t}=\varphi_{t}^{\prime} \sigma_{t}$ and $K_{t}=-\varphi_{t}^{2}$, the dynamics (48) can be written

$$
\begin{equation*}
-d V_{t}=g\left(t, V_{t}, Z_{t}, K_{t}\right) d t+d D_{t}-Z_{t} d W_{t}-K_{t} d M_{t} \tag{49}
\end{equation*}
$$

where

$$
g(t, y, z, k)=-r_{t} y-\theta_{t}^{1} z-\theta_{t}^{2} \lambda_{t} k+\gamma\left(t, y,\left(\sigma_{t}^{1}\right)^{-1}\left(z+\sigma_{t}^{2} k\right),-k\right) \lambda_{t} k
$$

Assuming that there exists a positive constant $C$ such that inequality (3) holds, $g$ is $\lambda$-admissible. We are thus led to the model from Sect. 3.3 associated with this nonlinear driver $g$. Thus, by choosing this pricing model, the seller prices the option at time $t$, where $t \in[0, T]$, at the price $X_{t, T}^{g}(\xi, D)$. In other terms, the seller 's price process ${ }^{16}$ will be equal to $X$, where $(X, Z, K)$ is the solution of the BSDE:

$$
-d X_{t}=g\left(t, X_{t}, Z_{t}, K_{t}\right) d t+d D_{t}-Z_{t} d W_{t}-K_{t} d M_{t} ; \quad X_{T}=\xi
$$

Moreover, her hedging risky-assets strategy $\varphi$ will be such that $Z_{t}=\varphi_{t}{ }^{\prime} \sigma_{t}$ and $K_{t}=-\varphi_{t}^{2}$, that is, equal to $\Phi(Z, K)$, where $\Phi$ is given by (37).

This model can be easily generalized to the case when the coefficients $\mu^{1}, \sigma^{1}$, $\mu^{2}, \sigma^{2}$ also depend on the hedging $\operatorname{cost} V$ (equal to the seller's price $X$ of the option) and on the hedging strategy $\varphi^{2} .{ }^{17}$

## 4 Concluding Remarks

In this paper, we have established properties of BSDEs with default jump and generalized driver which involves a finite variational process $D$. We treat the case

[^46]when $D$ is not necessarily predictable and may admit a jump at the default time. This allows us to study nonlinear pricing of European options generating intermediate dividends (with in particular a cashflow at the default time) in complete imperfect markets with default. Due to the default jump, we need an appropriate assumption on the driver $g$ to ensure that the associated nonlinear pricing system $\mathbf{X}^{g}:(T, \xi, D) \mapsto$ $\mathscr{E}_{\mathscr{C}, T}^{\mathscr{C}, D}(\xi)$ is monotonous, and a stronger condition to ensure that it satisfies the socalled no-arbitrage property. Some complements concerning the nonlinear pricing of European options are given in [13] (cf. Section 4 and Section 5.1). The nonlinear pricing of American options (resp. game options) in complete imperfect markets with default are addressed in [13] (resp. [12]). The case of American options in incomplete imperfect financial markets with default is studied in [14].

## Appendix

## BSDEs with Default Jump in $L^{p}$, for $p \geq 2$

For $p \geq 2$, let $\mathscr{S}^{p}$ be the set of $\mathbb{G}$-adapted RCLL processes $\varphi$ such that $\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|\varphi_{t}\right|^{p}\right]<+\infty$,
$\mathbb{H}^{p}$ the set of $\mathbb{G}$-predictable processes such that $\|Z\|_{p}^{p}:=\mathbb{E}\left[\left(\int_{0}^{T}\left|Z_{t}\right|^{2} d t\right)^{p / 2}\right]<$ $\infty$,
$\mathbb{H}_{\lambda}^{p}$ the set of $\mathbb{G}$-predictable processes such that $\|U\|_{p, \lambda}^{p}:=\mathbb{E}\left[\left(\int_{0}^{T}\left|U_{t}\right|^{2} \lambda_{t} d t\right)^{p / 2}\right]<$ $\infty$.

Proposition 5 Let $p \geq 2$ and $T>0$. Let $g$ be a $\lambda$-admissible driver such that $g(t, 0,0,0) \in \mathbb{H}^{p}$. Let $\xi \in L^{p}\left(\mathscr{G}_{T}\right)$. There exists a unique solution $(Y, Z, K)$ in $\mathscr{S}^{p} \times \mathbb{H}^{p} \times \mathbb{H}_{\lambda}^{p}$ of the BSDE with default (4).

Remark 19 The above result still holds in the case when there is a $\mathbb{G}$-martingale representation theorem with respect to $W$ and $M$, even if $\mathbb{G}$ is not generated by $W$ and $M$.

Proof We now introduce the same arguments as in the proof of Proposition A. 2 in [21] together with the arguments used in the proof of Proposition 2.

## BSDEs with Default Jump and Change of Probability Measure

Let $\left(\beta_{s}\right)$ and $\left(\gamma_{s}\right)$ be two real-valued $\mathbb{G}$-predictable processes such that $\left(\beta_{s}\right)$ and ( $\gamma_{s} \sqrt{\lambda_{s}}$ ) are bounded. Let $\left(\zeta_{s}\right)$ be the process satisfying the forward SDE:

$$
d \zeta_{s}=\zeta_{s^{-}}\left(\beta_{s} d W_{s}+\gamma_{s} d M_{s}\right)
$$

with $\zeta_{0}=1$. By Remark 10, we have $\mathbb{E}\left[\sup _{0 \leq s \leq T} \zeta_{s}^{p}\right]<+\infty$ for all $p \geq 2$. We suppose that $\gamma_{\vartheta}>-1$ a.s., which, by Remark 8 , implies that $\zeta_{s}>0$ for all $s \geq 0$ a.s. Let $Q$ be the probability measure equivalent to $P$ which admits $\zeta_{T}$ as density with respect to $P$ on $\mathscr{G}_{T}$.

By Girsanov's theorem (see [16] Chapter 9.4 Corollary 4.5), the process $W_{t}^{\beta}:=$ $W_{t}-\int_{0}^{t} \beta_{s} d s$ is a $Q$-Brownian motion and the process $M^{\gamma}$ defined as

$$
\begin{equation*}
M_{t}^{\gamma}:=M_{t}-\int_{0}^{t} \lambda_{s} \gamma_{s} d s=N_{t}-\int_{0}^{t} \lambda_{s}\left(1+\gamma_{s}\right) d s \tag{50}
\end{equation*}
$$

is a $Q$-martingale. We now state a representation theorem for $(Q, \mathbb{G})$-local martingales with respect to $W^{\beta}$ and $M^{\gamma}$.

Proposition 6 Let $m=\left(m_{t}\right)_{0 \leq t \leq T}$ be a $(Q, \mathbb{G})$-local martingale. There exists a unique pair of predictable processes $\left(z_{t}, k_{t}\right)$ such that

$$
\begin{equation*}
m_{t}=m_{0}+\int_{0}^{t} z_{s} d W_{s}^{\beta}+\int_{0}^{t} k_{s} d M_{s}^{\gamma} \quad 0 \leq s \leq T \quad \text { a.s. } \tag{51}
\end{equation*}
$$

Proof Since $m$ is a $Q$-local martingale, the process $\bar{m}_{t}:=\zeta_{t} m_{t}$ is a $P$-local martingale. By the martingale representation theorem (Lemma 1), there exists a unique pair of predictable processes $(Z, K)$ such that

$$
\bar{m}_{t}=\bar{m}_{0}+\int_{0}^{t} Z_{s} d W_{s}+\int_{0}^{t} K_{S} d M_{s} \quad 0 \leq t \leq T \quad \text { a.s. }
$$

Then, by applying Itô's formula to $m_{t}=\bar{m}_{t}\left(\zeta_{t}\right)^{-1}$ and by classical computations, one can derive the existence of $(z, k)$ satisfying (51).

From this result together with Proposition 5 and Remark 19, we derive the following corollary.
Corollary 1 Let $p \geq 2$ and let $T>0$. Let $g$ be a $\lambda$-admissible driver such that $g(t, 0,0,0) \in I H_{Q}^{p}$. Let $\xi \in L_{Q}^{p}\left(\mathscr{G}_{T}\right)$. There exists a unique solution $(Y, Z, K)$ in $\mathscr{S}_{Q}^{p} \times \mathbb{H}_{Q}^{p} \times \mathbb{H}_{Q, \lambda}^{p}$ of the BSDE with default:

$$
-d Y_{t}=g\left(t, Y_{t}, Z_{t}, K_{t}\right) d t-Z_{t} W_{t}^{\beta}-K_{t} d M_{t}^{\gamma} ; \quad Y_{T}=\xi
$$

Here the spaces $\mathscr{S}_{Q}^{p}, \mathbb{H}_{Q}^{p}$, and $\mathbb{H}_{Q, \lambda}^{p}$ are defined as $\mathscr{S}^{p}, \mathbb{H}^{p}$, and $\mathbb{H}_{\lambda}^{p}$, by replacing the probability $P$ by $Q$.

Remark 20 Note that the results given in the Appendix are used in [12] (Section 4.3) to study the nonlinear pricing problem of game options in an imperfect market with default and model uncertainty.
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# The Faà di Bruno Hopf Algebra for Multivariable Feedback Recursions in the Center Problem for Higher Order Abel Equations 

Kurusch Ebrahimi-Fard and W. Steven Gray


#### Abstract

Poincarés center problem asks for conditions under which a planar polynomial system of ordinary differential equations has a center. It is well understood that the Abel equation naturally describes the problem in a convenient coordinate system. In 1990, Devlin described an algebraic approach for constructing sufficient conditions for a center using a linear recursion for the generating series of the solution to the Abel equation. Subsequent work by the authors linked this recursion to feedback structures in control theory and combinatorial Hopf algebras, but only for the lowest degree case. The present work introduces what turns out to be the nontrivial multivariable generalization of this connection between the center problem, feedback control, and combinatorial Hopf algebras. Once the picture is completed, it is possible to provide generalizations of some known identities involving the Abel generating series. A linear recursion for the antipode of this new Hopf algebra is also developed using coderivations. Finally, the results are used to further explore what is called the composition condition for the center problem.


## 1 Introduction

The classical center problem first studied by Henri Poincaré [38] considers a system of planar ordinary differential equations

$$
\begin{equation*}
\frac{d x}{d t}=X(x, y), \quad \frac{d y}{d t}=Y(x, y), \tag{1}
\end{equation*}
$$

[^47]where $X, Y$ are homogeneous polynomials with a linear part of center type. The equilibrium at the origin is a center if it is contained in an open neighborhood $U$ having no other equilibria, and every trajectory of system (1) in $U$ is closed with the same period $\omega$. The problem is usually studied in its canonical form via a reparametrization that transforms (1) into the Abel equation
\[

$$
\begin{equation*}
\dot{z}(t)=v_{1}(t) z^{2}(t)+v_{2}(t) z^{3}(t) \tag{2}
\end{equation*}
$$

\]

where $v_{1}$ and $v_{2}$ are continuous real-valued functions [3, 9, 35]. In this setting, the origin $z=0$ is a center if $z(0)=z(\omega)=r$ for $r>0$ sufficiently small and $\omega>0$ fixed. The center problem is to determine the largest class of functions $v_{1}$ and $v_{2}$ that will render $z=0$ a center.

An algebraic approach to the center problem was first proposed by Devlin in 1990 [10, 11], which was based on the work of Alwash and Lloyd [3, 35]. In modern parlance, Devlin's method was to first write the solution of the Abel equation (2) in terms of a Chen-Fliess functional expansion or Fliess operator $[18,19]$ whose coefficients are parameterized by $r$. A Fliess operator is simply a weighted sum of iterated integrals of $v_{1}$ and $v_{2}$ indexed by words in the noncommuting symbols $x_{1}$ and $x_{2}$, respectively. The concept is widely used, for example, in control theory to describe the input-output map of a system modeled in terms of ordinary differential equations. (For readers not familiar with this subject, the following references provide a good overview [18, 19, 32, 33, 37, 42-46].) Devlin showed that the generating series for his particular Fliess operator with $r=1$, which is a formal power series $c_{A}$ over words in the alphabet $X=\left\{x_{1}, x_{2}\right\}$, can be decomposed as

$$
\begin{equation*}
c_{A}=\sum_{n=1}^{\infty} c_{A}(n) \tag{3}
\end{equation*}
$$

where the polynomials $c_{A}(n), n \geq 1$ satisfy the linear recursion

$$
c_{A}(n)=(n-1) c_{A}(n-1) x_{1}+(n-2) c_{A}(n-2) x_{2}, \quad n \geq 2
$$

with $c_{A}(1)=1$ and $c_{A}(0)=0$. Here $\operatorname{deg}\left(x_{i}\right):=i$, and each letter $x_{i}$ encodes the contribution of $v_{i}$ to the series solution of (2). His derivation used the underlying shuffle algebra induced by products of iterated integrals rather than the fact that the operator coefficients are differentially generated from the vector fields in the Abel equation (2) [18, 32, 37]. Devlin also provided a recursion for the higher-order Abel equation

$$
\begin{equation*}
\dot{z}(t)=\sum_{i=1}^{m} v_{i}(t) z^{i+1}(t), \quad m \geq 2 \tag{4}
\end{equation*}
$$

though the calculations become somewhat intractable. Using such recursions, it was then possible to synthesize various sufficient conditions on the $v_{i}$ under which the
origin was a center. This included a generalization of the composition condition in [3]. The latter states that a sufficient condition for a center is the existence of a differentiable function $q$ such that $q(\omega)=q(0)$ for some $\omega>0$ and

$$
\begin{equation*}
v_{i}(t)=\bar{v}_{i}(q(t)) \dot{q}(t), \quad i=1, \ldots, m, \tag{5}
\end{equation*}
$$

where the $\bar{v}_{i}$ are continuous functions. For a time it was conjectured that this condition was also a necessary condition for a center if certain constraints were imposed on the $v_{i}$, for example, if they were polynomial functions of $\cos \omega t$ and $\sin \omega t$. However, a counterexample to this claim was later given by Alwash in [1]. It is still believed, however, to be a necessary condition when the $v_{i}$ are polynomials. This is now called the composition conjecture (see [2,5-7, 47] and the references in the survey article [22]).

Recently, the authors revisited Devlin's method in a combinatorial Hopf algebra setting in light of the fact that the Abel equation was found to play a central role in determining the radius of convergence of feedback connected Fliess operators as shown in Fig. 1 [41]. This recursive structure is described by the feedback equation

$$
y(t)=F_{c}\left[v_{1}(t)+F_{d}[y(t)]\right],
$$

which by a suitable choice of generating series $c$ and $d$ involving an arbitrary function $v_{2}(t)$ can be written directly in the form

$$
\begin{aligned}
\dot{z}(t) & =z^{2}(t)\left[v_{1}(t)+v_{2}(t) y(t)\right] \\
& =v_{1}(t) z^{2}(t)+v_{2}(t) z^{3}(t)
\end{aligned}
$$

where $y(t)=z(t)$. It was shown in [14] that the decomposition (3) is exactly the sum of the graded components of a Hopf algebra antipode applied to the formal power series $-c_{F}$, where

$$
c_{F}=\sum_{k=0}^{\infty} k!x_{1}^{k}
$$

is the Ferfera series, that is, the generating series for solution of the equation $\dot{z}=$ $z^{2} u, z(0)=1[15,16]$. The link is made using the Hopf algebra of output feedback

Fig. 1 Feedback connection of Fliess operators $F_{c}$ and $F_{d}$

which encodes the composition of iterated integrals rather than their products [12, 23, 29]. As a consequence, another algebraic structure at play in Devlin's approach beyond the shuffle algebra is a Faà di Bruno type Hopf algebra. Now it is a standard theorem that the antipode of every connected graded Hopf algebra can be computed recursively $[17,36]$. This fact was exploited, for example, in the authors' application of the output feedback Hopf algebra to compute the feedback product, a device used to compute the generating series for the Fliess operator representation of the interconnection shown in Fig. 1 [12, 27]. But somewhat surprisingly it was also shown in [14] that for this Hopf algebra the antipode could be computed in general using a linear recursion of Devlin type. This method has been shown empirically to be more efficient than all existing methods for computing the antipode [4], which is useful in control applications [13, 26, 30, 31]. What was not evident, however, was how all of these ideas could be related for higher order Abel equations, i.e., Eq. (4) when $m>2$.

The goal of this paper is to present what turns out to be the nontrivial generalization of the connection between the center problem, control theory, and combinatorial Hopf algebras for higher order Abel equations. It requires a new class of matrix-valued Fliess operators with a certain Toeplitz structure in order to provide the proper grading. In addition, a new type of multivariable output feedback Hopf algebra is needed, one which is distinct from that described in [12, 23, 29] and is more closely related to the output affine feedback Hopf algebra introduced in [28] for the $m=2$ case with $v_{2}=1$ (so effectively the single-input-single-output case) to describe multiplicative output feedback. Once the picture is completed, it is possible to provide higher order extensions of some known identities for the Abel generating series, $c_{A}$. A linear recursion for the antipode of this new Hopf algebra is also developed using coderivations. Finally, a new sufficient condition for a center is given inspired by viewing the Abel equation in terms of a feedback condition. This in turn provides another way of interpreting the composition condition.

## 2 Linear Recursions for Differentially Generated Series and Their Inverses

The starting point is to show how any formal power series whose coefficients are differentially generated by a set of analytic vector fields can be written in terms of a linear recursion, as can its inverse in a certain compositional sense. This implicitly describes a group that will be utilized in the next section to describe recursions derived from feedback systems.

Consider the set of formal power series $\mathbb{R}\langle\langle X\rangle\rangle$ over the set of words $X^{*}$ generated by an alphabet of noncommuting symbols $X=\left\{x_{1}, \ldots, x_{m}\right\}$. Elements of $X$ are called letters, and words over $X$ consist of finite sequences of letters, $\eta=x_{i_{1}} \cdots x_{i_{k}} \in X^{*}$. The length of a word $\eta$ is denoted $|\eta|$ and is equivalent to the number of letters it contains. When viewed as a graded vector space, where
$\operatorname{deg}\left(x_{i}\right):=i$ and $\operatorname{deg}(\mathrm{e}):=0$ with e denoting the empty word $\emptyset \in X^{*}$, any $c \in \mathbb{R}\{\langle X\rangle\rangle$ can be uniquely decomposed into its homogeneous components $c=\sum_{n \geq 1} c(n)$ with $\operatorname{deg}(c(n))=n-1, n \geq 1$. In particular, if $X^{k}$ is the set of all words of length $k$, then $c(1)=\langle c, \mathrm{e}\rangle \mathrm{e}$ and

$$
\begin{equation*}
c(n)=\sum_{i=1}^{\min (m, n-1)} \sum_{\eta \in X^{n-1-i}}\left\langle c, \eta x_{i}\right\rangle \eta x_{i}, \quad n \geq 2 \tag{6}
\end{equation*}
$$

A series $c \in \mathbb{R}\langle\langle X\rangle\rangle$ is said to be differentially generated if there exists a set of analytic vector fields $\left\{g_{1}, g_{2}, \ldots, g_{m}\right\}$ defined on a neighborhood $W$ of $z_{0} \in \mathbb{R}^{n}$ and an analytic function $h: W \rightarrow \mathbb{R}$ such that for every word $\eta$ in $X^{*}$ the corresponding coefficient of $c$ can be written as

$$
\langle c, \eta\rangle=L_{g_{j_{1}}} \cdots L_{g_{j_{k}}} h\left(z_{0}\right), \quad \eta=x_{j_{k}} \cdots x_{j_{1}},
$$

where the Lie derivative of $h$ with respect to $g_{j}$ is defined as the linear operator

$$
L_{g_{j}} h: W \rightarrow \mathbb{R}: z \mapsto L_{g_{j}} h(z):=\frac{\partial h}{\partial z}(z) g_{j}(z)
$$

The tuple $\left(g_{1}, g_{2}, \ldots, g_{m}, z_{0}, h\right)$ will be referred to as a generator of $c$. It follows directly that $c(n)=P_{n-1}\left(z_{0}\right)$, where $P_{0}\left(z_{0}\right)=h\left(z_{0}\right)$ e and for $n>0, P_{n}(z):=$ $\sum_{\eta \in X^{n}} L g_{\eta} h(z) \eta$, with $L g_{\eta}:=L g_{j_{1}} \cdots L g_{j_{k}}$, and (6) can be rewritten as the linear recursion

$$
\begin{equation*}
P_{n}\left(z_{0}\right)=\sum_{i=1}^{\min (m, n)} L_{g_{i}} P_{n-i}\left(z_{0}\right) x_{i}, \quad n \geq 1 . \tag{7}
\end{equation*}
$$

In this case the grading on $\mathbb{R}\langle\langle X\rangle\rangle$ can be encoded in the sequence $P_{n}\left(z_{0}\right), n \geq 1$, by assigning degrees to the vector fields, namely, $\operatorname{deg}\left(g_{i}\right):=\operatorname{deg}\left(x_{i}\right)=i, i=$ $1, \ldots, m$.
Example 1 Suppose $m=1, g_{1}(z)=z^{2}, z_{0}=1$, and $h(z)=z$. Then $c(1)=$ $P_{0}(1)=h(1) \mathrm{e}=\mathrm{e}$ and
$c(n)=P_{n-1}(1)=L_{z^{2}} P_{n-2}(1) x_{1}=(n-1) P_{n-2}(1) x_{1}=(n-1) c(n-1) x_{1}, \quad n \geq 2$.
In which case,

$$
\sum_{n=1}^{\infty} c(n)=\sum_{n=1}^{\infty}(n-1)!x_{1}^{n-1}=\sum_{n=0}^{\infty} n!x_{1}^{n}=: c_{F}
$$

This is the well studied generating series of Ferfera [15, 16].

Now suppose $d \in \mathbb{R}\langle\langle X\rangle\rangle$ is differentially generated, and consider the corresponding Chen-Fliess series or Fliess operator

$$
F_{d}[u](t):=\sum_{\eta \in X^{*}}\langle d, \eta\rangle E_{\eta}[u]\left(t, t_{0}\right),
$$

where $E_{\eta}[u]$ is defined inductively for each word $\eta \in X^{*}$ as an iterated integral over the controls $u:=\left(u_{1}(t), \ldots, u_{m}(t)\right), u_{i}:\left[t_{0}, t\right] \rightarrow \mathbb{R}$, by $E_{\emptyset}[u]:=1$ and

$$
E_{x_{i} \bar{\eta}}[u]\left(t, t_{0}\right):=\int_{t_{0}}^{t} u_{i}(\tau) E_{\bar{\eta}}[u]\left(\tau, t_{0}\right) d \tau
$$

with $x_{i} \in X, \bar{\eta} \in X^{*}$. If $u \in L_{1}^{m}\left[t_{0}, t_{0}+T\right]$, that is, $u$ is measurable with finite $L_{1}$-norm, $\|u\|_{L_{1}}:=\max \left\{\left\|u_{i}\right\|_{1}: 1 \leq i \leq m\right\}<R$, then the analyticity of the generator for $d$ is sufficient to guarantee that the Fliess operator $F_{d}[u](t)$ converges absolutely and uniformly on [0,T] for sufficiently small $R, T>0$ [24]. Suppose next that $d=\left(d_{1}, \ldots, d_{m-1}\right)$ is a family of series $d_{i} \in \mathbb{R}\langle\langle X\rangle\rangle, i=1, \ldots, m-1$ which are differentially generated by $\left(g_{1}, \ldots, g_{m}, z_{0}, h_{1}, \ldots, h_{m-1}\right)$, and define the associated Toeplitz matrix

$$
d_{\text {Toep }}:=\left[\begin{array}{ccccc}
1 & d_{1} & d_{2} & \cdots & d_{m-1} \\
0 & 1 & d_{1} & \cdots & d_{m-2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & d_{1} \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]=I+\sum_{i=1}^{m-1} d_{i} N^{i}
$$

where $I \in \mathbb{R}^{m \times m}$ is the identity matrix, and $N \in \mathbb{R}^{m \times m}$ is the nilpotent matrix consisting of zero entries except for a super diagonal of ones. The Toeplitz affine Fliess operator is taken to be $y=F_{d_{\delta}}[u]:=F_{d_{\text {Toep }}}[u] u$, which can be written in expanded form as

$$
\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
y_{m-1} \\
y_{m}
\end{array}\right]=\left[\begin{array}{ccccc}
1 & F_{d_{1}}[u] & F_{d_{2}}[u] & \cdots & F_{d_{m-1}}[u] \\
0 & 1 & F_{d_{1}}[u] & \cdots & F_{d_{m-2}}[u] \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & F_{d_{1}}[u] \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{m-1} \\
u_{m}
\end{array}\right] .
$$

Note in particular that $0_{\text {Toep }}=I$ so that $F_{0_{\delta}}[u]=u$. The operator $F_{d_{\delta}}$ is realized by the analytic state space system

$$
\begin{align*}
& \dot{z}=\sum_{i=1}^{m} g_{i}(z) u_{i}, \quad z(0)=z_{0}  \tag{8a}\\
& y=H(z) u \tag{8b}
\end{align*}
$$

where

$$
H=\left[\begin{array}{ccccc}
1 & h_{1} & h_{2} & \cdots & h_{m-1}  \tag{9}\\
0 & 1 & h_{1} & \cdots & h_{m-2} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & h_{1} \\
0 & 0 & 0 & \cdots & 1
\end{array}\right]=I+\sum_{i=1}^{m-1} h_{i} N^{i}
$$

in the sense that on some neighborhood $W$ of $z_{0}$, (8a) has a well defined solution $z(t)$ on $\left[t_{0}, t_{0}+T\right]$ and $y=F_{d_{\text {Toep }}}[u] u=H(z) u$ on this same interval. Since the Toeplitz matrix $H$ is always invertible and Toeplitz, it follows that the inverse operator $u=$ $F_{d_{\delta}^{-1}}[y]:=F_{d_{\text {Toep }}^{-1}}^{-1}[y] y$ is another Toeplitz affine Fliess operator realized by the state space system

$$
\begin{align*}
\dot{z} & =\sum_{i=1}^{m} g_{i}(z)\left[H^{-1}(z) y\right]_{i}, \quad z(0)=z_{0}  \tag{10a}\\
u & =H^{-1}(z) y \tag{10b}
\end{align*}
$$

so that $F_{d_{\delta}} \circ F_{d_{\delta}^{-1}}=F_{d_{\delta}^{-1}} \circ F_{d_{\delta}}=I$. (Here $[y]_{i}$ denotes the $i$ component of $y \in \mathbb{R}^{m}$.) The generating series for the inverse operator, $d^{-1}=\left(d_{1}^{-1}, \ldots, d_{m-1}^{-1}\right)$, is differentially generated by $\left(\tilde{g}_{1}, \ldots, \tilde{g}_{m}, z_{0}, \tilde{h}_{1}, \ldots, \tilde{h}_{m-1}\right)$, where $\tilde{g}_{i}:=\sum_{j=1}^{m} g_{j} H_{j i}^{-1}=$ $g_{i}+\sum_{j=1}^{i-1} g_{i-j} \tilde{h}_{j}$ with $\tilde{h}_{j}:=H_{1,1+j}^{-1}$.
Example 2 For the case where $m=3$, system (10) becomes

$$
\begin{equation*}
\dot{z}=g_{1} y_{1}+\left(g_{2}-g_{1} h_{1}\right) y_{2}+\left(g_{3}-g_{2} h_{1}+g_{1}\left(h_{1}^{2}-h_{2}\right)\right) y_{3}, \quad z(0)=z_{0} \tag{11a}
\end{equation*}
$$

$$
\left[\begin{array}{l}
u_{1}  \tag{11b}\\
u_{2} \\
u_{3}
\end{array}\right]=\left[\begin{array}{ccc}
1 & -h_{1} & h_{1}^{2}-h_{2} \\
0 & 1 & -h_{1} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right] .
$$

In which case,

$$
F_{d_{\text {Toep }}^{-1}}[y]=\left[\begin{array}{ccc}
1 & F_{d_{1}^{-1}}[y] & F_{d_{2}^{-1}}[y] \\
0 & 1 & F_{d_{1}^{-1}}[y] \\
0 & 0 & 1
\end{array}\right],
$$

where $d^{-1}=\left(d_{1}^{-1}, d_{2}^{-1}\right)$ is generated by $\left(\tilde{g}_{1}, \tilde{g}_{2}, \tilde{g}_{3}, z_{0}, \tilde{h}_{1}, \tilde{h}_{2}\right)$ with $\tilde{g}_{1}:=g_{1}$, $\tilde{g}_{2}:=g_{2}-g_{1} h_{1}, \tilde{g}_{3}:=g_{3}-g_{2} h_{1}+g_{1}\left(h_{1}^{2}-h_{2}\right), \tilde{h}_{1}=-h_{1}$ and $\tilde{h}_{2}=h_{1}^{2}-h_{2}$. If coordinate functions are defined as linear maps on $\mathbb{R}^{2}\langle\langle X\rangle\rangle$ by

$$
a_{\eta}^{i}(d):=\left(d_{i}, \eta\right)=L_{g_{\eta}} h_{i}\left(z_{0}\right), \quad \eta \in X^{*}, \quad i=1,2,
$$

and $S$ is defined as a mapping on $\mathbb{R}\langle X\rangle$ seen as the dual space of $\mathbb{R}\langle\langle X\rangle\rangle$, so that

$$
\left(S\left(a_{\eta}^{i}\right)\right)(d):=\left(d_{i}^{-1}, \eta\right)=L_{\tilde{g}_{\eta}} \tilde{h}_{i}\left(z_{0}\right), \quad \eta \in X^{*}, \quad i=1,2
$$

then the coordinates, i.e., coefficients of the inverse series are described compactly by the following polynomials:

$$
\begin{align*}
& S\left(a_{\mathrm{e}}^{1}\right)=-a_{\mathrm{e}}^{1}  \tag{12a}\\
& S\left(a_{\mathrm{e}}^{2}\right)=-a_{\mathrm{e}}^{2}+a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}  \tag{12b}\\
& S\left(a_{x_{1}}^{1}\right)=-a_{x_{1}}^{1}  \tag{12c}\\
& S\left(a_{x_{2}}^{1}\right)=-a_{x_{2}}^{1}+a_{x_{1}}^{1} a_{\mathrm{e}}^{1}  \tag{12d}\\
& S\left(a_{x_{1}}^{2}\right)=-a_{x_{1}}^{2}+2 a_{x_{1}}^{1} a_{\mathrm{e}}^{1}  \tag{12e}\\
& S\left(a_{x_{3}}^{1}\right)=  \tag{12f}\\
& S\left(a_{x_{2}}^{2}\right)=-a_{x_{3}}^{1}+a_{x_{2}}^{1} a_{\mathrm{e}}^{1}-a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}+a_{x_{2}}^{1} a_{x_{1}}^{1} a_{\mathrm{e}}^{2}-2 a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}+a_{x_{1}}^{2} a_{\mathrm{e}}^{1}  \tag{12~g}\\
& S\left(a_{x_{3}}^{2}\right)= \\
&  \tag{12h}\\
& \quad 2 a_{x_{3}}^{2}+2 a_{x_{3}}^{1} a_{\mathrm{e}}^{1}-2 a_{x_{2}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}-2 a_{x_{2}}^{2} a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{2}
\end{align*}
$$

It is not obvious in general whether the generators for the inverse series $d_{i}^{-1}$ will necessarily satisfy a linear recursion of the form (7). This is contingent on whether the new vector fields $\tilde{g}_{i}$ are consistent with the grading on $\mathbb{R}\langle\langle X\rangle\rangle$, that is, whether $\operatorname{deg}\left(\tilde{g}_{i}\right)=\operatorname{deg}\left(g_{i}\right), i=1, \ldots, m$. The next theorem gives a sufficient condition under which the upper triangular Toeplitz structure of $H$ in (9) guarantees this property.

Theorem 1 Given any Toeplitz matrix of the form (9) and a set of vector fields $g_{i}$, $i=1, \ldots, m$ with $\operatorname{deg}\left(g_{i}\right)=i$, it follows that $\tilde{g}_{i}:=\sum_{j=1}^{m} g_{j} H_{j i}^{-1}$ has the property $\operatorname{deg}\left(\tilde{g}_{i}\right)=\operatorname{deg}\left(g_{i}\right)$ provided $\operatorname{deg}\left(h_{i}\right):=\operatorname{deg}\left(g_{i}\right)=i, i=1, \ldots, m-1$.

Proof First observe that

$$
H^{-1}=\left(I+\sum_{i=1}^{m-1} h_{i} N^{i}\right)^{-1}=\sum_{n=0}^{m-1}(-1)^{n}\left(\sum_{i=1}^{m-1} h_{i} N^{i}\right)^{n}
$$

using the fact that $N^{n}=0, n \geq m$. Now applying the multinomial theorem gives

$$
\begin{align*}
H^{-1} & =I+\sum_{j=1}^{m-1}\left[\sum_{k=1}^{j}(-1)^{k} k!\sum_{\substack{k_{1}+k_{2}+\cdots+k_{j}=k \\
k_{1}+2 k_{2}+\cdots+j k_{j}=j}} \frac{1}{k_{1}!\cdots k_{j}!} h_{1}^{k_{1}} \cdots h_{j}^{k_{j}}\right] N^{j} .  \tag{13}\\
& =I+\sum_{j=1}^{m-1} \tilde{h}_{j} N^{j} .
\end{align*}
$$

This means that $\operatorname{deg}\left(\tilde{h}_{j}\right)=\operatorname{deg}\left(h_{1}^{k_{1}} \cdots h_{j}^{k_{j}}\right)=k_{1}+2 k_{2}+\cdots+j k_{j}=j$. Therefore, since $\tilde{g}_{i}=\sum_{j=1}^{m} g_{j} H_{j i}^{-1}=\sum_{j=0}^{i} g_{i-j} \tilde{h}_{j}\left(\tilde{h}_{0}:=1\right)$ and

$$
\operatorname{deg}\left(g_{i-j} \tilde{h}_{j}\right)=\operatorname{deg}\left(g_{i-j}\right)+\operatorname{deg}\left(\tilde{h}_{j}\right)=(i-j)+j=i,
$$

it follows that $\operatorname{deg}\left(\tilde{g}_{i}\right)=i, i=1, \ldots, m$ as required.
Example 3 Reconsider Example 2 in the particular case where ( $g_{1}, g_{2}, g_{3}, z_{0}, h_{1}$, $\left.h_{2}\right)=\left(z^{2}, 0,0,1,-z, 0\right)$ so that $d=\left(-c_{F}, 0\right)$. This is an embedding of Example 1 into the case where $m=3$. The series $d^{-1}=\left(d_{1}^{-1}, d_{2}^{-1}\right)$ has the generator $\left(\tilde{g}_{1}, \tilde{g}_{2}, \tilde{g}_{3}, z_{0}, \tilde{h}_{1}, \tilde{h}_{2}\right)=\left(z^{2}, z^{3}, z^{4}, 1, z, z^{2}\right)$. The system (11) reduces to the Abel system

$$
\begin{aligned}
\dot{z} & =z^{2} y_{1}+z^{3} y_{2}+z^{4} y_{3}, \quad z(0)=1 \\
{\left[\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right] } & =\left[\begin{array}{lll}
1 & z & z^{2} \\
0 & 1 & z \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
y_{1} \\
y_{2} \\
y_{3}
\end{array}\right],
\end{aligned}
$$

and therefore, $c_{A, 3}:=d_{1}^{-1}$. Using (7) with the generator for $d_{1}^{-1}$, the Abel generating series $c_{A, 3}$ can also be written as $c_{A, 3}=\sum_{n \geq 1} c_{A, 3}(n)$, where $c_{A, 3}(1)=$ $P_{0}(1)=\mathrm{e}$ and

$$
c_{A, 3}(n)=P_{n-1}(1)=L_{z^{2}} P_{n-2}(1) x_{1}+L_{z^{3}} P_{n-3}(1) x_{2}+L_{z^{4}} P_{n-4}(1) x_{3}, \quad n \geq 2
$$

( $P_{n}(1):=0$ for $n<0$ ). A polynomial recursion follows from proving the identity $L_{z^{i+1}} P_{n-i-1}(1)=(n-i) P_{n-i-1}(1), i=1,2,3$, so that
$c_{A, 3}(n)=(n-1) c_{A, 3}(n-1) x_{1}+(n-2) c_{A, 3}(n-2) x_{2}+(n-3) c_{A, 3}(n-3) x_{3}, \quad n \geq 2$
$\left(c_{A, 3}(n)=0\right.$ for $\left.n<1\right)$. The first few of these polynomials are:
$c_{A, 3}(1)=1$
$c_{A, 3}(2)=x_{1}$
$c_{A, 3}(3)=2 x_{1} x_{1}+x_{2}$
$c_{A, 3}(4)=6 x_{1} x_{1} x_{1}+3 x_{2} x_{1}+2 x_{1} x_{2}+x_{3}$
$c_{A, 3}(5)=24 x_{1} x_{1} x_{1} x_{1}+12 x_{2} x_{1} x_{1}+8 x_{1} x_{2} x_{1}+4 x_{3} x_{1}+6 x_{1} x_{1} x_{2}+3 x_{2} x_{2}+2 x_{1} x_{3}$.
Note that each $c_{A, 3}(n)$ consists only of words of degree $n-1$. These polynomials were first identified by Devlin in [10]. The example can be generalized to any $m \geq 2$ so that

$$
\begin{equation*}
c_{A, m}=\left(I-c_{F} N\right)_{1}^{-1} \tag{14}
\end{equation*}
$$

and the corresponding Abel series $c_{A, m}=\sum_{n \geq 1} c_{A, m}(n)$ can be computed from the recursion

$$
c_{A, m}(n)=\sum_{i=1}^{m}(n-i) c_{A, m}(n-i) x_{i}, \quad n \geq 2,
$$

with $c_{A, m}(1)=1$ and $c_{A, m}(n)=0$ for $n<1$.
It is interesting to note that the construction above has some elements in common with the Faà di Bruno Hopf algebra $\mathscr{H}_{F d B}=\left(\mu, \Delta_{F d B}\right)$ for the group $\mathscr{G}_{\text {diff }}$ of diffeomorphisms $h$ on $\mathbb{R}$ satisfying $h(0)=0, \dot{h}(0)=1$. See [17] for details. First observe that (13) can also be written in terms of the partial exponential Bell polynomials

$$
B_{j, k}\left(t_{1}, \ldots, t_{l}\right):=\sum_{\substack{k_{1}+k_{2}+\cdots+k_{l}=k \\ k_{1}+2 k_{2}+\cdots+k_{l}=j}} \frac{j!}{k_{1}!\cdots k_{l}!}\left(\frac{t_{1}}{1!}\right)^{k_{1}} \cdots\left(\frac{t_{l}}{l!}\right)^{k_{l}}
$$

where $l=j-k+1$, using the Faà di Bruno formula

$$
f(h(t))=\sum_{j=1}^{\infty} \sum_{k=1}^{j} \beta_{k} B_{j, k}\left(\alpha_{1}, \ldots, \alpha_{j-k+1}\right) \frac{t^{j}}{j!}
$$

with $f(t):=\sum_{n=1}^{\infty} \beta_{n} t^{n} / n!$ and $h(t):=\sum_{n=1}^{\infty} \alpha_{n} t^{n} / n!$. Specifically, setting

$$
\begin{aligned}
& f(t)=\frac{1}{1+t}-1=\sum_{n=1}^{\infty}(-1)^{n} n!\frac{t^{n}}{n!} \\
& h(t)=\sum_{n=1}^{m-1} n!h_{n} \frac{t^{n}}{n!}
\end{aligned}
$$

gives

$$
H^{-1}=I+f(h(N))=I+\sum_{j=1}^{m-1} \sum_{k=1}^{j}(-1)^{k}\left[\frac{k!}{j!} B_{j, k}\left(h_{1}, 2!h_{2}, \ldots,(j-k+1)!h_{j-k+1}\right)\right] N^{j} .
$$

The expressions in brackets above, i.e., the partial ordinary Bell polynomials, are used in [8] to define a variation (flipped/co-opposite version) of the coproduct $\bar{\Delta}_{F d B}$ on $\mathscr{H}_{F d B}$ (see equations (4.1)-(4.2) in this citation). A faithful representation of the group $\mathscr{G}_{\text {diff }}$ is

$$
\begin{aligned}
& M_{h}:=\left[\frac{k!}{j!} B_{j, k}\left(h_{1}, 2!h_{2}, \ldots,(j-k+1)!h_{j-k+1}\right)\right]^{T} \\
& =\left[\begin{array}{cccccc}
h_{1} & h_{2} & h_{3} & h_{4} & h_{5} & \cdots \\
0 & h_{1}^{2} & 2 h_{1} h_{2} & h_{2}^{2}+2 h_{1} h_{3} & 2 h_{2} h_{3}+2 h_{1} h_{4} & \cdots \\
0 & 0 & h_{1}^{3} & 3 h_{1}^{2} h_{2} & 3 h_{1} h_{2}^{2}+3 h_{1}^{2} h_{3} & \cdots \\
0 & 0 & 0 & h_{1}^{4} & 4 h_{1}^{3} h_{2} & \cdots \\
0 & 0 & 0 & 0 & h_{1}^{5} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots &
\end{array}\right]
\end{aligned}
$$

(cf. [21]) and

$$
H^{-1}=I+\sum_{j=1}^{m-1}\left[\mathbb{1} M_{h}\right]_{j} N^{j}=I+\sum_{j=1}^{m-1} \tilde{h}_{j} N^{j}
$$

where $\mathbb{1}:=\left[\begin{array}{llll}-1 & 1 & -1 & \cdots\end{array}\right]$. Therefore, defining the coordinate functions $a_{i}(h)=$ $h_{i}, i \geq 1$, it follows that $\tilde{h}_{i}=\mu\left(\bar{\Delta}_{F d B} a_{i}(\mathbb{1}, h)\right)$. For example,

$$
\begin{aligned}
\tilde{h}_{3} & =\mu\left(\bar{\Delta}_{F d B}\left(a_{3}\right)(\mathbb{1}, h)\right) \\
& =\mu\left(\left(a_{1} \otimes a_{3}+a_{2} \otimes 2 a_{1} a_{2}+a_{3} \otimes a_{1}^{3}\right)(\mathbb{1}, h)\right) \\
& =-h_{3}+2 h_{1} h_{2}-h_{1}^{3} .
\end{aligned}
$$

Further observe, setting $h_{1}=1$, that the antipode $S_{F d B}$ of $\mathscr{H}_{F d B}$ can be identified from the top row of

$$
M_{h}^{-1}=\left[\begin{array}{cccccc}
1 & -h_{2} & 2 h_{2}^{2}-h_{3}-5 h_{2}^{3}+5 h_{2} h_{3}-h_{4} & 14 h_{2}^{4}-21 h_{2}^{2} h_{3}+3 h_{3}^{2}+6 h_{2} h_{4}-h_{5} \cdots \\
0 & 1 & -2 h_{2} & 5 h_{2}^{2}-2 h_{3} & -14 h_{2}^{3}+12 h_{2} h_{3}-2 h_{4} & \cdots \\
0 & 0 & 1 & -3 h_{2} & 9 h_{2}^{2}-3 h_{3} & \cdots \\
0 & 0 & 0 & 1 & -4 h_{2} & \cdots \\
0 & 0 & 0 & 0 & 1 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots &
\end{array}\right] .
$$

That is, using a standard expression for $S_{F d B}$ (see [17]), the $(j+1)$ th entry in the top row of $M_{h}^{-1}$ is given by

$$
\left(S_{F d B}\left(a_{j+1}\right)\right)(h)=\sum_{k=1}^{j}(-1)^{k} B_{j+k, k}\left(0,2!h_{2}, 3!h_{3}, \ldots,(j+1)!h_{j+1}\right), \quad j \geq 1
$$

The assertion to be explored in Sect. 4 is that this construction has deeper connections to another kind of Faà di Bruno type Hopf algebra, one that is derived from a group of Fliess operators and used to described their feedback interconnection. In fact, the compositional inverse described above corresponds to the group inverse.

## 3 Devlin's Polynomials and Feedback Recursions

It was shown in [14] that the Devlin polynomials describing the Abel generating series $c_{A, m}$ when $m=2$ can be related to a certain feedback structure commonly encountered in control theory. This in turn led to a Hopf algebra interpretation of these polynomials since feedback systems have been characterized in such terms in $[12,23,26,27,29]$. In this section, the generalization of the theory is given for any $m \geq 2$. This will again provide a Hopf algebra interpretation of Devlin's polynomials as well as a shuffle formula for the Abel series which is distinct from that derived directly from the Abel equation, namely, the non-linear recursion

$$
c_{A, m}=1+\sum_{i=1}^{m} x_{i} c_{A, m}^{\dot{i}+1}, \quad m \geq 2
$$

where $c_{A, m}^{\omega i}$ denotes the $i$-th shuffle power of $c_{A, m}$. Recall that $\mathbb{R}\langle\langle X\rangle\rangle$ consisting of all formal power series over the alphabet $X$ with coefficients in $\mathbb{R}$ forms a unital associative $\mathbb{R}$-algebra under the concatenation product and a unital, commutative and associative $\mathbb{R}$-algebra under the shuffle product, denoted here by the shuffle symbol $ш$. The latter is the $\mathbb{R}$-bilinear extension of the shuffle product of two words,
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which is defined inductively by

$$
\left(x_{i} \eta\right) ш\left(x_{j} \xi\right)=x_{i}\left(\eta ш\left(x_{j} \xi\right)\right)+x_{j}\left(\left(x_{i} \eta\right) ш \xi\right)
$$

with $\eta ш \emptyset=\emptyset ш \eta=\eta$ for all words $\eta, \xi \in X^{*}$ and letters $x_{i}, x_{j} \in X[18,39]$. For instance, $x_{i} ш x_{j}=x_{i} x_{j}+x_{j} x_{i}$ and

$$
x_{i_{1}} x_{i_{2}} ш x_{i_{3}} x_{i_{4}}=x_{i_{1}} x_{i_{2}} x_{i_{3}} x_{i_{4}}+x_{i_{3}} x_{i_{4}} x_{i_{1}} x_{i_{2}}+x_{i_{1}} x_{i_{3}}\left(x_{i_{2} ш} x_{i_{4}}\right)+x_{i_{3}} x_{i_{1}}\left(x_{i_{2}} ш x_{i_{4}}\right)
$$

Consider the (componentwise) multiplicative feedback interconnection shown in Fig. 2 consisting of a Fliess operator $F_{c}$ in the forward path, where $c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, and an $m \times m$ matrix-valued Toeplitz Fliess operator $F_{d_{\text {Toep }}}$ in the feedback path. It is useful here to define a generalized unital series, $\delta_{i}$, so that $F_{\delta_{i}}[y]:=y_{i}$ for all $i=1, \ldots, m$ and $F_{\delta_{i}{ }_{j}}[y]:=\left(F_{\delta_{i}}[y]\right)^{j}=y_{i}^{j}$. With $d=\left(\delta_{1}, \delta_{1}^{ш 2}, \ldots, \delta_{1}^{ш m-1}\right)$, the closed-loop system shown in Fig. 2 is described by

$$
y=F_{c}[u], \quad u=F_{d_{\text {Toep }}}[y] v=v+\sum_{i=1}^{m-1} y_{1}^{i} N^{i} v,
$$

and, in particular,

$$
\begin{equation*}
u_{1}=v_{1}+y_{1} v_{2}+y_{1}^{2} v_{3}+\cdots+y_{1}^{m-1} v_{m} . \tag{15}
\end{equation*}
$$

Example 4 Suppose $c_{F, m}=\left[c_{F}, 0, \ldots, 0\right] \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$, where $c_{F}=\sum_{k=0}^{\infty} k!x_{1}^{k}$ as in Example 1. In which case, $y_{1}=F_{c_{F}}[u]$ is realized by the one dimensional state space model

$$
\dot{z}=z^{2} u_{1}, \quad z(0)=1, \quad y_{1}=z
$$

Applying the feedback (15) gives the following realization for the closed-loop system

$$
\dot{z}=\sum_{i=1}^{m} v_{i} z^{i+1}, \quad z(0)=1, \quad y_{1}=z, \quad i=1, \ldots, m
$$

Hence, the generating series for the closed-loop system, denoted here by $c_{F, m} @ d_{\text {Toep }}$, has the property that

$$
\begin{equation*}
c_{A, m}=\left[c_{F, m} @ d_{\text {Toep }}\right]_{1} . \tag{16}
\end{equation*}
$$

This is a generalization of the result given in [14] for the $m=2$ case.
In control theory, feedback is often described algebraically in terms of transformation groups. This approach is useful here as it will lead to an explicit way to compute the generating series of any closed-loop system as shown in Fig. 2. Consider the group of Toeplitz affine Fliess operators

$$
\mathscr{T}:=\left\{y=F_{d_{\delta}}[u]=F_{d_{\text {Toep }}}[u] u: d \in \mathbb{R}^{m-1}\langle\langle X\rangle\rangle\right\}
$$

under the operator composition

$$
\left(F_{c_{\delta}} \circ F_{d_{\delta}}\right)[u]=F_{c_{\text {Toep }}}\left[F_{d_{\text {Toep }}}[u] u\right] F_{d_{\text {Toep }}}[u] u,
$$

which is associative and has the identity element $F_{0_{\delta}}$. Strictly speaking, one should limit the definition of the group to those generating series whose corresponding Fliess operators converge. But the algebraic set up presented here carries through in general if one considers the non-convergent case in a formal sense (see [25]). The group inverse has already been described for the case where $d$ is differentially generated, i.e., by Eq. (10). It can be shown by other arguments to exist in general (via contractive maps on ultrametric spaces, see [28]). The group product on $\mathscr{T}$ in turn induces a formal power series product on $\mathbb{R}^{m-1}\langle\langle X\rangle\rangle$ denoted by $c_{\delta} \circ d_{\delta}$ satisfying $F_{c_{\delta} \circ d_{\delta}}=F_{c_{\delta}} \circ F_{d_{\delta}}$. Given that generating series are unique and the bijection between $\mathbb{R}^{m-1}\langle\langle X\rangle\rangle$ and their associated Toeplitz matrices, this means that $\mathbb{R}^{m-1}\langle\langle X\rangle\rangle$ inherits a group structure. A right action of the group $\mathscr{T}$ on the set of all Fliess operators $F_{c}, c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ is given by

$$
\left(F_{c} \circ F_{d_{\delta}}\right)[u]=F_{c}\left[F_{d_{\mathrm{Toep}}}[u] u\right]=F_{c}\left[u+\sum_{i=1}^{m-1} F_{d_{i}}[u] N^{i} u\right] .
$$

This composition induces a second formal power series product, the mixed composition product $c \tilde{o} d_{\delta}$, satisfying

$$
\begin{equation*}
F_{c} \circ F_{d_{\delta}}=F_{c} \tilde{o} d_{\delta} . \tag{17}
\end{equation*}
$$

It can be viewed as a right action of the group $\mathbb{R}^{m-1}\langle\langle X\rangle\rangle$ on the set $\mathbb{R}^{m}\langle\langle X\rangle\rangle$. This product is left linear, nonassociative, and can be computed explicitly when $c \in \mathbb{R}\langle\langle X\rangle\rangle$ by

$$
c \tilde{\circ} d_{\delta}=\phi_{d}(c)(\mathbf{1})=\sum_{\eta \in X^{*}}\langle c, \eta\rangle \phi_{d}(\eta)(\mathbf{1}),
$$

where $1:=1 \mathrm{e}$, and $\phi_{d}$ is the continuous (in the ultrametric sense) algebra homomorphism from $\mathbb{R}\langle\langle X\rangle\rangle$ to $\operatorname{End}(\mathbb{R}\langle\langle X\rangle\rangle)$ uniquely specified by $\phi_{d}\left(x_{i} \eta\right)=$ $\phi_{d}\left(x_{i}\right) \circ \phi_{d}(\eta)$ with

$$
\phi_{d}\left(x_{i}\right)(e)=x_{i} e+\sum_{j=1}^{m-i} x_{i+j}\left(d_{j} ш e\right), \quad i=1, \ldots, m
$$

for any $e \in \mathbb{R}\langle\langle X\rangle\rangle$, and where $\phi_{d}(\emptyset)$ denotes the identity map on $\mathbb{R}\langle\langle X\rangle\rangle$. For any $c \in \mathbb{R}^{i \times j}\langle\langle X\rangle\rangle$ the product is extended componentwise such that

$$
\begin{equation*}
[c \tilde{\circ} d]_{k l}=[c]_{k l} \tilde{\circ} d \tag{18}
\end{equation*}
$$

for all $k=1,2, \ldots, i$ and $l=1,2, \ldots, j$. The following pre-Lie product results from the right linearization of the mixed composition product

$$
x_{i} \eta \triangleleft d:=x_{i}(\eta \triangleleft d)+\sum_{j=1}^{m-i} x_{i+j}\left(d_{j} ш \eta\right)
$$

with $\emptyset \triangleleft d:=0$. In which case, $c \tilde{o} d_{\delta}=c+c \triangleleft d+O\left(d^{2}\right)$. In particular, it can be shown directly that

$$
\left(c_{\delta} \circ d_{\delta}\right)_{\text {Toep }}=\left(c_{\text {Toep }} \tilde{\circ} d_{\delta}\right) ш d_{\text {Toep }},
$$

where the shuffle product on matrix-valued series is defined componentwise. Another useful composition product is the (unmixed) composition product $c \circ d$ induced simply by $F_{c o d}=F_{c} \circ F_{d}$.

With these various formal power series products defined, it is now possible to give a general formula for the feedback product $c @ d_{\text {Toep }}$ describing the generating series for the interconnected system in Fig. 2. The following lemma is needed.

Lemma 1 The set $\mathscr{G}_{ш}:=\left\{c \in \mathbb{R}^{m \times m}\langle\langle X\rangle\rangle:\langle c, \mathrm{e}\rangle \in G l_{m}(\mathbb{R})\right\}$ is a group under the shuffle product with the identity element being the constant series $\mathbf{I}:=I \mathrm{e}$, and the inverse of any $c \in \mathscr{G}_{ \pm}$is

$$
c^{\mathrm{w}-1}=\left(\langle c, \mathrm{e}\rangle\left(\mathbf{I}-c^{\prime}\right)\right)^{\mathrm{w}-1}=\left(c^{\prime}\right)^{\mathrm{w}}\langle c, \mathrm{e}\rangle^{-1},
$$

where $c^{\prime}$ is proper $\left(\right.$ i.e, $\left.\left\langle c^{\prime}, \mathrm{e}\right\rangle=0\right)$, and $\left(c^{\prime}\right)^{\omega *}:=\sum_{k \geq 0}\left(c^{\prime}\right)^{\omega k}$.
Theorem 2 For any $c \in \mathbb{R}^{m}\langle\langle X\rangle\rangle$ and $d \in \mathbb{R}^{m-1}\langle\langle X\rangle\rangle$ it follows that $c @ d_{\text {Toep }}=$ $c \tilde{\circ}\left(\left(d_{\text {Toер }} \circ c\right)^{ш-1}\right)_{\delta}^{-1}$.

Proof The feedback law requires that $u=F_{d_{\text {Toep }}}[y] v=F_{d_{\text {Toep }}}\left[F_{c}[u]\right] v=$ $F_{d_{\text {Toep }} \circ c}[u] v$. From Lemma 1 it follows that

$$
\left.v=F_{\left(d_{\text {Toep }} \circ c\right)} ш-1[u] u=F_{\left(\left(d_{\text {Toep }} \circ c\right)\right.}{ }^{\Psi-1}\right)_{\delta}[u] .
$$

As the latter is now a group element in $\mathscr{T}$, one can write

$$
\left.u=F_{\left(\left(d_{\text {Toep }} o c\right)\right.}{ }^{-1}\right)_{\delta}^{-1}[v] .
$$

Making this substitution for $u$ into $y=F_{c}[u]$ and writing the result in terms of the group action gives

$$
\left.\left.y=F_{c @ d_{\text {Toep }}}[v]=F_{c}\left[F_{\left(\left(d_{\text {Toep }} \circ c\right)\right.}\right)^{-1}\right)_{\delta}^{-1}[v]\right]=F_{c}{\tilde{o}\left(\left(d_{\text {Toep }} \circ c\right)\right.}^{-1)_{\delta}^{-1}}[v] .
$$

As generating series are known to be unique, the theorem is proved.
Corollary 1 The feedback product satisfies the fixed point equation $c @ d_{\text {Toep }}=$ $c \tilde{\circ}\left(d_{\text {Toep }} \circ\left(c @ d_{\text {Toep }}\right)\right)_{\delta}$.

Proof Observe that $y=F_{c}\left[F_{d_{\text {Toep }}}[y] v\right]$. So if $y=F_{c @ d} d_{\text {Toep }}[v]$ then necessarily $y=F_{c}\left[F_{d_{\text {Toep }}}\left[F_{c @ d_{\text {Toep }}}[v]\right] v\right]=F_{c}\left[F_{d_{\text {Toep }}\left(c\left(@ d_{\text {Toep }}\right)\right.}[v] v\right]=F_{c} \tilde{o}\left(d_{\text {Toep }}\left(c @ d_{\text {Toep }}\right)\right)_{\delta}[v]$.

The uniqueness of generating series then proves the claim.
The tools above are now applied to compute the feedback product $c_{F, m} @ d_{\text {Toep }}$ in (16). This will in turn render identities satisfied by the Abel series. The following lemma is useful.

Lemma 2 If in (9) $h_{i}=h^{i}, i=1, \ldots, m-1$ for some $h \in C^{\omega}$ then $H^{-1}=I-h N$.
Proof Given that $H=I+h N+h^{2} N^{2}+\cdots+h^{m-1} N^{m-1}$, observe

$$
\begin{aligned}
H^{-1} & =\left((I-h N)^{-1}-(h N)^{m}(I-h N)^{-1}\right)^{-1} \\
& =(I-h N)\left(I-(h N)^{m}\right)^{-1} \\
& =I-h N+O\left((h N)^{m}\right) \\
& =I-h N,
\end{aligned}
$$

since $N^{n}=0$ when $n \geq m$.
Theorem 3 For any $m \geq 2, c_{A, m}=c_{F} \tilde{\circ}\left(I-c_{F} N\right)_{\delta}^{-1}$.
Proof Starting from the formula in Theorem 2 for the feedback product with $c=$ $c_{F, m}=\left[c_{F}, 0, \ldots, 0\right]$ and $d=\left(\delta_{1}, \delta_{1}{ }^{\omega 2}, \ldots, \delta_{1}^{\omega m-1}\right)$ and using the definition of
the shuffle inverse in Lemma 1, observe that

$$
\begin{aligned}
c_{F, m} @ d_{\text {Toep }} & =c_{F, m} \tilde{\circ}\left(\left(d_{\text {Toep }} \circ c_{F, m}\right)^{ш-1}\right)_{\delta}^{-1} \\
& =c_{F, m} \tilde{\circ}\left(\left(\left(I+\sum_{i=1}^{m-1} \delta_{1}^{ш i} N^{i}\right) \circ c_{F, m}\right)^{ш-1}\right)_{\delta}^{-1} \\
& =c_{F, m} \tilde{\circ}\left(\left(\sum_{i=0}^{m-1} c_{F}^{\varpi i} N^{i}\right)^{\omega-1}\right)_{\delta}^{-1}
\end{aligned}
$$

Now note that if $h$ in Lemma 2 is identified with $F_{c_{F}}$ then $h^{i}=F_{c_{F}}^{i}=F_{c_{F}{ }^{w} i}$. So the shuffle version of the identity in this lemma is $\left(\sum_{i=0}^{m-1} c_{F}^{\omega i} N^{i}\right)^{ш-1}=I-c_{F} N$. In which case, $c_{F, m} @ d_{\text {Toep }}=c_{F, m} \tilde{o}\left(I-c_{F} N\right)_{\delta}^{-1}$. Next, in light of (16) and (18), it is clear that $c_{A, m}=\left[c_{F, m} \tilde{\circ}\left(I-c_{F} N\right)_{\delta}^{-1}\right]_{1}=c_{F} \tilde{\circ}\left(I-c_{F} N\right)_{\delta}^{-1}$ as claimed.
Example 5 Consider evaluating $c_{A, m}=c_{F} \tilde{o}\left(I-c_{F} N\right)_{\delta}^{-1}$ when $m=3$. In this case

$$
c_{F} \tilde{\circ}\left(I-c_{F} N\right)_{\delta}^{-1}=\sum_{k=0}^{\infty} k!\phi_{d}\left(x_{1}^{k}\right)(\mathbf{1})
$$

where

$$
\phi_{d}\left(x_{1}\right)(e)=x_{1} e+x_{2}\left(d_{1} ш e\right)+x_{3}\left(d_{2} ш e\right)
$$

with $d_{1}=\left(I-c_{F} N\right)_{1}^{-1}$ and $d_{2}=\left(I-c_{F} N\right)_{2}^{-1}$. Using (12) to compute the inverses gives

$$
\begin{aligned}
\left\langle d_{1}, \mathrm{e}\right\rangle & =S\left(a_{\mathrm{e}}^{1}\right)\left(-c_{F}\right)=-a_{\mathrm{e}}^{1}\left(-c_{F}\right)=-\left\langle-c_{F}, \mathrm{e}\right\rangle=1 \\
\left\langle d_{1}, x_{1}\right\rangle & =S\left(a_{x_{1}}^{1}\right)\left(-c_{F}\right)=-a_{x_{1}}^{1}\left(-c_{F}\right)=-\left\langle-c_{F}, x_{1}\right\rangle=1 \\
\left\langle d_{1}, x_{2}\right\rangle & =S\left(a_{x_{2}}^{1}\right)\left(-c_{F}\right)=\left(-a_{x_{2}}^{1}+a_{x_{1}}^{1} a_{\mathrm{e}}^{1}\right)\left(-c_{F}\right) \\
& =-\left\langle-c_{F}, x_{2}\right\rangle+\left\langle-c_{F}, x_{1}\right\rangle\left\langle-c_{F}, \mathrm{e}\right\rangle=1 \\
\left\langle d_{1}, x_{3}\right\rangle & =S\left(a_{x_{3}}^{1}\right)\left(-c_{F}\right)=\left(-a_{x_{3}}^{1}+a_{x_{2}}^{1} a_{\mathrm{e}}^{1}-a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}+a_{x_{1}}^{1} a_{\mathrm{e}}^{2}\right)\left(-c_{F}\right) \\
& =-\left\langle-c_{F}, x_{3}\right\rangle+\left\langle-c_{F}, x_{2}\right\rangle\left\langle-c_{F}, \mathrm{e}\right\rangle-\left\langle-c_{F}, x_{1}\right\rangle\left\langle-c_{F}, \mathrm{e}\right\rangle^{2}+\left\langle-c_{F}, x_{1}\right\rangle\langle 0, \mathrm{e}\rangle \\
& =1 .
\end{aligned}
$$

Therefore, $d_{1}=1+x_{1}+x_{2}+x_{3}+\cdots$, which from (14) should be $c_{A, 3}$. Similarly, $d_{2}=1+2 x_{1}+2 x_{2}+2 x_{3}$, so that

$$
\begin{aligned}
c_{F} \tilde{o}\left(I-c_{F} N\right)_{\delta}^{-1}= & 1+x_{1}+x_{2}+x_{3}+2 x_{1} x_{1}+2 x_{1} x_{2}+2 x_{1} x_{3}+3 x_{2} x_{1}+3 x_{2} x_{2} \\
& +3 x_{2} x_{3}+4 x_{3} x_{1}+4 x_{3} x_{2}+4 x_{3} x_{3}+\cdots,
\end{aligned}
$$

which is also equivalent to $c_{A, 3}$ as expected.
Theorem 4 For any $m \geq 2$

$$
c_{A, m}=1+c_{A, m} ш\left(\sum_{i=1}^{m} x_{i} c_{A, m}^{\uplus i-1}\right) .
$$

Proof Applying Corollary 1, Theorem 3, and the fact that the mixed composition product distributes to the left over the shuffle product gives

$$
\begin{aligned}
c_{A, m} & =c_{F} \tilde{\circ}\left(d_{\text {Toep }} \circ c_{A, m}\right)_{\delta}=c_{F} \tilde{\circ}\left(\sum_{i=0}^{m} c_{A}^{ш i} N^{i}\right)_{\delta} \\
& =\sum_{k=0}^{\infty} x_{1}^{ш k} \tilde{\circ}\left(\sum_{i=0}^{m} c_{A}^{ш i} N^{i}\right)_{\delta}=\sum_{k=0}^{\infty}\left(x_{1} \tilde{\circ}\left(\sum_{i=0}^{m} c_{A}^{ш i} N^{i}\right)_{\delta}\right)^{ш k} \\
& =\sum_{k=0}^{\infty}\left(\sum_{i=1}^{m} x_{i} c_{A, m}^{ш i-1}\right)^{ш k} .
\end{aligned}
$$

Hence, the identity in question then follows directly.
Theorem 4 was first observed in functional form for the $m=2$ case in [34] (see equation (2.3)). In fact, one of the main results of this paper (Theorem 4.1) is actually just a graded version of this result as described next.

Corollary 2 For any $m, n \geq 2$
$c_{A, m}(n)=c_{A, m}(n-1) ш x_{1}+\sum_{i=2}^{m} \sum_{k_{1}+\cdots+k_{i}=n-1} c_{A, m}\left(k_{1}\right) ш\left(x_{i}\left(c_{A, m}\left(k_{2}\right) ш \cdots ш c_{A, m}\left(k_{i}\right)\right)\right)$.
Example 6 When $m=3$ observe $c_{A, 3}=1+c_{A, 3} ш\left(x_{1}+x_{2} c_{A, 3}+x_{3} c_{A, 3}^{ш 2}\right)$. Therefore, if $a:=F_{c_{A, 3}}[u]$ then

$$
a(t)=1+a(t)\left[\int_{0}^{t} u_{1}(\tau) d \tau+\int_{0}^{t} u_{2}(\tau) a(\tau) d \tau+\int_{0}^{t} u_{3}(\tau) a^{2}(\tau) d \tau\right] .
$$

Defining $a_{n}=F_{c_{A, 3}(n)}[u], n \geq 1$ gives the recursion

$$
\begin{aligned}
a_{n}(t)= & a_{n-1}(t) \int_{0}^{t} u_{1}(\tau) d \tau+\sum_{k_{1}+k_{2}=n-1} a_{k_{1}}(t) \int_{0}^{t} u_{2}(\tau) a_{k_{2}}(\tau) d \tau+ \\
& \sum_{k_{1}+k_{2}+k_{3}=n-1} a_{k_{1}}(t) \int_{0}^{t} u_{3}(\tau) a_{k_{2}}(\tau) a_{k_{3}}(\tau) d \tau .
\end{aligned}
$$

The $m=2$ case of this recursion appears in [34] as equation (1.7).
The final theorem will be generalized in Sect. 5 to provide a sufficient condition for a center of the Abel equation.

Theorem 5 Let $v_{1}, v_{2}, \ldots, v_{m} \in L_{1}[0, \omega]$ and $m \geq 2$ be fixed. Then the $m+1$ degree Abel equation (4) with $z(0)=1$ has the solution

$$
z(t)=\frac{1}{1-E_{x_{1}}[u](t)}
$$

if there exists functions $u_{1}, u_{2}, \ldots, u_{m} \in L_{1}[0, \omega]$ satisfying

$$
\begin{aligned}
v_{1}(t) & =u_{1}(t)-\frac{u_{2}(t)}{1-E_{x_{1}}[u](t)} \\
v_{2}(t) & =u_{2}(t)-\frac{u_{3}(t)}{1-E_{x_{1}}[u](t)} \\
& \vdots \\
v_{m-1}(t) & =u_{m-1}(t)-\frac{u_{m}(t)}{1-E_{x_{1}}[u](t)} \\
v_{m}(t) & =u_{m}(t)
\end{aligned}
$$

with $E_{x_{1}}[u](t):=\int_{0}^{t} u_{1}(\tau) d \tau<1$ on $[0, \omega]$.
Proof In light of Theorem 3, it is clear that $c_{A, m}=c_{F} \tilde{\circ}\left(I-c_{F} N\right)_{\delta}^{-1}$, and thus, $c_{F}=c_{A, m} \tilde{\circ}\left(I-c_{F} N\right)_{\delta}$. So assume there exists $u \in L_{1}^{m}[0, \omega]$ such that

$$
v=F_{\left(I-c_{F} N\right)_{\delta}}[u]=\left[\begin{array}{c}
u_{1}-F_{c_{F}}[u] u_{2} \\
u_{2}-F_{c_{F}}[u] u_{3} \\
\vdots \\
u_{m-1}-F_{c_{F}}[u] u_{m} \\
u_{m}
\end{array}\right] .
$$

Then, observing that $F_{c_{F}}[u]=1 /\left(1-E_{x_{1}}[u]\right)$, it follows from (17) that

$$
z(t)=F_{c_{A, m}}[v]=F_{c_{A, m}}\left[F_{\left(I-c_{F} N\right)_{\delta}}[u]\right]=F_{c_{A, m}} \tilde{o}\left(I-c_{F} N\right)_{\delta}[u]=F_{c_{F}}[u]=\frac{1}{1-E_{x_{1}}[u](t)} .
$$

In the next section a Hopf algebra structure is defined on the coordinate functions.

## 4 Multivariable Hopf Algebra for Toeplitz Multiplicative Output Feedback

All algebraic structures considered in this section are over the field $\mathbb{K}$ of characteristic zero. Let $X=\left\{x_{1}, \ldots, x_{m}\right\}$ be a finite alphabet with $m$ letters. Each letter has an integer degree $\operatorname{deg}\left(x_{k}\right):=k$. The monoid of words is denoted by $X^{*}$ and includes the empty word $\mathrm{e}=\emptyset$ for which $\operatorname{deg}(\mathrm{e})=0$. The degree of a word $\eta=x_{i_{1}} \cdots x_{i_{n}} \in X^{*}$ of length $|\eta|:=n$ is defined by

$$
\operatorname{deg}(\eta):=\sum_{k=1}^{m} k|\eta|_{k} .
$$

Here $|\eta|_{k}$ denotes the number of times the letter $x_{k} \in X$ appears in the word $\eta$.
Consider the polynomial algebra $H^{(\bar{m})}$ generated by the coordinate functions $a_{\eta}^{k}$, where $\eta \in X^{*}$ and the so called root index $k \in[\bar{m}]:=\{1, \ldots, \bar{m}\}, \bar{m} \leq m$. By defining the degree

$$
\left\|a_{\eta}^{k}\right\|:=k+\operatorname{deg}(\eta)
$$

$H^{(\bar{m})}$ becomes a graded connected algebra, $H^{(\bar{m})}:=\bigoplus_{n \geq 0} H_{n}^{(\bar{m})}$, and $\left\|a_{\eta}^{k} a_{\kappa}^{l}\right\|=$ $\left\|a_{\eta}^{k}\right\|+\left\|a_{\kappa}^{l}\right\|$. The unit in $H^{(\bar{m})}$ is denoted by $\mathbf{1}$, and $\|\mathbf{1}\|=0$, whereas $\left\|a_{\mathrm{e}}^{k}\right\|=k$.

The left- and right-shift maps, $\theta_{x_{j}}: H^{(\bar{m})} \rightarrow H^{(\bar{m})}$ respectively $\tilde{\theta}_{x_{j}}: H^{(\bar{m})} \rightarrow$ $H^{(\bar{m})}$, for $x_{j} \in X$, are taken to be

$$
\theta_{x_{j}} a_{\eta}^{p}:=a_{x_{j} \eta}^{p}, \quad \tilde{\theta}_{x_{j}} a_{\eta}^{p}:=a_{\eta x_{j}}^{p}
$$

with $\theta_{x_{j}} \mathbf{1}=\tilde{\theta}_{x_{j}} \mathbf{1}=0$. On products in $H^{(\bar{m})}$ both these maps act as derivations

$$
\theta_{x_{j}} a_{\eta}^{p} a_{\mu}^{q}:=\left(\theta_{x_{j}} a_{\eta}^{p}\right) a_{\mu}^{q}+a_{\eta}^{p}\left(\theta_{x_{j}} a_{\mu}^{q}\right),
$$

and analogously for $\tilde{\theta}_{x_{j}}$. For a word $\eta=x_{i_{1}} \cdots x_{i_{n}} \in X^{*}$

$$
\theta_{\eta}:=\theta_{x_{i_{1}}} \cdots \theta_{x_{i_{n}}}, \quad \tilde{\theta}_{\eta}:=\tilde{\theta}_{x_{i_{n}}} \cdots \tilde{\theta}_{x_{i_{1}}}
$$

Hence, any element $a_{\eta}^{i} \in H^{(\bar{m})}$ with $\eta=x_{i_{1}} \cdots x_{i_{n}} \in X^{*}$ can be written

$$
a_{\eta}^{i}=\theta_{\eta} a_{\mathrm{e}}^{i}=\tilde{\theta}_{\eta} a_{\mathrm{e}}^{i} .
$$

In the following it will be shown how $\tilde{\theta}_{\eta}$ can be employed to define a coproduct $\Delta: H^{(\bar{m})} \rightarrow H^{(\bar{m})} \otimes H^{(\bar{m})}$. First, for the coordinate functions with respect to the empty word, $a_{\mathrm{e}}^{l}, 1 \leq l \leq \bar{m}$, the coproduct is defined to be

$$
\begin{equation*}
\Delta a_{\mathrm{e}}^{l}:=a_{\mathrm{e}}^{l} \otimes \mathbf{1}+\mathbf{1} \otimes a_{\mathrm{e}}^{l}+\sum_{k=1}^{l-1} a_{\mathrm{e}}^{k} \otimes a_{\mathrm{e}}^{l-k} \tag{19}
\end{equation*}
$$

Note that $a_{\mathrm{e}}^{1}$ is by definition primitive, i.e., $\Delta a_{\mathrm{e}}^{1}=a_{\mathrm{e}}^{1} \otimes \mathbf{1}+\mathbf{1} \otimes a_{\mathrm{e}}^{1}$. The next step is to define $\Delta$ on any $a_{\eta}^{i}$ with $1 \leq i \leq \bar{m}$ and $|\eta|>0$ by specifying intertwining relations between the maps $\tilde{\theta}_{x_{i}}$ and the coproduct

$$
\begin{equation*}
\Delta \circ \tilde{\theta}_{x_{i}}:=\left(\tilde{\theta}_{x_{i}} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\theta}_{x_{i}}+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)}\right) \circ \Delta . \tag{20}
\end{equation*}
$$

The map $A_{\mathrm{e}}^{(k)}$ is defined by

$$
A_{\mathrm{e}}^{(k)} a_{\eta}^{i}:=a_{\eta}^{i} a_{\mathrm{e}}^{k}
$$

The following notation is used, $\Delta \circ \tilde{\theta}_{x_{i}}=\tilde{\Theta}_{x_{i}} \circ \Delta$, where

$$
\tilde{\Theta}_{x_{i}}:=\tilde{\theta}_{x_{i}} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\theta}_{x_{i}}+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)}
$$

and $\tilde{\Theta}_{\eta}:=\tilde{\Theta}_{x_{i_{n}}} \cdots \tilde{\Theta}_{x_{i_{1}}}$ for $\eta=x_{i_{1}} \cdots x_{i_{n}} \in X^{*}$. In this setting, $a_{x_{1}}^{1}$ is primitive since
$\Delta a_{x_{1}}^{1}=\Delta \circ \tilde{x}_{x_{1}} a_{\mathrm{e}}^{1}=\tilde{\Theta}_{x_{1}} \circ \Delta a_{\mathrm{e}}^{1}=\left(\tilde{\theta}_{x_{1}} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\theta}_{x_{1}}\right)\left(a_{\mathrm{e}}^{1} \otimes \mathbf{1}+\mathbf{1} \otimes a_{\mathrm{e}}^{1}\right)=a_{x_{1}}^{1} \otimes \mathbf{1}+\mathbf{1} \otimes a_{x_{1}}^{1}$, which follows from $\tilde{\theta}_{x_{j}} \mathbf{1}=0$. The coproduct of $a_{x_{2}}^{l}$ is
$\Delta a_{x_{2}}^{l}=\Delta \circ \tilde{\theta}_{x_{2}} a_{\mathrm{e}}^{l}=\tilde{\Theta}_{x_{2}} \circ \Delta a_{\mathrm{e}}^{l}=\left(\tilde{\theta}_{x_{2}} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\theta}_{x_{2}}+\tilde{\theta}_{x_{1}} \otimes A_{\mathrm{e}}^{(1)}\right) \circ \Delta a_{\mathrm{e}}^{l}$
$=a_{x_{2}}^{l} \otimes \mathbf{1}+\mathbf{1} \otimes a_{x_{2}}^{l}+a_{x_{1}}^{l} \otimes a_{\mathrm{e}}^{1}+\sum_{k=1}^{l-1} a_{x_{2}}^{k} \otimes a_{\mathrm{e}}^{l-k}+\sum_{k=1}^{l-1} a_{\mathrm{e}}^{k} \otimes a_{x_{2}}^{l-k}+\sum_{k=1}^{l-1} a_{x_{1}}^{k} \otimes a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{l-k}$.

The coproduct of a general $a_{x_{i}}^{l}$ is

$$
\begin{align*}
\Delta a_{x_{i}}^{l}= & \Delta \circ \tilde{\theta}_{x_{i}} a_{\mathrm{e}}^{l}=\tilde{\Theta}_{x_{i}} \circ \Delta a_{\mathrm{e}}^{l}=\left(\tilde{\theta}_{x_{i}} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\theta}_{x_{i}}+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)}\right) \circ \Delta a_{\mathrm{e}}^{l} \\
= & a_{x_{i}}^{l} \otimes \mathbf{1}+\mathbf{1} \otimes a_{x_{i}}^{l}+\sum_{j=1}^{i-1} a_{x_{j}}^{l} \otimes a_{\mathrm{e}}^{i-j}+\sum_{k=1}^{l-1} a_{x_{i}}^{k} \otimes a_{\mathrm{e}}^{l-k}+\sum_{k=1}^{l-1} a_{\mathrm{e}}^{k} \otimes a_{x_{i}}^{l-k} \\
& +\sum_{j=1}^{i-1} \sum_{k=1}^{l-1} a_{x_{j}}^{k} \otimes a_{\mathrm{e}}^{i-j} a_{\mathrm{e}}^{l-k} . \tag{21}
\end{align*}
$$

Observe that the grading is preserved. A few examples may be helpful
$\Delta^{\prime} a_{x_{1}}^{2}=a_{x_{1}}^{1} \otimes a_{\mathrm{e}}^{1}+a_{\mathrm{e}}^{1} \otimes a_{x_{1}}^{1}$
$\Delta^{\prime} a_{x_{2}}^{1}=a_{x_{1}}^{1} \otimes a_{\mathrm{e}}^{1}$
$\Delta^{\prime} a_{x_{2}}^{2}=a_{x_{1}}^{2} \otimes a_{\mathrm{e}}^{1}+a_{x_{2}}^{1} \otimes a_{\mathrm{e}}^{1}+a_{\mathrm{e}}^{1} \otimes a_{x_{2}}^{1}+a_{x_{1}}^{1} \otimes a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}$
$\Delta^{\prime} a_{x_{3}}^{1}=a_{x_{1}}^{1} \otimes a_{\mathrm{e}}^{2}+a_{x_{2}}^{1} \otimes a_{\mathrm{e}}^{1}$
$\Delta^{\prime} a_{x_{3}}^{2}=a_{x_{1}}^{2} \otimes a_{\mathrm{e}}^{2}+a_{x_{2}}^{2} \otimes a_{\mathrm{e}}^{1}+a_{x_{3}}^{1} \otimes a_{\mathrm{e}}^{1}+a_{\mathrm{e}}^{1} \otimes a_{x_{3}}^{1}+a_{x_{1}}^{1} \otimes a_{\mathrm{e}}^{2} a_{\mathrm{e}}^{1}+a_{x_{2}}^{1} \otimes a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}$,
where $\Delta^{\prime} a_{\eta}^{l}:=\Delta a_{\eta}^{l}-a_{\eta}^{l} \otimes \mathbf{1}-\mathbf{1} \otimes a_{\eta}^{l}$ is the reduced coproduct. For the element $a_{x_{2} x_{1}}^{l}$ one finds the following coproduct

$$
\begin{aligned}
& \Delta a_{x_{2} x_{1}}^{l}=\Delta \circ \tilde{\theta}_{x_{1}} \tilde{\theta}_{x_{2}} a_{\mathrm{e}}^{l}=\tilde{\Theta}_{x_{1}} \tilde{\Theta}_{x_{2}} \circ \Delta a_{\mathrm{e}}^{l} \\
& =a_{x_{2} x_{1}}^{l} \otimes \mathbf{1}+\mathbf{1} \otimes a_{x_{2} x_{1}}^{l}+a_{x_{1}}^{l} \otimes a_{x_{1}}^{1}+a_{x_{1} x_{1}}^{l} \otimes a_{\mathrm{e}}^{1}+\sum_{k=1}^{l-1} a_{x_{2} x_{1}}^{k} \otimes a_{\mathrm{e}}^{l-k} \\
& +\sum_{k=1}^{l-1} a_{x_{1}}^{k} \otimes a_{x_{2}}^{l-k}+\sum_{k=1}^{l-1} a_{x_{1} x_{1}}^{k} \otimes a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{l-k}+\sum_{k=1}^{l-1} a_{x_{2}}^{k} \otimes a_{x_{1}}^{l-k}+\sum_{k=1}^{l-1} a_{\mathrm{e}}^{k} \otimes a_{x_{2} x_{1}}^{l-k} \\
& +\sum_{k=1}^{l-1} a_{x_{1}}^{k} \otimes a_{x_{1}}^{1} a_{\mathrm{e}}^{l-k}+\sum_{k=1}^{l-1} a_{x_{1}}^{k} \otimes a_{\mathrm{e}}^{1} a_{x_{1}}^{l-k}
\end{aligned}
$$

The general formula for words of length two is

$$
\begin{aligned}
& \Delta a_{x_{j} x_{i}}^{l}=\Delta \circ \tilde{\theta}_{x_{i}} \tilde{\theta}_{x_{j}} a_{\mathrm{e}}^{l}=\tilde{\Theta}_{x_{i}} \tilde{\Theta}_{x_{j}} \circ \Delta a_{\mathrm{e}}^{l} \\
& =a_{x_{j} x_{i}}^{l} \otimes \mathbf{1}+\mathbf{1} \otimes a_{x_{j} x_{i}}^{l}+\sum_{n=1}^{j-1} a_{x_{n} x_{i}}^{l} \otimes a_{\mathrm{e}}^{j-n}+\sum_{n=1}^{j-1} a_{x_{n}}^{l} \otimes a_{x_{i}}^{j-n}+\sum_{s=1}^{i-1} a_{x_{j} x_{s}}^{l} \otimes a_{\mathrm{e}}^{i-s} \\
& +\sum_{s=1}^{i-1} \sum_{n=1}^{j-1} a_{x_{n} x_{s}}^{l} \otimes a_{\mathrm{e}}^{i-s} a_{\mathrm{e}}^{j-n}+\sum_{k=1}^{l-1} a_{x_{j} x_{i}}^{k} \otimes a_{\mathrm{e}}^{l-k}+\sum_{k=1}^{l-1} a_{x_{i}}^{k} \otimes a_{x_{j}}^{l-k}+\sum_{n=1}^{j-1} \sum_{k=1}^{l-1} a_{x_{n} x_{i}}^{k} \otimes a_{\mathrm{e}}^{j-n} a_{\mathrm{e}}^{l-k} \\
& +\sum_{k=1}^{l-1} a_{x_{j}}^{k} \otimes a_{x_{i}}^{l-k}+\sum_{k=1}^{l-1} a_{\mathrm{e}}^{k} \otimes a_{x_{j} x_{i}}^{l-k}+\sum_{n=1}^{j-1} \sum_{k=1}^{l-1} a_{x_{n}}^{k} \otimes a_{x_{i}}^{j-n} a_{\mathrm{e}}^{l-k}+\sum_{n=1}^{j-1} \sum_{k=1}^{l-1} a_{x_{n}}^{k} \otimes a_{\mathrm{e}}^{j-n} a_{x_{i}}^{l-k} \\
& +\sum_{s=1}^{i-1} \sum_{k=1}^{l-1} a_{x_{j} x_{s}}^{k} \otimes a_{\mathrm{e}}^{i-s} a_{\mathrm{e}}^{l-k}+\sum_{s=1}^{i-1} \sum_{k=1}^{l-1} a_{x_{s}}^{k} \otimes a_{\mathrm{e}}^{i-s} a_{x_{j}}^{l-k}+\sum_{s=1}^{i-1} \sum_{n=1}^{j-1} \sum_{k=1}^{l-1} a_{x_{n} x_{s}}^{k} \otimes a_{\mathrm{e}}^{i-s} a_{\mathrm{e}}^{j-n} a_{\mathrm{e}}^{l-k} .
\end{aligned}
$$

The coproduct is then extended multiplicatively to all of $H^{(\bar{m})}$ and $\Delta(\mathbf{1}):=\mathbf{1} \otimes \mathbf{1}$.
Theorem $6 H^{(\bar{m})}$ is a connected graded commutative non-cocommutative Hopf algebra with unit map $u: \mathbb{K} \rightarrow H^{(\bar{m})}$, counit $\epsilon: H^{(\bar{m})} \rightarrow \mathbb{K}$ and coproduct $\Delta: H^{(\bar{m})} \rightarrow H^{(\bar{m})} \otimes H^{(\bar{m})}$

$$
\begin{equation*}
\Delta a_{\eta}^{k}=\tilde{\Theta}_{\eta} \circ \Delta a_{\mathrm{e}}^{k} \tag{22}
\end{equation*}
$$

Proof $H^{(\bar{m})}=\bigoplus_{n \geq 0} H_{n}^{(\bar{m})}$ is connected graded and commutative by construction. In addition, it is clear that the coproduct is non-cocommutative. What is left to be shown is coassociativity. This is done by first proving the claim for $a_{\mathrm{e}}^{l}$, which follows from the identity

$$
\sum_{k=1}^{l-1} \sum_{p=1}^{k-1} a_{\mathrm{e}}^{p} \otimes a_{\mathrm{e}}^{k-p} \otimes a_{\mathrm{e}}^{l-k}=\sum_{k=1}^{l-1} \sum_{p=1}^{l-k-1} a_{\mathrm{e}}^{k} \otimes a_{\mathrm{e}}^{p} \otimes a_{\mathrm{e}}^{l-k-p}
$$

From $\Delta\left(a_{\eta x_{i}}^{k}\right)=\Delta \circ \tilde{\theta}_{x_{i}}\left(a_{\eta}^{k}\right)=\tilde{\Theta}_{x_{i}} \circ \Delta\left(a_{\eta}^{k}\right)$ it follows that

$$
(\Delta \otimes \mathrm{id}) \circ \Delta\left(a_{\eta x_{i}}^{k}\right)=(\Delta \otimes \mathrm{id}) \circ \tilde{\Theta}_{x_{i}} \circ \Delta\left(a_{\eta}^{k}\right)
$$

$$
\begin{aligned}
& =\left(\Delta \circ \tilde{\theta}_{x_{i}} \otimes \mathrm{id}+\mathrm{id} \otimes \mathrm{id} \otimes \tilde{\theta}_{x_{i}}+\sum_{j=1}^{i-1} \Delta \circ \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)}\right) \circ \Delta\left(a_{\eta}^{k}\right) \\
& =\left(\tilde{\Theta}_{x_{i}} \otimes \mathrm{id}+\mathrm{id} \otimes \mathrm{id} \otimes \tilde{\theta}_{x_{i}}+\sum_{j=1}^{i-1} \tilde{\Theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)}\right)(\Delta \otimes \mathrm{id}) \circ \Delta\left(a_{\eta}^{k}\right) \\
& =\left(\tilde{\theta}_{x_{i}} \otimes \mathrm{id} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\theta}_{x_{i}} \otimes \mathrm{id}+\mathrm{id} \otimes \mathrm{id} \otimes \tilde{\theta}_{x_{i}}\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)} \otimes \mathrm{id}+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes \mathrm{id} \otimes A_{\mathrm{e}}^{(i-j)} \\
& \left.+\sum_{j=1}^{i-1} \mathrm{id} \otimes \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)}+\sum_{j=1}^{i-1} \sum_{k=1}^{j-1} \tilde{\theta}_{x_{k}} \otimes A_{\mathrm{e}}^{(j-k)} \otimes A_{\mathrm{e}}^{(i-j)}\right)(\mathrm{id} \otimes \Delta) \circ \Delta\left(a_{\eta}^{k}\right) \\
& =\left(\tilde{\theta}_{x_{i}} \otimes \mathrm{id} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\Theta}_{x_{i}}+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes\left(A_{\mathrm{e}}^{(i-j)} \otimes \mathrm{id}+\mathrm{id} \otimes A_{\mathrm{e}}^{(i-j)}\right)\right. \\
& \left.+\sum_{j=1}^{i-1} \sum_{k=1}^{j-1} \tilde{\theta}_{x_{k}} \otimes A_{\mathrm{e}}^{(j-k)} \otimes A_{\mathrm{e}}^{(i-j)}\right)(\mathrm{id} \otimes \Delta) \circ \Delta\left(a_{\eta}^{k}\right)
\end{aligned}
$$

As noted above, the last sum can be rewritten as

$$
\sum_{j=1}^{i-1} \sum_{k=1}^{j-1} \tilde{\theta}_{x_{k}} \otimes A_{\mathrm{e}}^{(j-k)} \otimes A_{\mathrm{e}}^{(i-j)}=\sum_{j=1}^{i-2} \sum_{k=1}^{i-j-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(k)} \otimes A_{\mathrm{e}}^{(i-j-k)}
$$

so that

$$
\begin{aligned}
& \left(\tilde{\theta}_{x_{i}} \otimes \mathrm{id} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\Theta}_{x_{i}}+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes\left(A_{\mathrm{e}}^{(i-j)} \otimes \mathrm{id}+\mathrm{id} \otimes A_{\mathrm{e}}^{(i-j)}\right)\right. \\
& \left.+\sum_{j=1}^{i-1} \sum_{k=1}^{j-1} \tilde{\theta}_{x_{k}} \otimes A_{\mathrm{e}}^{(j-k)} \otimes A_{\mathrm{e}}^{(i-j)}\right)(\mathrm{id} \otimes \Delta) \circ \Delta\left(a_{\eta}^{k}\right) \\
& =\left(\tilde{\theta}_{x_{i}} \otimes \mathrm{id} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\Theta}_{x_{i}}\right. \\
& \left.+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes\left(A_{\mathrm{e}}^{(i-j)} \otimes \mathrm{id}+\mathrm{id} \otimes A_{\mathrm{e}}^{(i-j)}+\sum_{k=1}^{i-j-1} A_{\mathrm{e}}^{(k)} \otimes A_{\mathrm{e}}^{(i-j-k)}\right)\right)(\mathrm{id} \otimes \Delta) \circ \Delta\left(a_{\eta}^{k}\right) \\
& =(\mathrm{id} \otimes \Delta) \circ\left(\tilde{\theta}_{x_{i}} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\theta}_{x_{i}}+\sum_{j=1}^{i-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{(i-j)}\right) \circ \Delta\left(a_{\eta}^{k}\right) \\
& =(\mathrm{id} \otimes \Delta) \circ \Delta\left(a_{\eta x_{i}}^{k}\right) .
\end{aligned}
$$

The following was also used in the calculation above

$$
\Delta \circ A_{\mathrm{e}}^{(i-j)}=\left(A_{\mathrm{e}}^{(i-j)} \otimes \mathrm{id}+\mathrm{id} \otimes A_{\mathrm{e}}^{(i-j)}+\sum_{k=1}^{i-j-1} A_{\mathrm{e}}^{(k)} \otimes A_{\mathrm{e}}^{(i-j-k)}\right) \circ \Delta
$$

which follows from $A_{\mathrm{e}}^{(l)} a_{\eta}^{k}=a_{\mathrm{e}}^{l} a_{\eta}^{k}$ together with the multiplicativity of $\Delta$.

In the following, a variant of Sweedler's notation [40] is used for the reduced coproduct, i.e., $\Delta^{\prime}\left(a_{\eta}^{l}\right)=\sum a_{\eta^{\prime}}^{l^{\prime}} \otimes a_{\eta^{\prime \prime}}^{l^{\prime \prime}}$, as well as for the full coproduct

$$
\Delta\left(a_{\eta}^{l}\right)=\sum a_{\eta_{(1)}}^{l^{\prime}} \otimes a_{\eta_{(2)}}^{l^{\prime \prime}}=a_{\eta}^{l} \otimes \mathbf{1}+\mathbf{1} \otimes a_{\eta}^{l}+\Delta^{\prime}\left(a_{\eta}^{l}\right) .
$$

Connectedness of $H^{(\bar{m})}$ implies for the antipode $S: H^{(\bar{m})} \rightarrow H^{(\bar{m})}$ the well known recursions

$$
\begin{equation*}
S a_{\eta}^{l}=-a_{\eta}^{l}-\sum S\left(a_{\eta^{\prime}}^{l^{\prime}}\right) a_{\eta^{\prime \prime}}^{l^{\prime \prime}}=-a_{\eta}^{l}-\sum a_{\eta^{\prime}}^{l^{\prime}} S\left(a_{\eta^{\prime \prime}}^{l^{\prime \prime}}\right) \tag{23}
\end{equation*}
$$

A few examples are given first. Coproduct (19) implies for the elements $a_{\mathrm{e}}^{k}$ that

$$
\begin{equation*}
S a_{\mathrm{e}}^{k}=-a_{\mathrm{e}}^{k}+\sum_{i=2}^{k}(-1)^{i} \sum_{\substack{p_{1}+\cdots+p_{i}=k \\ p_{j}>0}} a_{\mathrm{e}}^{p_{1}} \cdots a_{\mathrm{e}}^{p_{i}} . \tag{24}
\end{equation*}
$$

For example,

$$
S a_{\mathrm{e}}^{1}=-a_{\mathrm{e}}^{1}, \quad S a_{\mathrm{e}}^{2}=-a_{\mathrm{e}}^{2}+a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}, \quad S a_{\mathrm{e}}^{3}=-a_{\mathrm{e}}^{3}+2 a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{2}-a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}
$$

The following examples are given for comparison with (12):

$$
\begin{aligned}
S a_{x_{1}}^{1}= & -a_{x_{1}}^{1} \\
S a_{x_{2}}^{1}= & -a_{x_{2}}^{1}+a_{x_{1}}^{1} a_{\mathrm{e}}^{1} \\
S a_{x_{3}}^{1}= & -a_{x_{3}}^{1}+a_{x_{1}}^{1} a_{\mathrm{e}}^{2}-a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}+a_{x_{2}}^{1} a_{\mathrm{e}}^{1} \\
S a_{x_{1}}^{2}= & -a_{x_{1}}^{2}+2 a_{x_{1}}^{1} a_{\mathrm{e}}^{1} \\
S a_{x_{2}}^{2}= & -a_{x_{2}}^{2}+a_{x_{1}}^{2} a_{\mathrm{e}}^{1}-2 a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}+2 a_{x_{2}}^{1} a_{\mathrm{e}}^{1} \\
S a_{x_{3}}^{2}= & -a_{x_{3}}^{2}+2 a_{x_{3}}^{1} a_{\mathrm{e}}^{1}-2 a_{x_{2}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}+a_{x_{2}}^{2} a_{\mathrm{e}}^{1}-a_{x_{1}}^{2} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}+a_{x_{1}}^{2} a_{\mathrm{e}}^{2} \\
& -2 a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{2}+2 a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}
\end{aligned}
$$

The next theorem uses the coproduct formula (20) to provide a simple formula for the antipode of $H^{(\bar{m})}$.
Theorem 7 For any nonempty word $\eta=x_{i_{1}} \cdots x_{i_{l}} \in X^{*}$, the antipode $S: H^{(\bar{m})} \rightarrow$ $H^{(\bar{m})}$ can be written as

$$
\begin{equation*}
S a_{\eta}^{k}=\tilde{\Theta}_{\eta}^{\prime}\left(S a_{\mathrm{e}}^{k}\right) \tag{25}
\end{equation*}
$$

where $\tilde{\Theta}_{\eta}^{\prime}:=\tilde{\theta}_{x_{i_{l}}}^{\prime} \circ \cdots \circ \tilde{\theta}_{x_{i_{1}}}^{\prime}$ with

$$
\tilde{\theta}_{x_{l}}^{\prime}:=\tilde{\theta}_{x_{l}}+\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) \tilde{\theta}_{x_{j}} .
$$

For instance, calculating

$$
\tilde{\Theta}_{x_{1}}^{\prime}\left(S a_{\mathrm{e}}^{3}\right)=\tilde{\theta}_{x_{1}}\left(-a_{\mathrm{e}}^{3}+2 a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{2}-a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}\right)=-a_{x_{1}}^{3}+2 a_{x_{1}}^{1} a_{\mathrm{e}}^{2}+2 a_{\mathrm{e}}^{1} a_{x_{1}}^{2}-3 a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}
$$

which coincides with $S a_{x_{1}}^{3}$. Another example is

$$
\tilde{\Theta}_{x_{2}}^{\prime}\left(S a_{\mathrm{e}}^{2}\right)=\left(\tilde{\theta}_{x_{2}}+S\left(a_{\mathrm{e}}^{1}\right) \tilde{x}_{x_{1}}\right)\left(-a_{\mathrm{e}}^{2}+a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1}\right)=-a_{x_{2}}^{2}+2 a_{x_{2}}^{1} a_{\mathrm{e}}^{1}+a_{x_{1}}^{2} a_{\mathrm{e}}^{1}-2 a_{x_{1}}^{1} a_{\mathrm{e}}^{1} a_{\mathrm{e}}^{1} .
$$

Proof The proof follows by a nested induction using the weight of the root index and word length. First, formula (25) is shown to hold for words of length one. Note that the recursions (23) can be written in terms of the convolution product, i.e., $-S=P * S=S * P$, which is defined in terms of the coproduct (22)

$$
S=-m_{H^{(\bar{n})}} \circ(P \otimes S) \circ \Delta=-m_{H^{(\bar{m})}} \circ(S \otimes P) \circ \Delta .
$$

Here $m_{H^{(\bar{m})}}$ denotes the product in $H^{(\bar{m})}$ and $P:=\mathrm{id}-u \circ \epsilon$ is the projector that maps the unit $\mathbf{1}$ in $H^{(\bar{m})}$ to zero and reduces to the identity on $H_{+}^{(\bar{m})}=\bigoplus_{n>0} H_{n}^{(\bar{m})}$. Formula (25) applied to $a_{x_{l}}^{1}$ gives

$$
\tilde{\Theta}_{x_{l}}^{\prime}\left(S a_{\mathrm{e}}^{1}\right)=\left(\tilde{\theta}_{x_{l}}+\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) \tilde{\theta}_{x_{j}}\right) S a_{\mathrm{e}}^{1}=-a_{x_{l}}^{1}-\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) a_{x_{j}}^{1},
$$

where (24) was used. This coincides with

$$
\begin{aligned}
S a_{x_{l}}^{1} & =-m_{H^{(\bar{m})}} \circ(P \otimes S) \circ \Delta a_{x_{l}}^{1} \\
& =-m_{H^{(\bar{m})}} \circ(P \otimes S)\left(a_{x_{l}}^{1} \otimes \mathbf{1}+\mathbf{1} \otimes a_{x_{l}}^{1}+\sum_{j=1}^{l-1} a_{x_{j}}^{1} \otimes a_{\mathrm{e}}^{l-j}\right) \\
& =-a_{x_{l}}^{1}-\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) a_{x_{j}}^{1} .
\end{aligned}
$$

Now (25) applied to $a_{x_{l}}^{k}$ gives

$$
\begin{aligned}
\tilde{\Theta}_{x_{l}}^{\prime}\left(S a_{\mathrm{e}}^{k}\right)= & \left(\tilde{\theta}_{x_{l}}+\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) \tilde{\theta}_{x_{j}}\right) S a_{\mathrm{e}}^{k} \\
= & \left(\tilde{\theta}_{x_{l}}+\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) \tilde{\theta}_{x_{j}}\right)\left(-a_{\mathrm{e}}^{k}-\sum_{w=1}^{k-1} a_{\mathrm{e}}^{w} S a_{\mathrm{e}}^{k-w}\right) \\
= & -a_{x_{l}}^{k}-\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) a_{x_{j}}^{k}-\sum_{w=1}^{k-1} a_{x_{l}}^{w} S a_{\mathrm{e}}^{k-w}-\sum_{j=1}^{l-1} \sum_{w=1}^{k-1} a_{x_{j}}^{w} S\left(a_{\mathrm{e}}^{l-j}\right) S\left(a_{\mathrm{e}}^{k-w}\right) \\
& -\sum_{w=1}^{k-1} a_{\mathrm{e}}^{w} \tilde{\Theta}_{x_{l}}^{\prime} S a_{\mathrm{e}}^{k-w} .
\end{aligned}
$$

Using the induction hypothesis on the last term, namely, $\tilde{\Theta}_{x_{l}}^{\prime} S a_{\mathrm{e}}^{k-w}=S a_{x_{l}}^{k-w}$, gives

$$
\begin{aligned}
\tilde{\Theta}_{x_{l}}^{\prime}\left(S a_{\mathrm{e}}^{k}\right)= & -a_{x_{l}}^{k}-\sum_{j=1}^{l-1} S\left(a_{\mathrm{e}}^{l-j}\right) a_{x_{j}}^{k}-\sum_{w=1}^{k-1} a_{x_{l}}^{w} S a_{\mathrm{e}}^{k-w}-\sum_{j=1}^{l-1} \sum_{w=1}^{k-1} a_{x_{j}}^{w} S\left(a_{\mathrm{e}}^{l-j}\right) S\left(a_{\mathrm{e}}^{k-w}\right) \\
& -\sum_{w=1}^{k-1} a_{\mathrm{e}}^{w} S a_{x_{l}}^{k-w} .
\end{aligned}
$$

This coincides with the antipode computed via the coproduct in (21) since

$$
\begin{aligned}
S a_{x_{l}}^{k}= & -m_{H^{(\bar{m})}} \circ(P \otimes S) \circ \Delta a_{x_{l}}^{k} \\
= & -m_{H^{(\bar{m})}} \circ(P \otimes S)\left(a_{x_{l}}^{k} \otimes \mathbf{1}+\mathbf{1} \otimes a_{x_{l}}^{k}+\sum_{j=1}^{l-1} a_{x_{j}}^{k} \otimes a_{\mathrm{e}}^{l-j}\right. \\
& \left.+\sum_{w=1}^{k-1} a_{x_{l}}^{w} \otimes a_{\mathrm{e}}^{k-w}+\sum_{j=1}^{l-1} \sum_{w=1}^{k-1} a_{x_{j}}^{w} \otimes a_{\mathrm{e}}^{l-j} a_{\mathrm{e}}^{k-w}+\sum_{w=1}^{k-1} a_{\mathrm{e}}^{w} \otimes a_{x_{l}}^{k-w}\right) .
\end{aligned}
$$

Now suppose (25) holds for all words $v \in X^{*}$ up to length $|\nu|=n-1$. The final step is to consider $a_{\eta}^{l}$, where $\eta=x_{i_{1}} \cdots x_{i_{n}}=\bar{\eta} x_{i_{n}}$, i.e., $|\eta|=n$, and $l \in[\bar{m}]$. Observe

$$
\begin{aligned}
\tilde{\Theta}_{\eta}^{\prime}\left(a_{\mathrm{e}}^{l}\right) & =\tilde{\Theta}_{x_{i_{n}}}^{\prime} S\left(a_{\bar{\eta}}^{l}\right) \\
& =-\tilde{\Theta}_{x_{i_{n}}}^{\prime} m_{H^{(\bar{m})}} \circ(P \otimes S) \circ \Delta a_{\bar{\eta}}^{l} \\
& =-m_{H^{(\bar{m})}}^{l} \circ\left(\left(\tilde{\Theta}_{x_{i_{n}}}^{\prime} \otimes \mathrm{id}+\mathrm{id} \otimes \tilde{\Theta}_{x_{i_{n}}}^{\prime}\right) \circ(P \otimes S)\right) \circ \Delta a_{\bar{\eta}}^{l}
\end{aligned}
$$

$$
\begin{aligned}
& =-m_{H^{(\bar{m})}} \circ\left(P \circ \tilde{\Theta}_{x_{i_{n}}}^{\prime} \otimes S+P \otimes \tilde{\Theta}_{x_{i_{n}}}^{\prime} \circ S\right) \circ \Delta a_{\bar{\eta}}^{l} \\
& =-m_{H^{(\bar{m})}} \circ\left(P \circ \tilde{\theta}_{x_{i_{n}}} \otimes S+P \circ \sum_{j=1}^{i_{n}-1} S\left(a_{\mathrm{e}}^{i_{n}-j}\right) \tilde{\theta}_{x_{j}} \otimes S+P \otimes S \circ \tilde{\theta}_{x_{n}}\right) \circ \Delta a_{\tilde{\eta}}^{l} \\
& =-m_{H^{(\bar{m})}} \circ\left((P \otimes S) \circ\left(\tilde{\theta}_{x_{i_{n}}} \otimes \mathrm{id}+\sum_{j=1}^{i_{n}-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{\left(i_{n}-j\right)}+\mathrm{id} \otimes \tilde{\theta}_{x_{i_{n}}}\right)\right) \circ \Delta a_{\bar{\eta}}^{l} \\
& =-m_{H^{(\bar{m})}} \circ(P \otimes S) \circ \tilde{\Theta}_{x_{i_{n}}} \circ \Delta a_{\bar{\eta}}^{l} \\
& =-m_{H^{(\bar{m})}} \circ(P \otimes S) \circ \Delta a_{\eta}^{l}=S a_{\eta}^{l} .
\end{aligned}
$$

The third equality above came from the fact that $\tilde{\Theta}_{x_{i_{n}}}^{\prime}$ is a sum of derivations. The fourth equality is a consequence of the identity $P \circ \tilde{\theta}_{x_{i_{n}}}=\tilde{\theta}_{x_{i_{n}}} \circ P$. The step from the fourth to the fifth equality used the induction hypothesis to get $P \otimes \tilde{\Theta}_{x_{i_{n}}}^{\prime} \circ S=$ $P \otimes S \circ \tilde{\theta}_{x_{i_{n}}}$, which holds due to the projector $P$ being on the left-hand side. In addition, the following identity was used:
$m_{H^{(\bar{m})}} \circ\left(P \circ \sum_{j=1}^{i_{n}-1} S\left(a_{\mathrm{e}}^{i_{n}-j}\right) \tilde{\theta}_{x_{j}} \otimes S\right) \circ \Delta=m_{H^{(\bar{m})}} \circ\left((P \otimes S) \circ \sum_{j=1}^{i_{n}-1} \tilde{\theta}_{x_{j}} \otimes A_{\mathrm{e}}^{\left(i_{n}-j\right)}\right) \circ \Delta$,
which holds due to $S$ being an algebra morphism.
The final result is evident from the fact that the feedback structures in Figs. 1 and 2 coincide when condition (15) holds with $m=2$.

Corollary 3 For the alphabet $X:=\left\{x_{1}, x_{2}\right\}$ the Hopf algebra $H^{(1)}$ coincides with the Faà di Bruno-type Hopf algebra for single-input, single-output (SISO) output feedback given in [20, 23, 26].

## 5 Sufficient Condition for a Center of the Abel Equation

Consider first a new sufficient condition for a center inspired by viewing the Abel equation in terms of a feedback connection as described in Sect. 3.

Theorem 8 Let $v_{1}, v_{2}, \ldots, v_{m} \in L_{1}[0, \omega]$ and $m \geq 2$ be fixed. Then the $m+1$ degree Abel equation (4) has a center at $z=0$ if there exists an $R>0$ such that for
every $r<R$ the system of equations

$$
\begin{align*}
v_{1}(t) & =u_{1}(t)-\frac{r u_{2}(t)}{1-r E_{x_{1}}[u](t)}  \tag{26a}\\
v_{2}(t) & =u_{2}(t)-\frac{r u_{3}(t)}{1-r E_{x_{1}}[u](t)}  \tag{26b}\\
& \vdots \\
v_{m-1}(t) & =u_{m-1}(t)-\frac{r u_{m}(t)}{1-r E_{x_{1}}[u](t)}  \tag{26c}\\
v_{m}(t) & =u_{m}(t) \tag{26d}
\end{align*}
$$

has a solution $u_{1}, u_{2}, \ldots, u_{m} \in L_{1}[0, \omega]$ with $E_{x_{1}}[u](t):=\int_{0}^{t} u_{1}(\tau) d \tau<1 / r$ on the interval $[0, \omega]$ and $E_{x_{1}}[u](\omega)=0$.

Proof The claim is proved by showing that if the system (26) has the solution $u_{1}$, $u_{2}, \ldots, u_{m}$ then the Abel equation (4) with $z(0)=r<R$ has the solution

$$
z(t)=\frac{r}{1-r E_{x_{1}}[u](t)} .
$$

In which case, $z(0)=z(\omega)=r$ for all $r<R$ so that $z=0$ is a center.
Consider the case where $m=2$ for simplicity. The proposed solution for (4) can be checked by direct substitution. That is,

$$
\dot{z}(t)=\frac{r^{2}}{\left(1-r E_{x_{1}}[u](t)\right)^{2}} u_{1}(t)
$$

so that

$$
\begin{aligned}
v_{1}(t) z^{2}(t)+v_{2}(t) z^{3}(t)= & {\left[u_{1}(t)-\frac{r u_{2}(t)}{1-r E_{x_{1}}[u](t)}\right]\left[\frac{r}{1-r E_{x_{1}}[u](t)}\right]^{2}+} \\
& u_{2}(t)\left[\frac{r}{1-r E_{x_{1}}[u](t)}\right]^{3} \\
= & \frac{r^{2}}{\left(1-r E_{x_{1}}[u](t)\right)^{2}} u_{1}(t)
\end{aligned}
$$

as expected.
Recall it was shown in Theorem 5 where $z(0)=1$ that $z(t)=F_{c_{A, m}}[v](t)=$ $1 /\left(1-E_{x_{1}}[u](t)\right)$. So for sufficiently small $R>0$ and given any $r<R$ the solution
to Eq. (4) with $z(0)=r$ can be written in the form

$$
z(t)=r \sum_{n=1}^{\infty} F_{c_{A, m}(n)}[v](t) r^{n}=r \sum_{n=1}^{\infty} F_{r^{n} c_{A, m}(n)}[v](t)=: r \sum_{n=1}^{\infty} F_{c_{A, m}^{\prime}(n)}[v](t) .
$$

So letting $c_{A, m}^{\prime}:=\sum_{n=1}^{\infty} c_{A, m}^{\prime}(n)$, the composition condition (5) ensures periodic solutions because

$$
\begin{aligned}
z(\omega) & =r F_{c_{A, m}^{\prime}}[v](\omega)=r \sum_{\eta \in X^{*}}\left\langle c_{A, m}^{\prime}, \eta\right\rangle E_{\eta}[v](\omega) \\
& =r \sum_{\eta \in X^{*}}\left\langle c_{A, m}^{\prime}, \eta\right\rangle E_{\eta}[\bar{v}](q(\omega))=r \sum_{\eta \in X^{*}}\left\langle c_{A, m}^{\prime}, \eta\right\rangle E_{\eta}[\bar{v}](q(0)) \\
& =r E_{\emptyset}[\bar{v}](q(0))=r=z(0),
\end{aligned}
$$

using the fact that $E_{\eta}[\bar{v}](q(0))=0$ for all $\eta \neq \emptyset$. Put another way, the composition condition gives periodic solutions by simply ensuring that $E_{\eta}[v](\omega)=0$ for every nonempty word $\eta \in X^{*}$. In which case, it is immediate from the shuffle identity $x_{i}{ }^{\omega k}=k!x_{i}^{k}$ that the moment conditions with respect to $v$

$$
\int_{0}^{\omega} v_{i}(\tau) E_{x_{1}}^{k}[v](\tau) d \tau=k!E_{x_{i} x_{1}^{k}}[v](\omega)=0, \quad i=2,3, \ldots, m, \quad k \geq 0
$$

are satisfied. It is known for polynomial $v_{i}$, however, that the moment conditions do not imply the composition condition [22]. The following theorem indicates a condition under which the two conditions are satisfied with respect to the $u_{i}$ functions.

Theorem 9 Suppose the $v_{1}, v_{2}, \ldots, v_{m} \in L_{1}[0, \omega]$ satisfy the composition condition. Let $u_{1}, u_{2}, \ldots, u_{m} \in L_{1}[0, \omega]$ be any solution to (26) with $E_{x_{1}}[u](t):=$ $\int_{0}^{t} u_{1}(\tau) d \tau<1 / r$ on the interval $[0, \omega]$. Then the composition condition and the moment conditions with respect to the $u_{i}$ are equivalent.

Proof Integrating both sides of (26) over [0, $\omega$ ] gives

$$
\begin{aligned}
E_{x_{i}}[v](\omega) & =E_{x_{i}}[u](\omega)-r \sum_{k=0}^{\infty} r^{k} \int_{0}^{\omega} u_{i+1}(t) E_{x_{1}}^{k}[u](\tau) d \tau \\
& =E_{x_{i}}[u](\omega)-r \sum_{k=0}^{\infty} r^{k} k!E_{x_{i+1} k_{1}^{k}}[u](\omega)
\end{aligned}
$$

for $i=1,2, \ldots, m-1$ with $E_{x_{m}}[v](\omega)=E_{x_{m}}[u](\omega)$. Therefore, if the $v_{i}$ satisfy the composition condition then the left-hand side of this equation is zero. In which case, the claim follows immediately.
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# Continuous-Time Autoregressive Moving-Average Processes in Hilbert Space 

Fred Espen Benth and André Süss


#### Abstract

We introduce the class of continuous-time autoregressive movingaverage (CARMA) processes in Hilbert spaces. As driving noises of these processes we consider Lévy processes in Hilbert space. We provide the basic definitions, show relevant properties of these processes and establish the equivalents of CARMA processes on the real line. Finally, CARMA processes in Hilbert space are linked to the stochastic wave equation and functional autoregressive processes.


## 1 Introduction

Continuous-time autoregressive moving-average processes, or CARMA for short, play an important role in modelling the stochastic dynamics of various phenomena like wind speed, temperature variations and economic indices. For example, based on such models, in [1] the author analyses fixed-income markets while in [8] and [15] the dynamics of weather factors at various locations in Europe and Asia are modelled. Finally, in [5, 7] and [19] continuous-time autoregressive models for commodity markets like power and oil are studied. The versatile class of CARMA processes can flexibly model stationarity, memory and non-Gaussian effects in data in many areas in natural science, engineering and economics.

CARMA processes constitute the continuous-time version of autoregressive moving-average time series models. In this paper we generalize these processes to a Hilbert space context. Hilbert-valued CARMA processes will form a continuoustime version of functional autoregressive processes studied by [10]. The area of functional data analysis, or the statistics of curves and surfaces, has gained attention

[^48]in recent years (see for example [25] for a thorough review with references). CARMA processes in Hilbert space can be attractive for modeling futures price curves in finance or weather dynamics in continuous space and time. These processes also provide an interesting theoretical tool linking higher-order stochastic partial differential equations to a "multivariate" infinite dimensional dynamics.

The crucial ingredient in the extension of the CARMA dynamics to infinite dimensions is a "multivariate" Ornstein-Uhlenbeck process with values in a Hilbert space. There already exists an analysis of infinite dimensional Lévy-driven OrnsteinUhlenbeck processes, and we refer the reader to the survey [3]. Moreover, matrixvalued operators and their semigroups play an important role. In [14] a detailed semigroup theory for such operators is developed. We review some of the results from [3] and [14] in the context of Hilbert-valued CARMA processes, as well as providing some new results for these processes.

Let us recall the definition of a real-valued CARMA process. We follow [11] and first introduce the multivariate Ornstein-Uhlenbeck process $\{\mathbf{Z}(t)\}_{t \geq 0}$ with values in $\mathbb{R}^{p}$ for $p \in \mathbb{N}$ by

$$
\begin{equation*}
\mathrm{d} \mathbf{Z}(t)=C_{p} \mathbf{Z}(t) \mathrm{d} t+\mathbf{e}_{p} \mathrm{~d} L(t), \mathbf{Z}(0)=\mathbf{Z}_{0} \in \mathbb{R}^{p} \tag{1}
\end{equation*}
$$

Here, $L$ is a one-dimensional square integrable Lévy process with zero mean defined on a complete probability space $(\Omega, \mathscr{F}, P)$ with filtration $\mathscr{F}=\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$, satisfying the usual hypotheses. Furthermore, $\mathbf{e}_{i}$ is the $i$ th canonical unit vector in $\mathbb{R}^{p}, i=$ $1, \ldots, p$. The $p \times p$ matrix $C_{p}$ takes the particular form

$$
C_{p}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0  \tag{2}\\
0 & 0 & 10 \ldots & 0 \\
\cdot & \cdot & \ldots & \cdot \\
. & \cdot & \ldots & \cdot \\
0 & \cdot & \ldots & 1 \\
-\alpha_{p} & -\alpha_{p-1} & \ldots & -\alpha_{1}
\end{array}\right]
$$

for constants $\alpha_{i}>0, i=1, \ldots, p$. ${ }^{1}$
We define a continuous-time autoregressive process of order $p$ by

$$
\begin{equation*}
X(t)=\mathbf{e}_{1}^{\top} \mathbf{Z}(t), t \geq 0, \tag{3}
\end{equation*}
$$

where $\mathbf{x}^{\top}$ means the transpose of $\mathbf{x} \in \mathbb{R}^{p}$. We say that $\{X(t)\}_{t \geq 0}$ is a $\operatorname{CAR}(p)$ process. For $q \in \mathbb{N}$ with $p>q$, we define a $\operatorname{CARMA}(p, q)$-process by

$$
\begin{equation*}
X(t)=\mathbf{b}^{\top} \mathbf{Z}(t), t \geq 0 \tag{4}
\end{equation*}
$$

[^49]where $\mathbf{b} \in \mathbb{R}^{p}$ is the vector $\mathbf{b}=\left(b_{0}, b_{1}, \ldots, b_{q-1}, 1,0, \ldots, 0\right)^{\top} \in \mathbb{R}^{p}$, where $b_{q}=1$ and $b_{i}=0, i=q+1, \ldots, p-1$. Note that $\mathbf{b}=\mathbf{e}_{1}$ yields a $\operatorname{CAR}(p)$-process. Sampling the $\operatorname{CARMA}(p, q)$-process $\{X(t)\}_{t \geq 0}$ on an equidistant discretized time grid we get an (weak) autoregressive moving average time series process (see [8, Eq. (4.17)] for an Euler-Maryuama approximation, yielding an autoregressive moving average time series of order $p, q$.). An explicit dynamics of the $\operatorname{CARMA}(p, q)$-process $\{X(t)\}_{t \geq 0}$ are (see e.g. [9, Lemma 10.1])
\[

$$
\begin{equation*}
X(t)=\mathbf{b}^{\top} \exp \left(t C_{p}\right) \mathbf{Z}_{0}+\int_{0}^{t} \mathbf{b}^{\top} \exp \left((t-s) C_{p}\right) \mathbf{e}_{p} \mathrm{~d} L(s) \tag{5}
\end{equation*}
$$

\]

where $\exp \left(t C_{p}\right)$ is the matrix exponential of $t C_{p}$, the matrix $C_{p}$ multiplied by time $t$.
If $C_{p}$ has only eigenvalues with negative real part, then the process $X$ admits a limiting distribution $\mu_{X}$ with characteristic exponent (see [11])

$$
\widehat{\mu}_{X}(z):=\lim _{t \rightarrow \infty} \log \mathbb{E}\left[\mathrm{e}^{\mathrm{i} z X(t)}\right]=\int_{0}^{\infty} \psi_{L}\left(\mathbf{b}^{\top} \exp \left(s C_{p}\right) \mathbf{e}_{p} z\right) \mathrm{d} s
$$

Here, $\Psi_{L}$ is the log-characteristic function of $L(1)$ (see e.g. [2]) and $\log$ the distinguished logarithm (see e.g. [21, Lemma 7.6]). In particular, if $L=\sigma B$ with $\sigma>0$ constant and $B$ a standard Brownian motion, we find

$$
\widehat{\mu}_{X}(z)=-\frac{1}{2} z^{2} \sigma^{2} \int_{0}^{\infty}\left(\mathbf{b}^{\top} \exp \left(s C_{p}\right) \mathbf{e}_{p}\right)^{2} \mathrm{~d} s
$$

and thus $X$ has a Gaussian limiting distribution $\mu_{X}$ with zero mean and variance $\sigma^{2} \int_{0}^{\infty}\left(\mathbf{b}^{\top} \exp \left(s C_{p}\right) \mathbf{e}_{p}\right)^{2} \mathrm{~d} s$.

When $X$ admits a limiting distribution, we have a stationary representation of the process $X$ such that $X(t) \sim \mu_{X}$ for all $t \in \mathbb{R}$, namely,

$$
\begin{equation*}
X(t)=\int_{-\infty}^{t} \mathbf{b}^{\top} \exp \left((t-s) C_{p}\right) \mathbf{e}_{p} \mathrm{~d} L(s) \tag{6}
\end{equation*}
$$

where $L$ is now a two-sided Lévy process. This links CARMA $(p, q)$-processes to the more general class of Lévy semistationary (LSS) processes, defined in [5] as

$$
\begin{equation*}
X(t):=\int_{-\infty}^{t} g(t-s) \sigma(s) \mathrm{d} L(s) \tag{7}
\end{equation*}
$$

for $g: \mathbb{R}_{+} \rightarrow \mathbb{R}$ being a measurable function and $\sigma$ a predictable process such that $s \mapsto g(t-s) \sigma(s)$ for $s \leq t$ is integrable with respect to $L$. Indeed, LSS processes are again a special case of so-called ambit fields, which are spatio-temporal stochastic processes originally developed in [4] for modelling turbulence. An ambit field in our context can be defined as a real-valued space-time random field $\{X(t, x)\}_{t \geq 0, x \in D}$
of the form

$$
\begin{equation*}
X(t, x)=\int_{-\infty}^{t} \int_{D} g(t, s, x, y) \sigma(s, y) L(\mathrm{~d} y, \mathrm{~d} s) \tag{8}
\end{equation*}
$$

where $D \subset \mathbb{R}^{d}$ is a Borel-measurable subset, $g$ is a measurable real-valued function on $\mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}^{d} \times \mathbb{R}^{d}$ and $\sigma$ is a real-valued predictable random field on $\mathbb{R}_{+} \times \mathbb{R}^{d}$. Furthermore, $L$ is a so-called Lévy basis, which means that it is an independently scattered infinitely divisible random measure on $\mathscr{B}_{b}\left(\mathbb{R}^{d+1}\right)$, the set of bounded Borel sets on $\mathbb{R}^{d+1}$. Under appropriate conditions on $g, \sigma$ and $L$ (see [4] and [24]), the stochastic integral in (7) makes sense as an Itô-type integral.

The infinite dimensional CARMA processes that we are going to define in this paper will form a subclass of ambit fields, as we will see in Sect. 4. We note that CARMA processes with values in $\mathbb{R}^{n}$ have been defined and analysed by [18, 22] and recently in [16]. In [12] we find a definition of multivariate CARMA processes which is related to our infinite dimensional approach.

## 2 Definition of CARMA Processes in Hilbert Space

Given $p \in \mathbb{N}$, and let $H_{i}$ for $i=1, \ldots, p$ be separable Hilbert spaces with inner products denoted by $\langle\cdot, \cdot\rangle_{i}$ and associated norms $|\cdot|_{i}$. We define the product space $H:=H_{1} \times \ldots \times H_{p}$, which is again a separable Hilbert space equipped with the inner product $\langle\mathbf{x}, \mathbf{y}\rangle:=\sum_{i=1}^{p}\left\langle x_{i}, y_{i}\right\rangle_{i}$ and the induced norm denoted $|\cdot|=\sum_{i=1}^{n}|\cdot|_{i}$ for $\mathbf{x}=\left(x_{1}, \ldots, x_{p}\right), \mathbf{y}=\left(y_{1}, \ldots, y_{p}\right) \in H$. The projection operator $\mathscr{P}_{i}: H \rightarrow$ $H_{i}$ is defined as $\mathscr{P}_{i} \mathbf{x}=x_{i}$ for $\mathbf{x} \in H, i=1, \ldots, p$. It is straightforward to see that its adjoint $\mathscr{P}_{i}^{*}: H_{i} \rightarrow H$ is given by $\mathscr{P}_{i}^{*} x=(0, \ldots, 0, x, 0, \ldots, 0)$ for $x \in H_{i}$, where the $x$ appears in the $i$ th coordinate of the vector consisting of $p$ elements. If $U$ and $V$ are two separable Hilbert spaces, we denote $L(U, V)$ the Banach space of bounded linear operators from $U$ to $V$, equipped with the operator norm $\|\cdot\|_{\text {op }}$. The Hilbert-Schmidt norm for operators in $L(U, V)$ is denoted $\|\cdot\|_{\text {HS }}$, and $L_{2}(U, V)$ denotes the space of Hilbert-Schmidt operators. If $U=V$, we simply write $L(U)$ for $L(U, U)$.

Let $A_{i}: H_{p+1-i} \rightarrow H_{p}, i=1, \ldots, p$ be $p$ (unbounded) densely defined linear operators, and $I_{i}: H_{p+2-i} \rightarrow H_{p+1-i}, i=2, \ldots, p$ be another $p-1$ (unbounded) densely defined linear operators. Define the linear operator $\mathscr{C}_{p}: H \rightarrow$ $H$ represented as a $p \times p$ matrix of operators

$$
\mathscr{C}_{p}=\left[\begin{array}{ccccc}
0 & I_{p} & 0 & \ldots & 0  \tag{9}\\
0 & 0 & I_{p-1} & 0 & \ldots \\
0 \\
. & . & . & . & \cdot \\
. & \cdot & . & . & \cdot \\
0 & \cdot & . & . & I_{2} \\
A_{p} & A_{p-1} & . & . & A_{1}
\end{array}\right] .
$$

Since the $A_{i}$ 's and $I_{i}$ 's are densely defined, $\mathscr{C}_{p}$ has domain
$\operatorname{Dom}\left(\mathscr{C}_{p}\right)=\operatorname{Dom}\left(A_{p}\right) \times\left(\operatorname{Dom}\left(A_{p-1}\right) \cap \operatorname{Dom}\left(I_{p}\right)\right) \times \ldots \times\left(\operatorname{Dom}\left(A_{1}\right) \cap \operatorname{Dom}\left(I_{2}\right)\right)$,
which we suppose is dense in $H$. We note in passing that typically, $H_{1}=H_{2}=$ $\ldots=H_{p}$ and $I_{i}=\mathrm{Id}$, the identity operator on $H_{i}, i=1, \ldots, p$. Then $\operatorname{Dom}\left(\mathscr{C}_{p}\right)=$ $\operatorname{Dom}\left(A_{p}\right) \times \operatorname{Dom}\left(A_{p-1}\right) \times \ldots \times \operatorname{Dom}\left(A_{1}\right)$, which is dense in $H$.

A family $\{\mathscr{S}(t)\}_{t \geq 0} \subset L(H)$ of operators is said to be a $C_{0}$-semigroup if $\mathscr{S}(0)=$ $\mathrm{Id}, \mathscr{S}(t) \mathscr{S}(s)=\mathscr{S}(t+s)$ for any $t, s \geq 0$ and $\mathscr{S}(t) \mathbf{x} \rightarrow \mathbf{x}$ in $H$ whenever $t \downarrow 0$ for all $\mathbf{x} \in H$. From [14, Ch. II. Thm. 1.4], we know that there exists a densely defined linear operator $\mathscr{C}$ on $H$ such that

$$
\mathscr{C} \mathbf{x}=\lim _{t \downarrow 0} \frac{1}{t}(\mathscr{S}(t) \mathbf{x}-\mathbf{x}),
$$

for all $\mathbf{x} \in \operatorname{Dom}(\mathscr{C})$, where the limit is taken in $H$. One says that $\mathscr{C}$ is the generator of the $C_{0}$-semigroup $\{\mathscr{S}(t)\}_{t \geq 0}$. The question of when a densely defined operator $\mathscr{C}$ is a generator of a $C_{0}$-semigroup can be answered by the generation theorem of Hille and Yoshida (see [14, Ch. II, Thm. 3.5]) in the contractive case: if $R(\lambda, \mathscr{C})$ denotes the resolvent of $\mathscr{C}$, then $\mathscr{C}$ is a generator if and only if $\mathscr{C}$ is a closed operator and for every $\lambda>0, \lambda$ is in the resolvent set and $\|\lambda R(\lambda, \mathscr{C})\|_{\text {op }} \leq 1$. If the densely defined linear operator $\mathscr{C}_{p}$ in (9) is the generator of a $C_{0}$-semigroup, we denote this semigroup by $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ from now on.

On a complete probability space $(\Omega, \mathscr{F}, P)$ with filtration $\mathscr{F}=\left\{\mathscr{F}_{t}\right\}_{t \geq 0}$ satisfying the usual hypotheses, denote by $L:=\{L(t)\}_{t \geq 0}$ a zero-mean square-integrable $H_{p}$-valued Lévy process with covariance operator $Q$ (i.e., a symmetric non-negative definite trace class operator), defined as follows (see e.g. [20, Sect. 4.9]):

Definition 1 An $H_{p}$-valued stochastic process $L=\{L(t)\}_{t \geq 0}$ is called a Lévy process if $L(0)=0, L$ is stochastically continuous, $L(t)-L(s)$ is independent of $L(u)-L(v)$ for all $t>s \geq u>v \geq 0$ and the law of $L(t)-L(s)$ depends only on $t-s$.

An $H_{p}$-valued Lévy process is thus, in short, a stochastically continuous process on $H_{p}$ starting at zero which has independent and stationary increments. The process $L=\{L(t)\}_{t \geq 0}$ is square-integrable whenever $\mathbb{E}\left[|L(t)|_{p}^{2}\right]<\infty$ for all $t \geq 0$. For a square-integrable Lévy process $L=\{L(t)\}_{t \geq 0}$ with zero mean, it follows from [20, Thm. 4.44] that there exists a linear operator $Q \in L\left(H_{p}\right)$ being symmetric, non-negative definite trace class such that

$$
\mathbb{E}\left[\langle L(t), x\rangle_{p}\langle L(s), y\rangle_{p}\right]=t \wedge s\langle Q x, y\rangle_{p}, \quad x, y \in H_{p}, \quad t, s \geq 0
$$

One refers to $Q$ as the covariance operator of $L$.
Consider the following stochastic differential equation. For $t \geq 0$,

$$
\begin{equation*}
\mathrm{d} \mathbf{Z}(t)=\mathscr{C}_{p} \mathbf{Z}(t) \mathrm{d} t+\mathscr{P}_{p}^{*} \mathrm{~d} L(t), \mathbf{Z}(0):=\mathbf{Z}_{0} \in H \tag{10}
\end{equation*}
$$

This $H$-valued Ornstein-Uhlenbeck process is a special case of a more general stochastic differential equation in $H$ of the form

$$
\begin{equation*}
\mathrm{d} \mathbf{Z}(t)=\mathscr{C}_{p} \mathbf{Z}(t) \mathrm{d} t+F(\mathbf{Z}(t)) \mathrm{d} t+G(\mathbf{Z}(t)) \mathrm{d} L(t), \mathbf{Z}(0):=\mathbf{Z}_{0} \in H, \tag{11}
\end{equation*}
$$

where $F: H \rightarrow H$ and $G: H \rightarrow L_{2}\left(H_{p}, H\right)$ are Lipschitz continuous operators. In the case $\mathscr{C}_{p}$ is the generator of a $C_{0}$-semigroup, a mild solution of (11) is defined according to [20, Def. 9.5] (see also Remark 9.4 in [20]) as follows:
Definition 2 A predictable $H$-valued stochastic process $\mathbf{Z}=\{\mathbf{Z}(t)\}_{t \geq 0}$ is said to be a mild solution of (11) if $\sup _{t \in[0, T]} \mathbb{E}\left[|\mathbf{Z}(t)|^{2}\right]<\infty$ for all $0<T<\infty$ and

$$
\mathbf{Z}(t)=\mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{t} \mathscr{S}_{p}(t-s) F(\mathbf{Z}(s)) \mathrm{d} s+\int_{0}^{t} \mathscr{S}_{p}(t-s) G(\mathbf{Z}(s)) \mathrm{d} L(s)
$$

for all $t \geq 0$.
The next proposition states an explicit expression for the mild solution of (10)
Proposition 1 Assume that $\mathscr{C}_{p}$ defined in (9) is the generator of a $C_{0}$-semigroup $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ on $H$. Then the $H$-valued stochastic process $\mathbf{Z}$ given by

$$
\mathbf{Z}(t)=\mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{t} \mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s)
$$

is the unique mild solution of (10).
Proof We have that $\mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \in L\left(H_{p}, H\right)$, and moreover, since $\left\|\mathscr{P}_{p}^{*}\right\|_{\mathrm{op}}=1$ it follows

$$
\left\|\mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} Q^{1 / 2}\right\|_{\mathrm{HS}} \leq\left\|\mathscr{S}_{p}(t-s)\right\|_{\mathrm{op}}\left\|\mathscr{P}_{p}^{*}\right\|_{\mathrm{op}}\left\|Q^{1 / 2}\right\|_{\mathrm{HS}} \leq K \mathrm{e}^{c(t-s)}\left\|Q^{1 / 2}\right\|_{\mathrm{HS}}
$$

by the general exponential growth bound on the operator norm of a $C_{0}$-semigroup (see e.g. [14, Prop. I.5.5]). Thus, for all $t \geq 0$,

$$
\int_{0}^{t}\left\|\mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} Q^{1 / 2}\right\|_{\mathrm{HS}}^{2} \mathrm{~d} s \leq \frac{K}{2 c} \mathrm{e}^{2 c t}\left\|Q^{1 / 2}\right\|_{\mathrm{HS}}^{2}<\infty
$$

because $Q$ is trace class by assumption. The stochastic integral with respect to $L$ in the definition of $\mathbf{Z}$ is therefore well-defined. Hence, the result follows directly from the existence and uniqueness theorem of mild solutions in [20, Thm. 9.29].

From now on we restrict our attention to operators $\mathscr{C}_{p}$ in (9) which admit a $C_{0}-$ semigroup $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$. We remark in passing that in the next section we will provide a recursive definition of the semigroup $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ in a special situation where all involved operators are bounded except $A_{1}$.

A CARMA process with values in a Hilbert space is defined next:
Definition 3 Let $U$ be a separable Hilbert space. For $\mathscr{L}_{U} \in L(H, U)$, define the $U$-valued stochastic process $X:=\{X(t)\}_{t \geq 0}$ by

$$
X(t):=\mathscr{L}_{U} \mathbf{Z}(t), t \geq 0
$$

for $\mathbf{Z}(t)$ defined in (10). We call $\{X(t)\}_{t \geq 0}$ a $\operatorname{CARMA}\left(p, U, \mathscr{L}_{U}\right)$-process.
Note that we do not have any $q$-parameter present in the definition, as in the realvalued case (recall (4)). Instead we introduce a Hilbert space and a linear operator as the "second" parameters in the $\operatorname{CARMA}\left(p, U, \mathscr{L}_{U}\right)$-process. Indeed, the vector $\mathbf{b}$ in the real-valued CARMA $(p, q)$-process defined in (4) can be viewed as a linear operator from $\mathbb{R}^{p}$ into $\mathbb{R}$ by the scalar product operation $\mathbb{R}^{p} \ni \mathbf{z} \mapsto \mathbf{b}^{\prime} \mathbf{z} \in \mathbb{R}$, or, by choosing $U=H_{i}=\mathbb{R}, \mathscr{L}_{\mathbb{R}} \mathbf{z}=\mathbf{b}^{\prime} \mathbf{z}$. This also demonstrates that any real-valued $\operatorname{CARMA}(p, q)$-process is a CARMA $\left(p, \mathbb{R}, \mathbf{b}^{\prime} \cdot\right)$-process according to Definition 3. We further remark that our definition of a CARMA process in Hilbert space can be viewed as a natural extension of the controller canonical representation of a multivariate (i.e., finite dimensional) CARMA process introduced in [12].

From Proposition 1 we find that the explicit representation of $\{X(t)\}_{t \geq 0}$ is

$$
\begin{equation*}
X(t)=\mathscr{L}_{U} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{t} \mathscr{L}_{U} \mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s), \tag{12}
\end{equation*}
$$

for $t \geq 0$. Note that by linearity of the stochastic integral we can move the operator $\mathscr{L}_{U}$ inside. Furthermore, the stochastic integral is well-defined since $\mathscr{L}_{U} \in$ $L(H, U)$ and thus has a finite operator norm.

The continuous-time autoregressive (CAR) processes constitute a particularly interesting subclass of the $\operatorname{CARMA}\left(p, U, \mathscr{L}_{U}\right)$-processes:

Definition 4 The CARMA $\left(p, H_{1}, \mathscr{P}_{1}\right)$-process $\{X(t)\}_{t \geq 0}$ from Definition 3 is called an $H_{1}$-valued $\operatorname{CAR}(p)$-process.

The explicit dynamics of an $H_{1}$-valued $\operatorname{CAR}(p)$-process becomes

$$
\begin{equation*}
X(t)=\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{t} \mathscr{P}_{1} \mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \tag{13}
\end{equation*}
$$

for $t \geq 0$. In this paper we will be particularly focused on $H_{1}$-valued $\operatorname{CAR}(p)$ processes.

Remark that the process $\mathbf{L}:=\mathscr{P}_{p}^{*} L$ defines an $H$-valued Lévy process which has mean zero and is square integrable. Its covariance operator is easily seen to be $\mathscr{P}_{p}^{*} Q \mathscr{P}_{p}$.

It is immediate to see that an $H_{1}$-valued $\operatorname{CAR}(1)$ process is an OrnsteinUhlenbeck process defined on $H_{1}$, with

$$
\mathrm{d} X(t)=A_{1} X(t) \mathrm{d} t+\mathrm{d} L(t),
$$

and thus

$$
X(t)=\mathscr{S}_{1}(t) Z_{0}+\int_{0}^{t} \mathscr{S}_{1}(t-s) \mathrm{d} L(s)
$$

being its mild solution.
An $H_{1}$-valued $\operatorname{CAR}(p)$ process for $p>1$ can be viewed as a higher-order (indeed, a $p$ th order) stochastic differential equation, as we now discuss.

Proposition 2 Suppose that $\operatorname{Ran}\left(A_{q}\right) \subset \operatorname{Dom}\left(I_{2}\right)$ and $\operatorname{Ran}\left(I_{q}\right) \subset \operatorname{Dom}\left(I_{q+1}\right)$, and assume that there exist $p-1$ linear (unbounded) operators $B_{1}, B_{2}, \ldots, B_{p-1}$ : $H_{1} \rightarrow H_{1}$ such that

$$
\begin{equation*}
I_{p} \cdots I_{2} A_{q}=B_{q} I_{p} I_{p-1} \cdots I_{q+1} \tag{14}
\end{equation*}
$$

for $q=1, \ldots, p-1$. We suppose that $\operatorname{Dom}\left(B_{q}\right)$ is so that $\operatorname{Dom}\left(B_{q} I_{p} I_{p-1} \cdots I_{q+1}\right)$ $=\operatorname{Dom}\left(A_{q}\right)$. Furthermore we define the operator $B_{p}: H_{1} \rightarrow H_{1}$ as

$$
\begin{equation*}
B_{p}:=I_{p} \cdots I_{2} A_{p} . \tag{15}
\end{equation*}
$$

and suppose that $B_{p}$ is a linear (possibly unbounded) operator with domain $\operatorname{Dom}\left(B_{p}\right)=\operatorname{Dom}\left(A_{p}\right)$. Then,

$$
\begin{equation*}
\mathrm{d} X^{(p-1)}(t)=\left(\sum_{q=1}^{p} B_{q} X^{(p-q)}(t)\right) \mathrm{d} t+I_{p} \cdots I_{2} \mathrm{~d} L(t) \tag{16}
\end{equation*}
$$

where $X^{(q)}(t)$ denotes the qth derivative of $X(t), q=1, \ldots, p-1$.
Proof We note that $I_{p} \cdots I_{2}: H_{p} \rightarrow H_{1}$ and hence $I_{p} \cdots I_{2} A_{q}: H_{p+1-q} \rightarrow H_{1}$. Moreover, $I_{p} \cdots I_{q+1}: H_{p+1-q} \rightarrow H_{1}$, and therefore $B_{q}: H_{1} \rightarrow H_{1}$ for $q=$ $1, \ldots, p-1$. We also observe that that $\operatorname{Dom}\left(A_{q}\right)$ is the domain of the operator $I_{p} \cdots I_{2} A_{q}$. We see further that the definition of $B_{p}$ is consistent with the inductive relations in (14).

By definition, $X(t)=\mathscr{P}_{1} \mathbf{Z}(t)$, which is the first coordinate in the vector $\mathbf{Z}(t)=$ $\left(Z_{1}(t), \ldots, Z_{p}(t)\right)^{\top} \in H$. From (10) and the definition of the operator matrix $\mathscr{C}_{p}$ in (9), we find that $Z_{1}^{\prime}(t)=I_{p} Z_{2}(t), Z_{2}^{\prime}(t)=I_{p-1} Z_{3}(t), \ldots, Z_{p-1}^{\prime}(t)=I_{2} Z_{p}(t)$ and finally

$$
Z_{p}^{\prime}(t)=A_{p} Z_{1}(t)+\cdots A_{1} Z_{1}(t)+L^{\prime}(t)
$$

Here, $L^{\prime}(t)$ is the formal time derivative of $L$. By iteration, we find that $Z_{1}^{(q)}(t)=$ $I_{p} I_{p-1} \cdots I_{p-(q-1)} Z_{q+1}(t)$ for $q=1, \ldots, p-1$. Thus,

$$
\begin{aligned}
Z_{1}^{(p)} & =\frac{d}{d t} Z_{1}^{(p-1)}=I_{p} \cdots I_{2} Z_{p}^{\prime}(t) \\
& =I_{p} \cdots I_{2} A_{p} Z_{1}(t)+I_{p} \cdots I_{2} A_{p-1} Z_{2}(t)+\cdots+I_{p} \cdots I_{2} A_{1} Z_{p}(t)+I_{p} \cdots I_{2} L^{\prime}(t) \\
& =B_{p} Z_{1}(t)+B_{p-1} Z_{1}^{\prime}(t)+B_{p-2} Z_{1}^{(2)}(t)+\ldots+B_{1} Z_{1}^{(p-1)}(t)+I_{p} \cdots I_{2} L^{\prime}(t) .
\end{aligned}
$$

In the last equality we made use of (14) and (15). After multiplying both sides above with $\mathrm{d} t$, we find that an $H_{1}$-valued $\operatorname{CAR}(p)$ process $X(t)=\mathscr{P}_{1} \mathbf{Z}(t)$ is the solution to the $p$ th-order stochastic differential equation (16).

Let us introduce the operator-valued $p$ th-order polynomial $Q_{p}(\lambda)$ for $\lambda \in \mathbb{C}$,

$$
\begin{equation*}
Q_{p}(\lambda)=\lambda^{p}-B_{1} \lambda^{p-1}-B_{2} \lambda^{p-2}-\cdots-B_{p-1} \lambda-B_{p} \tag{17}
\end{equation*}
$$

Inspecting the proof of the proposition above, we see that we can express informally the $\operatorname{CAR}(p)$ process $\{X(t)\}_{t \geq 0}$ as the solution of the $p$ th-order differential equation,

$$
\begin{equation*}
Q_{p}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\right) X(t)=I_{p} \cdots I_{2} L^{\prime}(t) . \tag{18}
\end{equation*}
$$

The form of the operator-valued polynomial $Q_{p}$ is a consequence of the specification of the CARMA process by the matrix operator $\mathscr{C}_{p}$ in (9).

If $H_{1}=\ldots=H_{p}$ and $\mathscr{C}_{p}$ is a bounded operator, then $B_{q}=I_{q} \cdots I_{2} A_{q}$ in (14) whenever $I_{q} \cdots I_{2} A_{q}$ commutes with $I_{p} \cdots I_{q+1}$. In this sense the condition (14) is a specific commutation relationship on $A_{q}$ and the operators $I_{2}, \ldots, I_{p}$. In the particular case $I_{i}=\mathrm{Id}$ for $i=2, \ldots, p$, then we trivially have $A_{q}=B_{q}$ for $q=$ $1, \ldots, p$. As a special case, let us for a moment suppose that $p=2$, and consider a CARMA $\left(2, H_{1}, \mathscr{L}_{H_{1}}\right)$-process $\{X(t)\}_{t \geq 0}$. As $H=H_{1}^{\times 2}$ and $U=H_{1}$ in this case, we represent $\mathscr{L}_{H_{1}}$ as a vector-valued operator $\mathscr{L}_{H_{1}}:=\left(M_{1}, M_{2}\right)$, where $M_{i} \in$ $L\left(H_{1}\right), i=1,2$. We assume that $M_{i}$ commutes with $A_{j}$ for all $i, j=1,2$ (recall that $A_{1}$ and $A_{2}$ are now bounded). By definition, $X(t)=M_{1} Z_{1}(t)+M_{2} Z_{2}(t)$. Doing an informal calculation, we find, using the relationships for $Z_{1}$ and $Z_{2}$ and the commutation assumptions,

$$
\begin{aligned}
Q_{2} & \left(\frac{\mathrm{~d}}{\mathrm{~d} t}\right) X(t) \\
& =X^{\prime \prime}(t)-A_{1} X^{\prime}(t)-A_{2} X(t) \\
& =M_{1} Z_{1}^{\prime \prime}(t)+M_{2} Z_{2}^{\prime \prime}(t)-A_{1} M_{1} Z_{1}^{\prime}(t)-A_{1} M_{2} Z_{2}^{\prime}(t)-A_{2} M_{1} Z_{1}(t)-A_{2} M_{2} Z_{2}(t) \\
& =\left(M_{1} A_{2}+M_{2} A_{1} A_{2}-A_{1} M_{2} A_{2}-A_{2} M_{2}\right) Z_{1}(t)
\end{aligned}
$$

$$
\begin{aligned}
& \quad+\left(M_{1} A_{1}+M_{2} A_{2}+M_{2} A_{1}^{2}-A_{1} M_{1}-A_{1} M_{2} A_{1}-A_{2} M_{2}\right) Z_{2}(t) \\
& \quad+\left(M_{2} A_{1}-A_{1} M_{2}+M_{1}\right) L^{\prime}(t)+M_{2} L^{\prime \prime}(t) \\
& =M_{1} L^{\prime}(t)+M_{2} L^{\prime \prime}(t) .
\end{aligned}
$$

Indeed, for a general $p \in \mathbb{N}$ and under the assumption that $M_{i}$ commutes with $A_{j}$ for all $i, j=1, \ldots, p$, we can extend the above derivation to

$$
Q_{p}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\right) X(t)=R_{p-1}\left(\frac{\mathrm{~d}}{\mathrm{~d} t}\right) L^{\prime}(t)
$$

for the operator-valued ( $p-1$ )th-order polynomial $R_{p-1}(\lambda), \lambda \in \mathbb{C}$,

$$
\begin{equation*}
R_{p-1}(\lambda)=M_{p} \lambda^{p-1}+M_{p-1} \lambda^{p-2}+\cdots+M_{2} \lambda+M_{1} . \tag{19}
\end{equation*}
$$

Hence, informally, a $\operatorname{CARMA}\left(p, H_{1}, \mathscr{L}_{H_{1}}\right)$-process $\{X(t)\}_{t \geq 0}$ can, under rather strong conditions on commutativity, be represented by an "autoregressive" polynomial operator $Q_{p}$ and a "moving average" polynomial operator $R_{p-1}$. This is a representation that we also find for multivariate CARMA processes, see [12].

Although the choice of $I_{i}=\mathrm{Id}$ for $i=2, \ldots, p$ (with $H_{1}=\ldots=H_{p}$ ) is the canonical choice from the point of view of the finite dimensional CARMA processes (see [18, 22]), it may be convenient with more flexibility in the Hilbert-valued case. For example, with our generality, we may choose the state space $H_{p}$ of the noise $\{L(t)\}_{t \geq 0}$ to be different than the state space $H_{1}$ of the process $\{X(t)\}_{t \geq 0}$. This can accommodate situations where there is a finite-dimensional noise, but with the process $\{X(t)\}_{t \geq 0}$ taking values in an infinite dimensional space. This is the case for many models of forward rates in fixed-income markets in finance (see [13]). The operators $I_{i}$ may also be viewed as a "volatility" which scales the noise in the sense that it acts on the Hilbert-structure of $L$ (recall (18)).

We end this section with showing that the stochastic wave equation can be viewed as an example of a Hilbert-valued $\operatorname{CAR}(2)$-process. To this end, let $H_{2}:=L^{2}(0,1)$, the space of square-integrable functions on the unit interval, and consider the stochastic partial differential equation

$$
\begin{equation*}
\frac{\partial^{2} Y(t, x)}{\partial t^{2}}=\frac{\partial^{2} Y(t, x)}{\partial x^{2}}+\frac{\partial L(t, x)}{\partial t} \tag{20}
\end{equation*}
$$

with $t \geq 0$ and $x \in(0,1)$. We can rephrase this wave equation as

$$
\mathrm{d}\left[\begin{array}{c}
Y(t, x)  \tag{21}\\
\frac{\partial Y(t, x)}{\partial t}
\end{array}\right]=\left[\begin{array}{cc}
0 & \mathrm{Id} \\
\Delta & 0
\end{array}\right]\left[\begin{array}{c}
Y(t, x) \\
\frac{\partial Y(t, x)}{\partial t}
\end{array}\right] \mathrm{d} t+\left[\begin{array}{c}
0 \\
\mathrm{~d} L(t, x)
\end{array}\right],
$$

with $\Delta=\partial^{2} / \partial x^{2}$ being the Laplace operator. The eigenvectors $e_{n}(x):=$ $\sqrt{2} \sin (\pi n x), n \in \mathbb{N}$, for $\Delta$ form an orthonormal basis of $L^{2}(0,1)$. Introduce the Hilbert space $H_{1}$ as the subspace of $L^{2}(0,1)$ for which $|f|_{1}^{2}:=$ $\pi^{2} \sum_{n=1}^{\infty} n^{2}\left\langle f, e_{n}\right\rangle_{2}^{2}<\infty$. Following Example B. 13 in [20],

$$
\mathscr{C}_{2}=\left[\begin{array}{cc}
0 & \mathrm{Id} \\
\Delta & 0
\end{array}\right]
$$

generates a $C_{0}$-semigroup $\mathscr{S}_{2}(t)$ on $H:=H_{1} \times H_{2}$. The Laplace operator $\Delta$ is a selfadjoint negative definite operator on $H_{1}$. The semigroup $\mathscr{S}_{2}(t)$ can be represented as

$$
\mathscr{S}_{2}(t)=\left[\begin{array}{cc}
\cos \left((-\Delta)^{1 / 2} t\right) & (-\Delta)^{-1 / 2} \sin \left((-\Delta)^{1 / 2} t\right)  \tag{22}\\
-(-\Delta)^{1 / 2} \sin \left((-\Delta)^{1 / 2} t\right) & \cos \left((-\Delta)^{1 / 2} t\right)
\end{array}\right]
$$

In the previous equality, we define for a real-valued function $g$ the linear operator $g(\Delta)$ using functional calculus, i.e., $g(\Delta) f=\sum_{n=1}^{\infty} g\left(-\pi^{2} n^{2}\right)\left\langle f, e_{n}\right\rangle_{2} e_{n}$ whenever this sum converges. These considerations show that the wave equation is a specific example of a $\operatorname{CAR}(2)$-process.

## 3 Analysis of CARMA Processes

In this section we derive some fundamental properties of CARMA processes in Hilbert spaces.

### 3.1 Distributional Properties

We state the conditional characteristic functional of a $\operatorname{CARMA}\left(p, U, \mathscr{L}_{U}\right)$-process in the next proposition.

Proposition 3 Assume $X$ is a $\operatorname{CARMA}\left(p, U, \mathscr{L}_{U}\right)$-process. Then, for $x \in U$,

$$
\begin{aligned}
& \mathbb{E}\left[\mathrm{e}^{\mathrm{i}\langle X(t), x\rangle_{U}} \mid \mathscr{F}_{s}\right]= \exp \\
&\left(\mathrm{i}\left\langle\mathscr{L}_{U} \mathscr{S}_{p}(t) \mathbf{Z}_{0}, x\right\rangle_{U}+\int_{0}^{t-s} \psi_{L}\left(\mathscr{P}_{p} \mathscr{S}_{p}^{*}(u) \mathscr{L}_{U}^{*} x\right) \mathrm{d} u\right) \\
& \times \exp \left(\mathrm{i}\left\langle\int_{0}^{s} \mathscr{L}_{U} \mathscr{S}_{p}(t-u) \mathscr{P}_{p}^{*} \mathrm{~d} L(u), x\right\rangle_{U}\right),
\end{aligned}
$$

for $0 \leq s \leq t$. Here, $\psi_{L}$ is the characteristic exponent of the Lévy process $L$.

Proof From (12) it holds for $0 \leq s \leq t$,

$$
X(t)=\mathscr{L}_{U} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{s} \mathscr{L}_{U} \mathscr{S}_{p}(t-u) \mathscr{P}_{p}^{*} \mathrm{~d} L(u)+\int_{s}^{t} \mathscr{L}_{U} \mathscr{S}_{p}(t-u) \mathscr{P}_{p}^{*} \mathrm{~d} L(u)
$$

The Lévy process has independent increments, and $\mathscr{F}_{s}$-measurability of the first stochastic integral thus yields

$$
\begin{aligned}
& \mathbb{E}\left[\mathrm{e}^{\mathrm{i}\langle X(t), x\rangle_{U}} \mid \mathscr{F}_{S}\right]=\exp \left(\mathrm{i}\left\langle\mathscr{L}_{U} \mathscr{S}_{p}(t) \mathbf{Z}_{0}, x\right\rangle_{U}+\mathrm{i}\left\langle\int_{0}^{s} \mathscr{L}_{U} \mathscr{S}_{p}(t-u) \mathscr{P}_{p}^{*} \mathrm{~d} L(u), x\right\rangle_{U}\right) \\
& \times \mathbb{E}\left[\exp \left(\mathrm{i}\left\langle\int_{s}^{t} \mathscr{L}_{U} \mathscr{S}_{p}(t-u) \mathscr{P}_{p}^{*} \mathrm{~d} L(u), x\right\rangle_{U}\right)\right] .
\end{aligned}
$$

The result follows from [20, Chapter 4].
Suppose now that $L=W$, an $H_{p}$-valued Wiener process. Then the characteristic exponent is

$$
\psi_{W}(h)=-\frac{1}{2}\langle Q h, h\rangle_{p},
$$

for $h \in H_{p}$. Hence, from Proposition 3 it follows that,

$$
\begin{aligned}
\mathbb{E}\left[\mathrm{e}^{\mathrm{i}\langle X(t), x\rangle_{U}} \mid \mathscr{F}_{s}\right]= & \exp \left(\mathrm{i}\left\langle\mathscr{L}_{U} \mathscr{S}_{p}(t) \mathbf{Z}_{0}, x\right\rangle_{U}+\mathrm{i}\left\langle\int_{0}^{s} \mathscr{L}_{U} \mathscr{S}_{p}(t-u) \mathscr{P}_{p}^{*} \mathrm{~d} W(u), x\right\rangle_{U}\right) \\
& \times \exp \left(-\frac{1}{2} \int_{0}^{t-s}\left\langle\mathscr{L}_{U} \mathscr{S}_{p}(u) \mathscr{P}_{p}^{*} Q \mathscr{P}_{p} \mathscr{S}_{p}^{*}(u) \mathscr{L}_{U}^{*} x, x\right\rangle_{U} \mathrm{~d} u\right)
\end{aligned}
$$

We find that $X(t) \mid \mathscr{F}_{s}$ for $s \leq t$ is a Gaussian process in $H_{1}$, with mean

$$
\mathbb{E}\left[X(t) \mid \mathscr{F}_{s}\right]=\mathscr{L}_{U} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{s} \mathscr{W}_{U} \mathscr{S}_{p}(t-u) \mathscr{P}_{p}^{*} \mathrm{~d} L(u)
$$

and covariance operator

$$
\operatorname{Var}\left(X(t) \mid \mathscr{F}_{s}\right)=\int_{0}^{t-s} \mathscr{L}_{U} \mathscr{S}_{p}(u) \mathscr{P}_{p}^{*} Q \mathscr{P}_{p} \mathscr{S}_{p}^{*}(u) \mathscr{L}_{U}^{*} \mathrm{~d} u
$$

where the integral is interpreted in the Bochner sense. If the semigroup $\mathscr{S}_{p}(u)$ is exponentially stable, then $X(t) \mid \mathscr{F}_{s}$ admits a Gaussian limiting distribution with mean zero and covariance operator

$$
\lim _{t \rightarrow \infty} \operatorname{Var}\left(X(t) \mid \mathscr{F}_{s}\right)=\int_{0}^{\infty} \mathscr{L}_{U} \mathscr{S}_{p}(u) \mathscr{P}_{p}^{*} Q \mathscr{P}_{p} \mathscr{S}_{p}^{*}(u) \mathscr{L}_{U}^{*} \mathrm{~d} u .
$$

This is the invariant measure of $X$. We remark in passing that measures on $H$ are defined on its Borel $\sigma$-algebra.

In [3] there is an analysis of invariant measures of Lévy-driven OrnsteinUhlenbeck processes. We discuss this here in the context of the Ornstein-Uhlenbeck process $\{\mathbf{Z}(t)\}_{t \geq 0}$ defined in (10). Assume $\mu_{\mathbf{Z}}$ is the invariant measure of $\{\mathbf{Z}(t)\}_{t \geq 0}$, and recall the definition of its characteristic exponent $\widehat{\mu}_{\mathbf{Z}}(\mathbf{x})$,

$$
\begin{equation*}
\widehat{\mu}_{\mathbf{Z}}(\mathbf{x})=\log \mathbb{E}\left[\mathrm{e}^{\mathrm{i}|\mathbf{x}, \mathbf{Z}(t)\rangle}\right] \tag{23}
\end{equation*}
$$

Here, $\mathbf{x} \in H$ and $\log$ is the distinguished logarithm (see e.g. [21, Lemma 7.6]). If $\mathbf{Z}_{0} \sim \mu_{\mathbf{Z}}$, then, in distribution, $\mathbf{Z}_{0}=\mathbf{Z}(t)$ for all $t \geq 0$ and it follows that the characteristic exponent of $\mu_{\mathbf{Z}}$ satisfies,

$$
\begin{equation*}
\widehat{\mu}_{\mathbf{Z}}(\mathbf{x})=\widehat{\mu}_{\mathbf{Z}}\left(\mathscr{S}_{p}^{*}(t) \mathbf{x}\right)+\int_{0}^{t} \psi_{L}\left(\mathscr{P}_{p} \mathscr{S}_{p}^{*}(u) \mathbf{x}\right) \mathrm{d} u \tag{24}
\end{equation*}
$$

for any $\mathbf{x} \in H$ and $t \geq 0$. Following [3], $\mu_{\mathbf{Z}}$ becomes an operator self-decomposable distribution since,

$$
\begin{equation*}
\mu_{\mathbf{Z}}=\mathscr{S}_{p}(t) \mu_{\mathbf{Z}} \star \mu_{t} . \tag{25}
\end{equation*}
$$

Here, $\mu_{t}$ is the distribution of $\int_{0}^{t} \mathscr{S}_{p}(u) \mathscr{P}_{p}^{*} \mathrm{~d} L(u), \star$ is the convolution product of measures and $\mathscr{S}_{p}(t) \mu_{\mathbf{Z}}:=\mu_{\mathbf{Z}} \circ \mathscr{S}_{p}(t)^{-1}$ is a probability distribution on $H$, given by

$$
\int_{H} f(\mathbf{x})\left(\mathscr{S}_{p}(t) \mu_{\mathbf{Z}}\right)(\mathrm{d} \mathbf{x})=\int_{H} f\left(\mathscr{S}_{p}(t)^{*} \mathbf{x}\right) \mu_{\mathbf{Z}}(\mathrm{d} \mathbf{x}),
$$

for any bounded measurable function $f: H \rightarrow \mathbb{R}$. If $\mathbf{Z}(t) \sim \mu_{\mathbf{Z}}$, then since

$$
\log \mathbb{E}\left[\mathrm{e}^{\mathrm{i}\left(\mathscr{L}_{U} \mathbf{Z}(t), x\right\rangle_{U}}\right]=\log \mathbb{E}\left[\mathrm{e}^{\left(\mathbf{Z}(t), \mathscr{L}_{U}^{*} x\right\rangle}\right]=\widehat{\mu}_{\mathbf{Z}}\left(\mathscr{L}_{U}^{*} x\right),
$$

it follows that $\{X(t)\}_{t \geq 0}$ is stationary with distribution $\mu_{X}$ having characteristic exponent $\widehat{\mu}_{X}(x)=\widehat{\mu}_{\mathbf{Z}}\left(\mathscr{L}_{U}^{*} x\right)$ for $x \in U$.

We notice that $\mathscr{C}_{p}$ is a bounded operator on $H$ if and only if $A_{i}, i=1, \ldots, p$ and $I_{j}, j=2, \ldots, p$ are bounded operators. In the case of $\mathscr{C}_{p}$ being bounded, we know from Thm. I.3.14 in [14] that the semigroup $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ is exponentially stable if and only if $\operatorname{Re}(\lambda)<0$ for all $\lambda \in \sigma\left(\mathscr{C}_{p}\right)$, where $\sigma\left(\mathscr{C}_{p}\right)$ denotes the spectrum of the bounded operator $\mathscr{C}_{p}$. Recall from Sect. 1 that a real-valued CARMA process admits a limiting distribution if and only if all the eigenvalues of $C_{p}$ in Eq. 2 have negative real part. In general, by Thm. V.1.11 in [14], the semigroup $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ is exponentially stable if and only if $\{\lambda \in \mathbb{C} \mid \operatorname{Re}(\lambda)>0\}$ is a subset of the resolvent set $\rho\left(\mathscr{C}_{p}\right)$ of $\mathscr{C}_{p}$ and $\sup _{\operatorname{Re}(\lambda)>0}\left\|R\left(\lambda, \mathscr{C}_{p}\right)\right\|<\infty$. Here, $R\left(\lambda, \mathscr{C}_{p}\right)$ is the resolvent of $\mathscr{C}_{p}$ for $\lambda \in \rho\left(\mathscr{C}_{p}\right)$.

### 3.2 Path Regularity

Let us study the regularity of the paths of the $\operatorname{CAR}(p)$ process. We have the following proposition:

Proposition 4 For $p \in \mathbb{N}$ with $p>1$, assume that $\mathscr{C}_{p}$ defined in (9) is the generator of a $C_{0}$-semigroup $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$. Then the $H_{1}$-valued $\operatorname{CAR}(p)$ process $X$ given in Definition 4 has the representation

$$
X(t)=\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\mathscr{P}_{1} \mathscr{C}_{p} \int_{0}^{t} \int_{0}^{u} \mathscr{S}_{p}(u-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \mathrm{d} u,
$$

for all $t \geq 0$.
Proof From [14, Ch. II, Lemma 1.3], we have that

$$
\mathscr{S}_{p}(t)=\mathrm{Id}+\mathscr{C}_{p} \int_{0}^{t} \mathscr{S}_{p}(s) \mathrm{d} s
$$

But for any $\mathbf{x} \in H$, it is simple to see that $\mathscr{P}_{1} \operatorname{Id} \mathscr{P}_{p}^{*} \mathbf{x}=0$ when $p>1$. Therefore it holds

$$
\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathscr{P}_{p}^{*}=\mathscr{P}_{1} \mathscr{C}_{p} \int_{0}^{t} \mathscr{S}_{p}(s) \mathscr{P}_{p}^{*} \mathrm{~d} s .
$$

The integral on the right-hand side is in Bochner sense as an integral of operators. After appealing to the stochastic Fubini theorem, see [20, Thm. 8.14], it follows from the explicit expression of $X(t)$ in (13)

$$
\begin{aligned}
X(t) & =\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{t} \mathscr{P}_{1} \mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \\
& =\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\int_{0}^{t} \mathscr{P}_{1} \mathscr{C}_{p} \int_{0}^{t-s} \mathscr{S}_{p}(u) \mathscr{P}_{p}^{*} \mathrm{~d} u \mathrm{~d} L(s) \\
& =\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\mathscr{P}_{1} \int_{0}^{t} \mathscr{C}_{p} \int_{s}^{t} \mathscr{S}_{p}(u-s) \mathscr{P}_{p}^{*} \mathrm{~d} u \mathrm{~d} L(s) .
\end{aligned}
$$

We know from [14, Ch. II, Lemma 1.3] that $\int_{s}^{t} \mathscr{S}_{p}(u-s) \mathscr{P}_{p}^{*} \mathrm{~d} u \in \operatorname{Dom}\left(\mathscr{C}_{p}\right)$. We demonstrate that $\int_{0}^{t} \int_{s}^{t} \mathscr{S}_{p}(u-s) \mathscr{P}_{p}^{*} \mathrm{~d} u \mathrm{~d} L(s) \in \operatorname{Dom}\left(\mathscr{C}_{p}\right)$ : First we recall that $\mathbf{L}=\mathscr{P}_{p}^{*} L$ is an $H$-valued square-integrable Lévy process with mean zero. From
the semigroup property,

$$
\begin{aligned}
& \frac{1}{h}\left(\mathscr{S}_{p}(h) \int_{0}^{t} \int_{s}^{t} \mathscr{S}_{p}(u-s) \mathrm{d} u \mathrm{~d} \mathbf{L}(s)-\int_{0}^{t} \int_{s}^{t} \mathscr{S}_{p}(u-s) \mathrm{d} u \mathrm{~d} \mathbf{L}(s)\right) \\
& \quad=\frac{1}{h} \int_{0}^{t} \int_{s}^{t} \mathscr{S}_{p}(u+h-s) \mathrm{d} u \mathrm{~d} \mathbf{L}(s)-\frac{1}{h} \int_{0}^{t} \int_{s}^{t} \mathscr{S}_{p}(u-s) \mathrm{d} u \mathrm{~d} \mathbf{L}(s) \\
& \quad=\int_{0}^{t} \frac{1}{h} \int_{s+h}^{t+h} \mathscr{S}_{p}(v-s) \mathrm{d} v-\frac{1}{h} \int_{s}^{t} \mathscr{S}_{p}(v-s) \mathrm{d} s \mathrm{~d} \mathbf{L}(s) \\
& \quad=\int_{0}^{t} \frac{1}{h} \int_{t}^{t+h} \mathscr{S}_{p}(v-s) \mathrm{d} v-\frac{1}{h} \int_{s}^{s+h} \mathscr{S}_{p}(v-s) \mathrm{d} s \mathrm{~d} \mathbf{L}(s) \\
& \quad=\int_{0}^{t} \frac{1}{h} \int_{0}^{h} \mathscr{S}_{p}(u) \mathrm{d} u \mathscr{S}_{p}(t-s)-\frac{1}{h} \int_{0}^{h} \mathscr{S}_{p}(u) \mathrm{d} u \mathrm{~d} \mathbf{L}(s) \\
& \quad=\frac{1}{h} \int_{0}^{h} \mathscr{S}_{p}(u) \mathrm{d} u\left(\int_{0}^{t} \mathscr{S}_{p}(t-s) \mathrm{d} \mathbf{L}(s)-\mathbf{L}(t)\right)
\end{aligned}
$$

By the fundamental theorem of calculus for Bochner integrals, $(1 / h) \int_{0}^{h} \mathscr{S}_{p}(u) \mathrm{d} u \rightarrow$ Id when $h \downarrow 0$. Therefore, the limit exists and the claim follows. From this we find that

$$
\begin{aligned}
X(t) & =\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\mathscr{P}_{1} \mathscr{C}_{p} \int_{0}^{t} \int_{s}^{t} \mathscr{S}_{p}(u-s) \mathscr{P}_{p}^{*} \mathrm{~d} u \mathrm{~d} L(s) \\
& =\mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\mathscr{P}_{1} \mathscr{C}_{p} \int_{0}^{t} \int_{0}^{u} \mathscr{S}_{p}(u-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \mathrm{d} u .
\end{aligned}
$$

In the last equality, we applied the stochastic Fubini Theorem (see e.g. [20, Thm. 8.14]). Hence, the result follows.

Note that if $\mathbf{Z}_{0} \in \operatorname{Dom}\left(\mathscr{C}_{p}\right)$, then by [14, Ch. II, Lemma 1.3] $t \mapsto \mathscr{P}_{1} \mathscr{S}_{p}(t) \mathbf{Z}_{0}$ are differentiable. Assuming that $\int_{0}^{t} \mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \in \operatorname{Dom}\left(\mathscr{C}_{p}\right)$, it follows from the Proposition above that the paths $t \mapsto X(t), t \geq 0$ of $X$ are absolutely continuous, with weak derivative

$$
\begin{equation*}
X^{\prime}(t)=\mathscr{P}_{1} \mathscr{C}_{p} \mathscr{S}_{p}(t) \mathbf{Z}_{0}+\mathscr{P}_{1} \mathscr{C}_{p} \int_{0}^{t} \mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \tag{26}
\end{equation*}
$$

for $t \geq 0$. The stochastic integral in (26) has RCLL (cadlag) paths when $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ is contractive (see [20, Prop. 9.18]), and therefore the $H_{1}$-valued $\operatorname{CAR}(p)$-processes for $p>1$ have weakly differentiable paths being RCLL. If $L=W$, an $H_{p}$-valued Wiener process, then the stochastic integral has continuous paths in the case the semigroup is contractive and the paths of $X$ become continuously differentiable. We
point out that $p>1$ is very different from $p=1$ in this respect, as the OrnsteinUhlenbeck process

$$
\begin{aligned}
X(t) & =\mathscr{S}_{1}(t) Z_{0}+\int_{0}^{t} \mathscr{S}_{1}(t-s) \mathrm{d} L(s) \\
& =\mathscr{S}_{1}(t) Z_{0}+L(t)+\int_{0}^{t} \int_{0}^{u} \mathscr{S}_{1}(u-s) \mathrm{d} L(s) \mathrm{d} u
\end{aligned}
$$

does not have absolutely continuous paths except in the trivial case when the Lévy process is simply a drift. It is straightforward to define an $H_{p}$-valued Lévy process $L$ for which $\int_{0}^{t} \mathscr{S}_{p}(t-s) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \in \operatorname{Dom}\left(\mathscr{C}_{p}\right)$. For example, let $\widetilde{L}$ be an $\mathbb{R}$ valued square-integrable Lévy process with zero mean, and define $L=\widetilde{L} g$ for $g \in \operatorname{Dom}\left(A_{1}\right) \cap \operatorname{Dom}\left(I_{2}\right)$. Then $\mathscr{P}_{p}^{*} L=\left(\mathscr{P}_{p}^{*} g\right) \widetilde{L} \in \operatorname{Dom}\left(\mathscr{C}_{p}\right)$, and therefore $\int_{0}^{t} \mathscr{S}_{p}(t-s)\left(\mathscr{P}_{p}^{*} g\right) \mathrm{d} \widetilde{L}(s) \in \operatorname{Dom}\left(\mathscr{C}_{p}\right)$ from [14, Ch. II, Lemma 1.3]. If we consider the particular case of the wave equation, as presented at the end of Sect. 1, we have $A_{1}=0$ and $I_{2}=\mathrm{Id}$, and thus we can choose any $g \in H_{2}$. In this case we can conclude that the paths of the solution of the wave equation are absolutely continuous with weak derivative as in (26).

### 3.3 Semigroup Representation

We study a recursive representation of the $C_{0}$-semigroup $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ with $\mathscr{C}_{p}$ as generator, where we recall $\mathscr{C}_{p}$ from (9). The following result is known as the variation-of-constants formula (see e.g. [20, Appendix B.1.1 and Thm. B.5]) and turns out to be convenient when expressing the semigroup for $\mathscr{C}_{p}$.

Proposition 5 Let $\mathscr{A}$ be a linear operator on $H$ being the generator of a $C_{0}-$ semigroup $\left\{\mathscr{S}_{\mathscr{A}}(t)\right\}_{t \geq 0}$. Assume that $\mathscr{B} \in L(H)$. Then the operator $\mathscr{A}+\mathscr{B}$ : $\operatorname{Dom}(\mathscr{A}) \rightarrow H$ is the generator of the $C_{0}$-semigroup $\{\mathscr{S}(t)\}_{t \geq 0}$ defined by

$$
\mathscr{S}(t)=\mathscr{S}_{\mathscr{A}}(t)+\mathscr{R}(t),
$$

where

$$
\mathscr{R}(t)=\sum_{n=1}^{\infty} \mathscr{R}_{n}(t),
$$

and

$$
\mathscr{R}_{n+1}(t)=\int_{0}^{t} \mathscr{S}_{\mathscr{A}}(t-s) \mathscr{B} \mathscr{R}_{n}(s) \mathrm{d} s
$$

for $n=0,1,2, \ldots$, with $\mathscr{R}_{0}(t)=\mathscr{S}_{\mathscr{A}}(t)$.

We apply the proposition above to give a recursive description of the $C_{0}$-semigroup of $\mathscr{C}_{p}$.
Proposition 6 Given the operator $\mathscr{C}_{p}$ defined in (9) for $p \in \mathbb{N}$, where $\mathscr{C}_{1}=A_{1}$ is a densely defined linear operator on $H_{p}$ (possibly unbounded) with $C_{0}$-semigroup $\left\{\mathscr{S}_{1}(t)\right\}_{t \geq 0}$. For $p>1$, assume that $I_{p} \in L\left(H_{2}, H_{1}\right), A_{p} \in L\left(H_{1}, H_{p}\right)$ and $\mathscr{C}_{p-1}$ is a densely defined operator on $H_{2} \times \ldots \times H_{p}$ with a $C_{0}$-semigroup $\left\{\mathscr{S}_{p-1}(t)\right\}_{t \geq 0}$, then

$$
\mathscr{S}_{p}(t)=\mathscr{S}_{p-1}^{+}(t)+\sum_{n=1}^{\infty} \mathscr{R}_{n, p}(t)
$$

where $\mathscr{R}_{0, p}(t)=\mathscr{S}_{p-1}^{+}(t)$ and for $n=1,2, \ldots$,

$$
\mathscr{R}_{n+1, p}(t)=\int_{0}^{t} \mathscr{S}_{p-1}^{+}(t-s) \mathscr{B}_{p} \mathscr{R}_{n, p}(s) \mathrm{d} s
$$

Here, $\mathscr{B}_{p} \in L(H)$ is

$$
\mathscr{B}_{p}=\left[\begin{array}{rrrrr}
0 & I_{p} & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
. & . & \ldots & . \\
. & . & \ldots & . \\
A_{p} & 0 & \ldots & \ldots
\end{array}\right]
$$

and $\mathscr{S}_{p-1}^{+} \in L(H)$

$$
\mathscr{S}_{p-1}^{+}=\left[\begin{array}{ccc}
I d 0 & \ldots & 0 \\
0 & & \\
\cdot & & \\
. & \mathscr{S}_{p-1}(t) & \\
0 & &
\end{array}\right]
$$

for Id being the identity operator on $H_{1}$.
Proof By assumption, $I_{p} \in L\left(H_{2}, H_{1}\right)$ and $A_{p} \in L\left(H_{1}, H_{p}\right)$, and thus $\mathscr{B}_{p} \in$ $L(H)$. Define

$$
\mathscr{A}_{p}=\left[\begin{array}{cccc}
0 & 0 & \ldots & 0 \\
0 & & \\
. & & \\
. & \mathscr{C}_{p-1} & \\
0 & &
\end{array}\right]
$$

Then, $\mathscr{A}_{p}+\mathscr{B}_{p}=\mathscr{C}_{p}$. Moreover, $\left\{\mathscr{S}_{p-1}^{+}(t)\right\}_{t \geq 0}$ is the $C_{0}$-semigroup of $\mathscr{A}_{p}$. Hence, the result follows from Proposition 5.

As an example, consider $p=3$. Then we have

$$
\mathscr{C}_{3}=\left[\begin{array}{ccc}
0 & I_{3} & 0 \\
0 & 0 & I_{2} \\
A_{3} & A_{2} & A_{1}
\end{array}\right]
$$

First, $\mathscr{C}_{1}=A_{1}$ is a (possibly unbounded) operator on $H_{3}$, with $C_{0}$-semigroup $\left\{\mathscr{S}_{1}(t)\right\}_{t \geq 0} \subset L\left(H_{3}\right)$. Next, let

$$
\mathscr{B}_{2}=\left[\begin{array}{cc}
0 & I_{2} \\
A_{2} & 0
\end{array}\right]
$$

where we assume $I_{2} \in L\left(H_{3}, H_{2}\right)$ and $A_{2} \in L\left(H_{2}, H_{3}\right)$ to have $\mathscr{B}_{2} \in L\left(H_{2} \times H_{3}\right)$. With

$$
\mathscr{S}_{1}^{+}(t)=\left[\begin{array}{cc}
\operatorname{Id} & 0 \\
0 & \mathscr{S}_{1}(t)
\end{array}\right]
$$

which defines a $C_{0}$-semigroup on $L\left(H_{2} \times H_{3}\right)$ with generator

$$
\mathscr{A}_{2}=\left[\begin{array}{cc}
0 & 0 \\
0 & A_{1}
\end{array}\right]
$$

we obtain

$$
\mathscr{S}_{2}(t)=\mathscr{S}_{1}^{+}(t)+\sum_{n=1}^{\infty} \mathscr{R}_{n, 2}(t)
$$

for $\mathscr{R}_{0,2}=\mathscr{S}_{1}^{+}(t)$ and

$$
\mathscr{R}_{n+1,2}(t)=\int_{0}^{t} \mathscr{S}_{1}^{+}\left(t_{s}\right) \mathscr{B}_{2} \mathscr{R}_{n, 2}(s) \mathrm{d} s, n=1,2, \ldots
$$

We note that $\left\{\mathscr{S}_{2}\right\}_{t \geq 0} \subset L\left(H_{2} \times H_{3}\right)$ is the $C_{0}$-semigroup with generator $\mathscr{C}_{2}$ densely defined on $H_{2} \times H_{3}$. Finally, let

$$
\mathscr{B}_{3}=\left[\begin{array}{ccc}
0 & I_{3} & 0 \\
0 & 0 & 0 \\
A_{3} & 0 & 0
\end{array}\right]
$$

which is a bounded operator on $H$ after assuming $I_{3} \in L\left(H_{2}, H_{1}\right)$ and $A_{3} \in$ $L\left(H_{1}, H_{3}\right)$. With

$$
\mathscr{S}_{2}^{+}(t)=\left[\begin{array}{lll}
\operatorname{Id} 0 & 0 \\
0 & & \\
& \mathscr{S}_{2}(t) & \\
0 & &
\end{array}\right],
$$

which is a $C_{0}$-semigroup on $L(H)$ with generator

$$
\mathscr{A}_{3}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & & \\
& \mathscr{C}_{2} \\
0 & &
\end{array}\right],
$$

we conclude with

$$
\mathscr{S}_{3}(t)=\mathscr{S}_{2}^{+}(t)+\sum_{n=1}^{\infty} \mathscr{R}_{n, 3}(t),
$$

where $\mathscr{R}_{0,3}(t)=\mathscr{S}_{2}^{+}(t)$ and

$$
\mathscr{R}_{n+1,3}(t)=\int_{0}^{t} \mathscr{S}_{2}^{+}(t-s) \mathscr{B}_{3} \mathscr{R}_{n, 3}(s) \mathrm{d} s
$$

From this example we see that $A_{2}, A_{3}, I_{2}$ and $I_{3}$ must all be bounded operators, while only $A_{1}$ is allowed to be unbounded. By recursion in Proposition 6, we see that we must have $I_{i} \in L\left(H_{p+2-i}, H_{p+1-i}\right)$ and $A_{i} \in L\left(H_{p+1-i}, H_{p}\right), i=2,3, \ldots, p$, and $A_{1}: \operatorname{Dom}\left(A_{1}\right) \rightarrow H_{p}$ can be an unbounded operator with densely defined domain $\operatorname{Dom}\left(A_{1}\right) \subset H_{p}$.

We remark that Ch. III in [14] presents a deep theory for perturbations of generators $\mathscr{A}$ by operators $\mathscr{B}$. Matrix operators of the kind $\mathscr{C}_{p}$ for $p=2$ has been analysed in, for example [23], where conditions for analyticity of the semigroup $\left\{\mathscr{S}_{2}(t)\right\}_{t \geq 0}$ is studied.

## 4 Applications of CARMA Processes

In this Section we will look at an Euler discretization of the Hilbert-valued $\operatorname{CAR}(p)$ dynamics, and relate this to the functional autoregressive processes studied by [10]. Next, we discuss the wave equation in our context of our analysis, and establish a relationship to ambit fields. In many applications, like in finance or turbulence
say, continuous-time models are often preferred. The infinite dimensional CARMA processes may be an attractive class in this respect. In particular, these processes may provide insight into analysis of data monitored continuously in time, such as traffic flow or weather variables. We remark that this aspect has been mentioned as a future perspective of functional data analysis by [25, Section 6].

Recall Proposition 1, and let $t_{i}:=i \cdot \delta$ for $i=0,1, \ldots$ and a given $\delta>0$. Define further $\mathbf{z}_{i}:=\mathbf{Z}\left(t_{i}\right)$. By the semigroup property of $\left\{\mathscr{S}_{p}(t)\right\}_{t \geq 0}$ it holds,

$$
\begin{aligned}
\mathbf{z}_{i+1}= & \mathscr{S}_{p}\left(t_{i+1}\right) \mathbf{z}_{0}+\int_{0}^{t_{i+1}} \mathscr{S}_{p}\left(t_{i+1}-s\right) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \\
= & \mathscr{S}_{p}(\delta) \mathscr{S}_{p}\left(t_{i}\right) \mathbf{z}_{i}+\mathscr{S}_{p}(\delta) \int_{0}^{t_{i}} \mathscr{S}_{p}\left(t_{i}-s\right) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \\
& +\int_{t_{i}}^{t_{i+1}} \mathscr{S}_{p}\left(t_{i+1}-s\right) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) \\
= & \mathscr{S}_{p}(\delta) \mathbf{z}_{i}+\boldsymbol{\epsilon}_{i}
\end{aligned}
$$

with

$$
\boldsymbol{\epsilon}_{i}:=\int_{t_{i}}^{t_{i+1}} \mathscr{S}_{p}\left(t_{i+1}-s\right) \mathscr{P}_{p}^{*} \mathrm{~d} L(s) .
$$

The process above has the form of a discrete-time AR(1) process. Obviously, $\mathscr{S}_{p}(\delta) \in L(H)$ and by the independent increment property of the $H_{p}$-valued Lévy process $L,\left\{\boldsymbol{\epsilon}_{i}\right\}_{i=0}^{\infty}$ is a sequence of independent $H$-valued random variables. Furthermore, $\mathbb{E}\left[\boldsymbol{\epsilon}_{i}\right]=0$ due to the zero-mean hypothesis of $L$. Finally, we can compute the covariance operators of $\boldsymbol{\epsilon}_{i}$ by appealing to the Itô isometry (cf. [20, Cor. 8.17])

$$
\begin{aligned}
\mathbb{E}\left[\left\langle\epsilon_{i}, \mathbf{x}\right\rangle\left\langle\boldsymbol{\epsilon}_{i}, \mathbf{y}\right\rangle\right] & =\int_{t_{i}}^{t_{i+1}}\left\langle Q \mathscr{P}_{p} \mathscr{S}_{p}^{*}\left(t_{i+1}-s\right) \mathscr{P}_{1}^{*} \mathbf{x}, \mathscr{P}_{p} \mathscr{S}_{p}^{*}\left(t_{i+1}-s\right) \mathscr{P}_{1}^{*} \mathbf{y}\right\rangle \mathrm{d} s \\
& =\int_{0}^{\delta}\left\langle\mathscr{P}_{1} \mathscr{S}_{p}(s) \mathscr{P}_{p}^{*} Q \mathscr{P}_{p} \mathscr{S}_{p}^{*}(s) \mathscr{P}_{1}^{*} \mathbf{x}, \mathbf{y}\right\rangle \mathrm{d} s,
\end{aligned}
$$

where $\mathbf{x}, \mathbf{y} \in H$. Thus, $\boldsymbol{\epsilon}_{i}$ has covariance operator $\mathscr{Q}_{\boldsymbol{\epsilon}}$ independent of $i$ given by

$$
\mathscr{Q}_{\epsilon}=\int_{0}^{\delta} \mathscr{P}_{1} \mathscr{S}_{p}(s) \mathscr{P}_{p}^{*} Q \mathscr{P}_{p} \mathscr{S}_{p}^{*}(s) \mathscr{P}_{1}^{*} \mathrm{~d} s
$$

Therefore, $\left\{\boldsymbol{\epsilon}_{i}\right\}_{i=0}^{\infty}$ is an iid sequence of $H$-valued random variables. Hence, the $H$-valued time series $\left\{\mathbf{z}_{i}\right\}_{i=0}^{\infty}$ is a so-called linear process according to [10].

Let us now focus on the $H_{1}$-valued $\operatorname{CAR}(p)$ dynamics in Definition 4, and see how this process can be related to a times series in $H_{1}$. To this end, recall the
operator-valued polynomial $Q_{p}(\lambda)$ introduced in (17) and the formal $p$ th-order stochastic differential equation in (18). Let $\Delta_{\delta}$ be the forward differencing operator with time step $\delta>0$. Moreover, we assume $\Delta_{\delta}^{n}$ to be the $n$th order forward differencing, defined as

$$
\Delta_{\delta}^{n} f(t)=\sum_{k=0}^{n}\binom{n}{k}(-1)^{k} f(t+(n-k) \delta)
$$

for a function $f$ and $n \in \mathbb{N}$. Obviously, $\Delta_{\delta}^{1}=\Delta_{\delta}$. Introduce the discrete time grid $t_{i}:=i \delta, i=0,1,2, \ldots$, and observe that

$$
\frac{1}{\delta} \Delta_{\delta} I_{p} \cdots I_{2} L\left(t_{i}\right)=\frac{1}{\delta} I_{p} \cdots I_{2}\left(L\left(t_{i+1}\right)-L\left(t_{i}\right)\right)
$$

Assuming that the increments of $L$ belongs to the domain of $I_{p} \cdots I_{2}$, we find that

$$
\begin{equation*}
\epsilon_{i}:=\frac{1}{\delta} I_{p} \cdots I_{2}\left(L\left(t_{i+1}\right)-L\left(t_{i}\right)\right) \tag{27}
\end{equation*}
$$

for $i=0,1,2, \ldots$ define an iid sequence of $H_{1}$-valued random variables. We remark that this follows from the stationarity hypothesis of a Lévy process saying that the increments $L\left(t_{i+1}\right)-L\left(t_{i}\right)$ are distributed as $L(\delta)$. The random variables $\epsilon_{i}, i=0,1, \ldots$, will be the numerical approximation of the formal expression $I_{p} \cdots I_{2} \dot{L}\left(t_{i}\right)$. Finally, we define (formally) a time series $\left\{x_{i}\right\}_{i=0}^{\infty}$ in $H_{1}$ by

$$
\begin{equation*}
Q_{p}\left(\frac{\Delta_{\delta}}{\delta}\right) x_{i}=\epsilon_{i} \tag{28}
\end{equation*}
$$

In this definition, we use the notation $x_{i}=x\left(t_{i}\right)$ when applying the forward differencing operator $\Delta_{\delta}$. The polynomial $Q_{p}$ involves the linear operators $B_{1}, \ldots, B_{p}$ that may not be everywhere defined. We define the domain $\operatorname{Dom}(B) \subset H_{1}$ by

$$
\begin{equation*}
\operatorname{Dom}(B):=\operatorname{Dom}\left(B_{1}\right) \cap \cdots \cap \operatorname{Dom}\left(B_{p}\right), \tag{29}
\end{equation*}
$$

which we assume to be non-empty. This will form the natural domain for the time series $\left\{x_{i}\right\}_{i=0}^{\infty}$.
Proposition 7 Assume that for any $y_{1}, \ldots, y_{p} \in \operatorname{Dom}(B), B_{1} y_{1}+\cdots B_{p} y_{p} \in$ $\operatorname{Dom}(B)$. If $\left\{\epsilon_{i}\right\}_{i=0}^{\infty} \subset \operatorname{Dom}(B)$ with $\epsilon_{i}$ defined in (27) and $x_{0}, \ldots, x_{p-1} \in$ $\operatorname{Dom}(B)$, then $\left\{x_{i}\right\}_{i=0}^{\infty}$ is an $A R(p)$ process in $H_{1}$ with dynamics

$$
x_{i+p}=\sum_{q=1}^{p} \widetilde{B}_{q} x_{i+(p-q)}+\delta^{p} \epsilon_{i}
$$

where

$$
\widetilde{B}_{q}=(-1)^{q+1}\binom{p}{q} I d+\sum_{k=1}^{q} \delta^{k} B_{k}(-1)^{q-k}\binom{p-k}{q-k}, q=1, \ldots, p
$$

and Id is the identity operator on $H_{1}$.
Proof First we observe that the assumption $B_{1} y_{1}+\cdots+B_{p} y_{p} \in \operatorname{Dom}(B)$ for any $y_{1}, \ldots, y_{p} \in \operatorname{Dom}(B)$ is equivalent with $\widetilde{B}_{1} y_{1}+\cdots+\widetilde{B}_{p} y_{p} \in \operatorname{Dom}(B)$ for any $y_{1}, \ldots, y_{p} \in \operatorname{Dom}(B)$ since $\widetilde{B}_{q}$ is a linear combination of $B_{1}, \ldots, B_{q}$. Thus, by the assumptions, we see that $x_{i} \in \operatorname{Dom}(B)$ for all $i=0,1,2 \ldots$ and the recursion for the time series dynamics is well-defined.

We next show that the time series $\left\{x_{i}\right\}_{i=0}^{\infty}$ is indeed given by the recursion in the Proposition. From the definition of $Q_{p}$ and the forward differencing operators, we find after isolating $x_{i+p}$ on the left hand side and the remaining terms on the right hand side in the definition in Eq. (28) that

$$
\begin{aligned}
& x_{i+p}=-\sum_{q}^{p}(-1)^{q}\binom{p}{q} x_{i+(p-q)}+\sum_{q=1}^{p-1} \delta^{q} B_{q}\left(\sum_{k=0}^{p-q}(-1)^{k}\binom{p-q}{k} x_{i+(p-q-k)}\right) \\
&+\delta^{p} B_{p} x_{i}+\delta^{p} \epsilon_{i} .
\end{aligned}
$$

Identifying terms for $x_{i+(p-1)}, x_{i+(p-2)}, \ldots, x_{i}$ yields the result.
The time series $\left\{x_{i}\right\}_{i=0}^{\infty}$ defined in (28) can be viewed as the numerical approximation of the $H_{1}$-valued $\operatorname{CAR}(p)$ process $X(t)$. Notice that for small $\delta$ we find that $\mathscr{S}_{p}(\delta) \approx \delta \mathscr{C}_{p}+$ Id. Using this approximation in the explicit representation of $\mathbf{Z}(t)$ in Proposition 1 will yield the same conclusion as in our discussion above.

We remark that if the operators $B_{1}, \ldots, B_{p}$ are bounded, then $\operatorname{Dom}(B)=H_{1}$. In this case, the time series $\left\{x_{i}\right\}_{i=0}^{\infty}$ will be everywhere defined on $H_{1}$, and we do not need to impose any additional "domain preservation" hypothesis.

Let us consider an example where $p=3$, and $H_{1}=H_{2}=H_{3}$. Suppose that $I_{i}=\mathrm{Id}$ for $i=1,2,3$ and recall from the discussion in Sect. 2 that in this case $B_{q}=A_{q}$ for $q=1,2,3$. Using Proposition 7 yields that

$$
x_{i+3}=\left(3 \mathrm{Id}+A_{1}\right) x_{i+2}+\left(A_{2}-2 A_{1}-3 \mathrm{Id}\right) x_{i+1}+\left(\mathrm{Id}+A_{1}-A_{2}+A_{3}\right) x_{i}+\epsilon_{i}
$$

when $\delta=1$. Here, $\epsilon_{i}=L\left(t_{i+1}\right)-L\left(t_{i}\right)$ and thus being distributed as $L(1)$. This formula is the analogy of Ex. 10.2 in [9]. Indeed, Proposition 7 is the generalization of [8, Eq. (4.17)] to Hilbert space.

The $H_{1}$-valued $\operatorname{AR}(p)$-process in Proposition 7 is called a functional autoregressive process of order $p$ (or, in short-hand notation, $\operatorname{FAR}(p)$-process) by [10]. For example, [17] apply such models in a functional data analysis of Eurodollar futures, where they find statistical evidence for a FAR(2) dynamics. We remark that [17] defines $\operatorname{FAR}(p)$ processes using the observer canonical form rather that the
controller canonical form as we use. At this point, we would also like to mention that the stochastic wave equation considered in Sect. 1 will be an $\operatorname{AR}(2)$ process with values in $H_{1}$ (or a FAR(2)-process). Indeed, since in this case $A_{1}=0, I_{2}=\mathrm{Id}$ and $A_{2}=\Delta$, the Laplacian, we find that $B_{1}=0$ and $B_{2}=\Delta$, and hence,

$$
x_{i+2}=2 \operatorname{Id} x_{i+1}-\left(\operatorname{Id}-\delta^{2} \Delta\right) x_{i}+\delta^{2} \epsilon_{i}
$$

for $i=0,1,2 \ldots$ Obviously, this recursion is obtained by approximating the wave equation by the discrete second derivative in time.

Recalling from (22) the semigroup $\left\{\mathscr{S}_{2}(t)\right\}_{t \geq 0}$ of the wave equation, we see from (13) that it has the representation (with initial condition $\mathbf{Z}_{0}=\mathbf{0}$ )

$$
X(t)=\int_{0}^{t}(-\Delta)^{-1 / 2} \sin \left((-\Delta)^{1 / 2}(t-s)\right) \mathrm{d} L(s) .
$$

Following the analysis in [6], $X$ will be a Hilbert-valued ambit field. Ambit fields have attracted a great deal of attention as random fields in time and space suitable for modelling turbulence, as we recall from the definition and discussion in Sect. 1. As $L$ is a $L^{2}(0,1)$-valued Lévy process, one can represent it in terms of the basis $\left\{e_{n}\right\}_{n=1}^{\infty}$, where $e_{n}(x)=\sqrt{2} \sin (\pi n x)$, as

$$
L(t, x)=\sum_{n=1}^{\infty} \ell_{n}(t) e_{n}(x)
$$

with $\ell_{n}(t):=\left\langle L(t, \cdot), e_{n}\right\rangle_{2}, n=1,2, \ldots$ being real-valued square-integrable Lévy processes with zero mean (see [20, Sect. 4.8]). Thus, the stochastic wave equation has the representation

$$
X(t, x)=\sum_{n=1}^{\infty} \frac{\sqrt{2}}{\pi n} \int_{0}^{t} \sin (\pi n(t-s)) \mathrm{d} \ell_{n}(s) \sin (\pi n x) .
$$

But with $\widetilde{L}(\mathrm{~d} y, \mathrm{~d} s):=\left\langle L(\mathrm{~d} s), e_{n}\right\rangle_{2} \mathrm{~d} y$, we obtain an expression for $X(t, x)$ similar to the definition of an ambit field from Sect. 1. Note that $\widetilde{L}$ is not necessarily a Lévy basis in this context. Hilbert-valued CARMA $\left(p, U, \mathscr{L}_{U}\right)$-processes provide us with a rich class of ambit fields, as real-valued CARMA processes are specific cases of Lévy semistationary processes (see e.g. [5, 8, 9]).
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# Pre- and Post-Lie Algebras: The Algebro-Geometric View 

Gunnar Fløystad and Hans Munthe-Kaas


#### Abstract

We relate composition and substitution in pre- and post-Lie algebras to algebraic geometry. The Connes-Kreimer Hopf algebras and MKW Hopf algebras are then coordinate rings of the infinite-dimensional affine varieties consisting of series of trees, resp. Lie series of ordered trees. Furthermore we describe the Hopf algebras which are coordinate rings of the automorphism groups of these varieties, which govern the substitution law in pre- and post-Lie algebras.


## 1 Introduction

Pre-Lie algebras were first introduced in two different papers from 1963. Murray Gerstenhaber [13] studies deformations of algebras and Ernest Vinberg [29] problems in differential geometry. The same year John Butcher [2] published the first in a series of papers studying algebraic structures of numerical integration, culminating in his seminal paper [3] where B-series, the convolution product and the antipode of the Butcher-Connes-Kreimer Hopf algebra are introduced.

Post-Lie algebras are generalisations of pre-Lie algebras introduced in the last decade. Bruno Vallette [28] introduced the post-Lie operad as the Koszul dual of the commutative trialgebra operad. Simultaneously post-Lie algebras appear in the study of numerical integration on Lie groups and manifolds [21, 25]. In a differential geometric picture a pre-Lie algebra is the algebraic structure of the flat and torsion free connection on a locally Euclidean space, whereas post-Lie algebras appear naturally as the algebraic structure of the flat, constant torsion connection given by the Maurer-Cartan form on a Lie group [24]. Recently it is shown that the sections of an anchored vector bundle admits a post-Lie structure if and only if the bundle is an action Lie algebroid [22].

[^50]B-series is a fundamental tool in the study of flow-maps (e.g. numerical integration) on Euclidean spaces. The generalised Lie-Butcher LB-series are combining B-series with Lie series and have been introduced for studying integration on Lie groups and manifolds.

In this paper we study B-series and LB-series from an algebraic geometry point of view. The space of B-series and LB-series can be defined as completions of the free pre- and post-Lie algebras. We study (L)B-series as an algebraic variety, where the coordinate ring has a natural Hopf algebra structure. In particular we are interested in the so-called substitution law. Substitutions for pre-Lie algebras were first introduced in numerical analysis [6]. The algebraic structure of preLie substitutions and the underlying substitution Hopf algebra were introduced in [4]. For the post-Lie case, recursive formulae for substitution were given in [18]. However, the corresponding Hopf algebra of substitution for post-Lie algebras was not understood at that time.

In the present work we show that the algebraic geometry view gives a natural way to understand both the Hopf algebra of composition and the Hopf algebra of substitution for pre- and post-Lie algebras.

The paper is organised as follows. In Part 1 we study fundamental algebraic properties of the enveloping algebra of Lie-, pre-Lie and post-Lie algebras for the general setting that these algebras $A$ are endowed with a decreasing filtration $A=A^{1} \supseteq A^{2} \supseteq \cdots$. This seems to be the general setting where we can define the exponential and logarithm maps, and define the (generalised) Butcher product for pre- and post-Lie algebras. Part 2 elaborates an algebraic geometric setting, where the pre- or post-Lie algebra forms an algebraic variety and the corresponding coordinate ring acquires the structure of a Hopf algebra. This yields the Hopf algebra of substitutions in the free post-Lie algebra. Finally, we provide a recursive formula for the coproduct in this substitution Hopf algebra.

## Part 1: The Non-algebro Geometric Setting

In this part we have no type of finiteness condition on the Lie algebras, and pre- and post-Lie algebras. Especially in the first Sect. 2 the material will be largely familiar to the established reader.

## 2 The Exponential and Logarithm Maps for Lie Algebras

We work in the most general setting where we can define the exponential and logarithm maps. In Sect. 2.2 we assume the Lie algebra comes with a decreasing filtration, and is complete with respect to this filtration. We define the completed enveloping algebra, and discuss its properties. This is the natural general setting for the exponential and logarithm maps which we recall in Sect.2.3.

### 2.1 The Euler Idempotent

The setting in this subsection is any Lie algebra $L$, finite or infinite dimensional over a field $k$ of characteristic zero. Let $U(L)$ be its enveloping algebra. This is a Hopf algebra with unit $\eta$, counit $\epsilon$ and coproduct

$$
\Delta: U(L) \rightarrow U(L) \otimes_{k} U(L)
$$

defined by $\Delta(\ell)=1 \otimes \ell+\ell \otimes 1$ for any $\ell \in L$, and extended to all of $U(L)$ by requiring $\Delta$ to be an algebra homomorphism.

For any algebra $A$ with multiplication map $\mu_{A}: A \otimes A \rightarrow A$, we have the convolution product $\star$ on $\operatorname{Hom}_{k}(U(L), A)$. For $f, g \in \operatorname{Hom}_{k}(U(L), A)$ it is defined as

$$
f \star g=\mu_{A} \circ(f \otimes g) \circ \Delta_{U(L)} .
$$

Let $\mathbf{1}$ be the identity map on $U(L)$, and $J=\mathbf{1}-\eta \circ \epsilon$. The Eulerian idempotent $e: U(L) \rightarrow U(L)$ is defined by

$$
e=\log ^{\star}(\mathbf{1})=\log ^{\star}(\eta \circ \epsilon+J)=J-\frac{J^{\star 2}}{2}+\frac{J^{\star 3}}{3}-\cdots
$$

Proposition 2.1 The image of $e: U(L) \rightarrow U(L)$ is $L \subseteq U(L)$, and $e$ is the identity restricted to $L$.

Proof This is a special case of the canonical decomposition stated in 0.4.3 in [27]. See also Proposition 3.7, and part (i) of its proof in [27].

Let $\operatorname{Sym}^{c}(L)$ be the free cocommutative conilpotent coalgebra on $L$. It is the subcoalgebra of the tensor coalgebra $T^{c}(L)$ consisting of the symmetrized tensors

$$
\begin{equation*}
\sum_{\sigma \in S_{n}} l_{\sigma(1)} \otimes l_{\sigma(2)} \otimes \cdots l_{\sigma(n)} \in L^{\otimes n}, \quad l_{1}, \ldots l_{n} \in L \tag{1}
\end{equation*}
$$

The above proposition gives a linear map $U(L) \xrightarrow{e} L$. Since $U(L)$ is a cocommutative coalgebra, there is then a homomorphism of cocommutative coalgebras

$$
\begin{equation*}
U(L) \xrightarrow{\alpha} \operatorname{Sym}^{c}(L) . \tag{2}
\end{equation*}
$$

We now have the following strong version of the Poincaré-Birkhoff-Witt theorem.
Proposition 2.2 The map $U(L) \xrightarrow{\alpha} S y m^{c}(L)$ is an isomorphism of coalgebras.
In order to show this we expand more on the Euler idempotent.

Again for $l_{1}, \ldots, l_{n} \in L$ denote by $\left(l_{1}, \ldots, l_{n}\right)$ the symmetrized product in $U(L)$ :

$$
\begin{equation*}
\frac{1}{n!} \sum_{\sigma \in S_{n}} l_{\sigma(1)} l_{\sigma(2)} \cdots l_{\sigma(n)}, \tag{3}
\end{equation*}
$$

and let $U_{n}(L) \subseteq U(L)$ be the subspace generated by all these symmetrized products.

Proposition 2.3 Consider the map given by convolution of the Eulerian idempotent:

$$
\frac{e^{\star p}}{p!}: U(L) \rightarrow U(L) .
$$

a. The map above is zero on $U_{q}(L)$ when $q \neq p$ and the identity on $U_{p}(L)$.
b. The sum of these maps

$$
\exp ^{\star p}(e)=\eta \circ \epsilon+e+\frac{e^{\star 2}}{2}+\frac{e^{\star 3}}{3!}+\cdots
$$

is the identity map on $U(L)$. (Note that the map is well defined since the maps $e^{\star p} / p!$ vanish on any element in $U(L)$ for $p$ sufficiently large.)

From the above we get a decomposition

$$
U(L)=\bigoplus_{n \geq 0} U_{n}(L)
$$

Proof This is the canonical decomposition stated in 0.4.3 in [27], see also Proposition 3.7 and its proof in [27].

Proof of Proposition 2.2 Note that since $e$ vanishes on $U_{n}(L)$ for $n \geq 2$, by the way one constructs the map $\alpha$, it sends the symmetrizer $\left(l_{1}, \ldots, l_{n}\right) \in U_{n}(L)$ to the symmetrizer (3) in $\operatorname{Sym}_{n}^{c}(L)$. This shows $\alpha$ is surjective. But there is also a linear map, the surjective section $\beta: \operatorname{Sym}_{n}^{c}(L) \rightarrow U_{n}(L)$ sending the symmetrizer (3) to the symmetric product $\left(l_{1}, \ldots, l_{n}\right)$. This shows that $\alpha$ must also be injective.

### 2.2 Filtered Lie Algebras

Now the setting is that the Lie algebra $L$ comes with a filtration

$$
L=L^{1} \supseteq L^{2} \supseteq L^{3} \supseteq \cdots
$$

such that $\left[L^{i}, L^{j}\right] \subseteq L^{i+j}$. Examples of such may be derived from any Lie algebra over $k$ :

1. The lower central series gives such a filtration with $L^{2}=[L, L]$ and $L^{p+1}=$ $\left[L^{p}, L\right]$.
2. The polynomials $L[h]=\oplus_{n \geq 1} L h^{n}$.
3. The power series $L \llbracket h \rrbracket=\Pi_{n \geq 1} L h^{n}$.

Let $\operatorname{Sym}_{n}(L)$ be the symmetric product of $L$, that is the natural quotient of $L^{\otimes n}$ which is the coinvariants $\left(L^{\otimes n}\right)^{S_{n}}$ for the action of the symmetric group $S_{n}$. By the definition of $\operatorname{Sym}^{c}(L)$ in (1) there are maps

$$
\operatorname{Sym}_{n}^{c}(L) \hookrightarrow L^{\otimes n} \rightarrow \operatorname{Sym}_{n}(L)
$$

and the composition is a linear isomorphism. We get a filtration on $\operatorname{Sym}_{n}(L)$ by letting

$$
F^{p}\left(\operatorname{Sym}_{n}(L)\right)=\sum_{i_{1}+\cdots+i_{n} \geq p} L^{i_{1}} \cdots L^{i_{n}}
$$

The filtration on $L$ gives an associated graded Lie algebra gr $L=\oplus_{i \geq 1} L_{i} / L_{i+1}$. The filtration on $\operatorname{Sym}_{n}(L)$ also induces an associated graded vector space.
Lemma 2.4 There is an isomorphism of associated graded vector spaces

$$
\begin{equation*}
\operatorname{Sym}_{n}(g r L) \xrightarrow{\cong} g r \operatorname{Sym}_{n}(L) . \tag{4}
\end{equation*}
$$

Proof Note first that there is a natural map (where $d$ denotes the grading induced by the graded Lie algebra gr $L$ )

$$
\begin{equation*}
\operatorname{Sym}_{n}(\operatorname{gr} L)_{d} \rightarrow F^{d} \operatorname{Sym}_{n}(L) / F^{d+1} \operatorname{Sym}_{n}(L) \tag{5}
\end{equation*}
$$

It is also clear by how the filtration is defined that any element on the right may be lifted to some element on the left, and so this map is surjective. We must then show that it is injective.

Choose splittings $L / L^{i+1} \xrightarrow{s_{i}} L$ of $L \rightarrow L / L^{i+1}$ for $i=1, \ldots p$, and let $L_{i}=s_{i}\left(L^{i} / L^{i+1}\right)$. Then we have a direct sum decomposition

$$
L=L_{1} \oplus L_{2} \oplus \cdots \oplus L_{p} \oplus \cdots
$$

This gives an isomorphism $L \stackrel{\cong}{\rightrightarrows} \operatorname{gr} L$ which again gives a graded isomorphism

$$
\begin{equation*}
\operatorname{Sym}_{n}(L) \xrightarrow{\cong} \operatorname{Sym}_{n}(\operatorname{gr} L) . \tag{6}
\end{equation*}
$$

Since in general $\operatorname{Sym}_{n}(A \oplus B)$ is equal to $\oplus_{i} \operatorname{Sym}_{i}(A) \otimes \operatorname{Sym}_{n-i}(B)$ we get that

$$
\begin{equation*}
\operatorname{Sym}_{n}(L)=\oplus_{i_{1}, \ldots, i_{p}} S_{i_{1}}\left(L_{1}\right) \otimes \cdots \otimes S_{i_{p}}\left(L_{p}\right) \tag{7}
\end{equation*}
$$

where we sum over all compositions where $\sum i_{j}=n$.

## Claim

$$
F^{d} S_{n}(L)=\oplus_{i_{1}, \ldots, i_{p}} S_{i_{1}}\left(L_{1}\right) \otimes \cdots \otimes S_{i_{p}}\left(L_{p}\right)
$$

where we sum over all $\sum i_{j}=n$ and $\sum j \cdot i_{j} \geq d$.
This shows that the composition of (6) and (5) is an isomorphism. Therefore the map in (5) is an isomorphism.
Proof of Claim. Clearly we have an inclusion $\supseteq$. Conversely let $a \in F^{d} \operatorname{Sym}_{n}(L)$. Then $a$ is a sum of products $a_{r_{1}} \cdots a_{r_{q}}$ where $a_{r_{j}} \in L^{r_{j}}$ and $\sum r_{j} \geq d$. But then each $a_{r_{j}} \in \oplus_{t \geq r_{j}} L_{t}$, and so by the direct sum decomposition in (7), each $a_{r_{1}} \cdots a_{r_{q}}$ lives in the right side of the claimed equality, and so does $a$.

We have the enveloping algebra $U(L)$ and the enveloping algebra of the associated graded algebra $U(\operatorname{gr} L)$. The augmentation ideal $U(L)_{+}$is the kernel $\operatorname{ker} U(L) \xrightarrow{\epsilon} k$ of the counit. The enveloping algebra $U(L)$ now gets a filtration of ideals by letting $F^{1}=U(L)_{+}$and

$$
F^{p+1}=F^{p} \cdot U(L)_{+}+\left(L^{p+1}\right),
$$

where $\left(L^{p+1}\right)$ is the ideal generated by $L^{p+1}$. This filtration induces again a graded algebra

$$
\operatorname{gr} U(L)=\bigoplus_{i} F^{i} / F^{i+1}
$$

There is also another version, the graded product algebra, which we will encounter later

$$
\operatorname{gr}^{\Pi} U(L)=\prod_{i} F^{i} / F^{i+1}
$$

## Proposition 2.5 The natural map of graded algebras

$$
U(g r L) \xrightarrow{\cong} \operatorname{gr} U(L),
$$

is an isomorphism.
Proof The filtrations on each $\operatorname{Sym}_{n}^{c}(L)$ induces a filtration on $\operatorname{Sym}^{c}(L)$. Via the isomorphism $\alpha$ of (2) and the explicit form given in the proof of Proposition 2.2 the
filtrations on $U(L)$ and on $\operatorname{Sym}_{n}^{c}(L)$ correspond. Hence

$$
\operatorname{gr} \alpha: \operatorname{gr} U(L) \xrightarrow{\cong} \operatorname{gr}_{\operatorname{Sym}_{n}^{c}}(L)
$$

is an isomorphism of vector spaces. There is also an isomorphism $\beta$ and a commutative diagram


By Lemma 2.4 the right vertical map is an isomorphism and so also the left vertical map.

The cofiltration

$$
\cdots \rightarrow U(L) / F^{n} \rightarrow U(L) / F^{n-1} \rightarrow \cdots
$$

induces the completion

Lemma 2.6 The completed algebras are equal:

$$
\hat{U}(\hat{L})=\hat{U}(L),
$$

and so this algebra only depends on the completion $\hat{L}$.
Proof The natural map $L \rightarrow \hat{L}$ induces a natural map $U(L) \xrightarrow{\gamma} U(\hat{L})$. Since $L$ and $\hat{L}$ have the same associated graded Lie algebras, the two downward maps in the commutative diagram

are isomorphisms, showing that the upper horizontal map is an isomorphism. But given the natural map $\gamma$ this easily implies that the map of quotients

$$
U(L) / F^{p+1} U(L) \xrightarrow{\gamma^{p}} U(\hat{L}) / F^{p+1} U(\hat{L})
$$

is an isomorphism, and so the completions are isomorphic.
We denote the $d^{\prime}$ th graded part of the enveloping algebra $U(\operatorname{gr} L)$ by $U(\operatorname{gr} L)_{d}$. The following gives an idea of the "size" of $\hat{U}(L)$.

## Lemma 2.7

$$
g r^{\Pi} \hat{U}(L)=\hat{U}(g r L)=\prod_{d \in \mathbb{Z}} U(g r L)_{d}
$$

Proof The left graded product is

$$
\operatorname{gr}^{\Pi} \hat{U}(L)=\prod_{p \geq 0} F^{p} / F^{p+1}
$$

But by Proposition $2.5 F^{p} / F^{p+1} \cong U(\operatorname{gr} L)_{p}$ and so the above statement follows.

Example 2.8 Let $V=\oplus_{i \geq 1} V_{i}$ be a graded vector space with $V_{i}$ of degree $i$, and let $\operatorname{Lie}(V)$ be the free Lie algebra on $V$. It then has a grading $\operatorname{Lie}(V)=\oplus_{d \geq 1} \operatorname{Lie}(V)_{d}$ coming from the grading on $V$, and so a filtration $F^{p}=\oplus_{d \geq p} \operatorname{Lie}(V)_{d}$. The enveloping algebra $U(\operatorname{Lie}(V))$ is the tensor algebra $T(V)$. The completed enveloping algebra is

$$
\hat{U}(\operatorname{Lie}(V))=\hat{T}(V):=\prod_{d} T(V)_{d}
$$

Let $L_{p}$ be the quotient $L / L^{p+1}$, which is a nilpotent filtered Lie algebra. We get enveloping algebras $U\left(L_{p}\right)$ with filtrations $F^{j} U\left(L_{p}\right)$ of ideals, and quotient algebras

$$
U^{j}\left(L_{p}\right)=U\left(L_{p}\right) / F^{j+1} U\left(L_{p}\right)
$$

## Lemma 2.9

$$
\hat{U}(L)=\lim _{\overleftarrow{j, p}} U^{j}\left(L_{p}\right)
$$

Proof First note that if $j \leq p$ then $U^{p}\left(L_{p}\right) \rightarrow U^{j}\left(L_{p}\right)$ surjects. If $j \geq p$, then $U^{j}\left(L_{j}\right) \rightarrow U^{j}\left(L_{p}\right)$ surjects. Hence it is enough to show that the natural map

$$
U(L) / F^{p+1} \rightarrow U\left(L_{p}\right) / F^{p+1} U\left(L_{p}\right)=U^{p}\left(L_{p}\right)
$$

is an isomorphism. This follows since we have an isomorphism of associated graded vector spaces:

$$
\begin{aligned}
\left(\operatorname{gr}\left(U(L) / F^{p+1}\right)\right)_{\leq p} & =(\operatorname{gr} U(L))_{\leq p} \cong U(\operatorname{gr} L)_{\leq p} \\
& =U\left(\operatorname{gr} L_{p}\right)_{\leq p} \cong\left(\operatorname{gr} U\left(L_{p}\right)\right)_{\leq p} \\
& =\left(\operatorname{gr} U\left(L_{p}\right) / F^{p+1}\right)_{\leq p}
\end{aligned}
$$

### 2.3 The Exponential and Logarithm

The coproduct $\Delta$ on $U(L)$ will send

$$
F^{p} \xrightarrow{\Delta} 1 \otimes F^{p}+F^{1} \otimes F^{p-1}+\cdots+F^{p} \otimes 1 .
$$

Thus we get a map

$$
\hat{U}(L) \rightarrow U(L) / F^{2 p-1} \xrightarrow{\Delta} U(L) / F^{p} \otimes U(L) / F^{p}
$$

Let

$$
\hat{U}(L) \hat{\otimes} \hat{U}(L):=\lim _{\stackrel{1}{*}} U(L) / F^{p} \otimes U(L) / F^{p}
$$

be the completed tensor product We then get a completed coproduct

$$
\hat{U}(L) \xrightarrow{\Delta} \hat{U}(L) \hat{\otimes} \hat{U}(L) .
$$

Note that the tensor product

$$
\hat{U}(L) \otimes \hat{U}(L) \subseteq \hat{U}(L) \hat{\otimes} \hat{U}(L)
$$

An element $g$ of $\hat{U}(L)$ is grouplike if $\Delta(g)=g \otimes g$ in $\hat{U}(L) \otimes \hat{U}(L)$. We denote the set of grouplike elements by $G(\hat{U}(L))$. They are all of the form $1+s$ where $s$ is in the augmentation ideal

$$
\hat{U}(L)_{+}=\operatorname{ker}(\hat{U}(L) \xrightarrow{\epsilon} k) .
$$

The exponential map

$$
\hat{U}(L)_{+} \xrightarrow{\text { exp }} 1+\hat{U}(L)_{+}
$$

is given by

$$
\exp (x)=1+x+\frac{x^{2}}{2!}+\frac{x^{3}}{3!}+\cdots
$$

The logarithm map

$$
1+\hat{U}(L)_{+} \xrightarrow{\log } \hat{U}(L)_{+}
$$

is defined by

$$
\log (1+s)=s-\frac{s^{2}}{2}+\frac{s^{3}}{3}-\cdots
$$

Proposition 2.10 The maps

$$
\hat{U}(L)_{+} \underset{\log }{\stackrel{\exp }{\rightleftarrows}} 1+\hat{U}(L)_{+}
$$

give inverse bijections. They restrict to inverse bijections

$$
\hat{L} \underset{\log }{\stackrel{\exp }{\rightleftarrows}} G(\hat{U}(L))
$$

between the completed Lie algebra and the grouplike elements.
Proof That $\log (\exp (x))=x$ and $\exp (\log (1+s))=1+s$, are formal manipulations. If $\ell \in \hat{L}$ it is again a formal manipulation that

$$
\Delta(\exp (\ell))=\exp (\ell) \cdot \exp (\ell)
$$

and so $\exp (\ell)$ is a grouplike element.
The maps $\exp$ and $\log$ can also be defined on the tensor products and give inverse bijections

$$
\hat{U}(L)_{+} \hat{\otimes} \hat{U}(L)+\hat{U}(L) \hat{\otimes} \hat{U}(L)_{+} \underset{\log }{\stackrel{\exp }{\rightleftarrows}} 1 \otimes 1+\hat{U}(L)_{+} \hat{\otimes} \hat{U}(L)+\hat{U}(L) \hat{\otimes} \hat{U}(L)_{+} .
$$

Now let $s \in G(\hat{U}(L))$ be a grouplike element. Since $\Delta=\Delta_{\hat{U}(L)}$ is an algebra homomorphism

$$
\exp (\Delta(\log (s)))=\Delta(\exp (\log s))=\Delta(s)=s \otimes s
$$

Since $1 \otimes s$ and $s \otimes 1$ are commuting elements we also have

$$
\exp (\log (s) \otimes 1+1 \otimes \log (s))=(\exp (\log (s)) \otimes 1) \cdot(1 \otimes \exp (\log (s)))=s \otimes s
$$

Taking logarithms of these two equations, we obtain

$$
\Delta(\log (s))=\log (s) \otimes 1+1 \otimes \log (s)
$$

and so $\log (s)$ is in $\hat{L}$.

## 3 Exponentials and Logarithms for Pre- and Post-Lie Algebras

For pre- and post-Lie algebras their enveloping algebra comes with two products and $*$. This gives two possible exponential and logarithm maps. This is precisely the setting that enables us to define a map from formal vector fields to formal flows. It also gives the general setting for defining the Butcher product.

### 3.1 Filtered Pre- and Post-Lie Algebras

Given a linear binary operation on a $k$-vector space $A$

$$
*: A \otimes_{k} A \rightarrow A
$$

the associator is defined as:

$$
a_{*}(x, y, z)=x *(y * z)-(x * y) * z
$$

Definition 3.1 A post-Lie algebra $(P,[],, \triangleright)$ is a Lie algebra $(P,[]$,$) together$ with a linear binary map $\triangleright$ such that

- $x \triangleright[y, z]=[x \triangleright y, z]+[y, x \triangleright z]$
- $[x, y] \triangleright z=a_{\triangleright}(x, y, z)-a_{\triangleright}(y, x, z)$

It is then straightforward to verify that the following bracket

$$
\llbracket x, y \rrbracket=x \triangleright y-y \triangleright x+[x, y]
$$

defines another Lie algebra structure on $P$.
A pre-Lie algebra is a post-Lie algebra $P$ such that bracket [, ] is zero, so $P$ with this bracket is the abelian Lie algebra.

Example 3.2 Let $\mathcal{X} \mathbb{R}^{n}$ be the vector fields on the manifold $\mathbb{R}^{n}$. It comes with the natural Levi-Cevita connection $\nabla$. Write $f=\sum_{i=1}^{n} f^{i} \partial_{i}$ and $g=\sum_{i=1}^{n} g^{i} \partial_{i}$ for two vector fields, where $\partial_{i}=\partial / \partial x_{i}$. Let

$$
f \triangleright g=\nabla_{f} g=\sum_{i, j} f^{j}\left(\partial_{j} g^{i}\right) \partial_{i} .
$$

Then $\mathcal{X} \mathbb{R}^{n}$ is a pre-Lie algebra with this operation. Hence also a post-Lie algebra with trivial Lie-bracket [, ] equal to zero.

Example 3.3 Let $M$ be a manifold and $\mathcal{X} M$ the vector fields on $M$. Let $\mathfrak{g}$ be a finite dimensional Lie algebra and $\lambda: \mathfrak{g} \rightarrow \mathcal{X} M$ be a morphism of Lie algebras. Denote by $\Omega^{0}(M, \mathfrak{g})$ the space of smooth maps $M \rightarrow \mathfrak{g}$. This is a Lie algebra by

$$
[x, y](u)=[x(u), y(u)] .
$$

The vector fields $\mathcal{X} M$ act on the functions $\Omega^{0}(M, k)$ by differentiation: For $f \in$ $\mathcal{X} M$ and $\phi \in \Omega^{0}(M, k)$ we get $f \phi \in \Omega^{0}(M, k)$. Hence $\mathcal{X} M$ acts on $\Omega^{0}(M, \mathfrak{g})=$ $\Omega^{0}(M, k) \otimes_{k} \mathfrak{g}$.

Now define the operation

$$
\begin{aligned}
\Omega^{0}(M, \mathfrak{g}) \times \Omega^{0}(M, \mathfrak{g}) & \stackrel{\triangleright}{\longrightarrow} \Omega^{0}(M, \mathfrak{g}) \\
x \triangleright y & \mapsto[u \mapsto(\lambda(x(u)) y)(u)] .
\end{aligned}
$$

Then $\Omega^{0}(M, \mathfrak{g}),[],, \triangleright$ becomes a post-Lie algebra by [24, Prop.2.10].
If $G \times M \rightarrow M$ is an action of a Lie group $G$ on $M$ then for each $u \in M$ we get a map $G \rightarrow M$ and on tangent spaces $\mathfrak{g} \rightarrow T_{u} M$. This gives a map to the tangent bundle of $M: \mathfrak{g} \times M \rightarrow T M$ and map of Lie algebras $\mathfrak{g} \rightarrow \mathcal{X} M$. Hence in this setting we get by the above a post-Lie algebra $\Omega^{0}(M, \mathfrak{g})$.

If $M=G$ and $G \times G \rightarrow G$ is the Lie group operation, then $\Omega^{0}(G, \mathfrak{g})$ naturally identifies with the vector fields $\mathcal{X} G$ by left multiplication, and so these vector fields becomes a post-Lie algebra. In the special case that $G=\mathbb{R}^{n}$ with group operation $\mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ sending $(a, b) \mapsto a+b$, we get the pre-Lie algebra of Example 3.2 above.

We now assume that $P$ is a filtered post-Lie algebra: We have a decreasing filtration

$$
P=P^{1} \supseteq P^{2} \supseteq \cdots
$$

such that

$$
\left[P^{p}, P^{q}\right] \subseteq P^{p+q}, \quad P^{p} \triangleright P^{q} \subseteq P^{p+q}
$$

Then we will also have $\llbracket P^{p}, P^{q} \rrbracket \subseteq P^{p+q}$. If $u$ and $v$ are two elements of $P$ such that $u-v \in P^{n+1}$, we say they are equal up to order $n$.

Again examples of this can be constructed for any post-Lie algebra over a field $k$ by letting $P^{1}=P$ and

$$
P^{p+1}:=P^{p} \triangleright P+P \triangleright P^{p}+\left[P, P^{p}\right] .
$$

Alternatively we may form the polynomials $P[h]=\oplus_{n \geq 1} P h^{n}$, or the power series $P \llbracket h \rrbracket=\Pi_{n \geq 1} P h^{n}$.

In [10] the enveloping algebra $U(P)$ of the post-Lie algebra was introduced. It is both the enveloping algebra for the Lie algebra [,] and as such comes with associative product $\bullet$, and is the enveloping algebra for the Lie algebra 【!, 』 and as such comes with associative product $*$. The triangle product also extends to a product $\triangleright$ on $U(P)$ but this is not associative.

### 3.2 The Map from Fields to Flows

By Example 3.2 above the formal power series of vector field $\mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket$ is a pre-Lie algebra, and from the last part of Example 3.3 we get a post-Lie algebra $\mathcal{X} G \llbracket h \rrbracket$ of series of vector fields. Using this perspective there are several natural ways to think of filtered post-Lie algebras and the related objects.

- The elements of $P$ may be thought of as formal vector fields, in which case we write $P_{\text {field }}$.
- The grouplike elements of $\hat{U}(P)$ may be thought of as formal flows.
- The elements of $P$ may be thought of as principal parts of formal flows, see below, in which case we write $P_{\text {flow }}$.

Let us explain how these are related. In the rest of this subsection we assume that $P=\hat{P}$ is complete with respect to the filtration. The exponential map

$$
\begin{equation*}
P_{\text {field }} \xrightarrow{\exp ^{*}} \hat{U}(P) \tag{8}
\end{equation*}
$$

sends a vector field to a formal flow, a grouplike element in $\hat{U}(P)$. (Note that the notion of a grouplike element in $\hat{U}(P)$ only depends on the shuffle coproduct.)

We may take the logarithm

$$
\begin{equation*}
G(\hat{U}(P)) \xrightarrow{\log ^{\bullet}} P . \tag{9}
\end{equation*}
$$

So if $B \in G(\hat{U}(P))$ we get $b=\log ^{\bullet}(B)$. We think of $b$ also as a formal flow, the principal part or first order part of the formal flow $B$. It determines $B$ by $B=$ $\exp ^{\bullet}(b)$. Note that in (8) the exponential is with respect to the $*$ operation, while in (9) the logarithm is with respect to the $\bullet$ operation.

When $P$ is a pre-Lie algebra $A$, then $\hat{U}(P)$ is the completed symmetric algebra $\widehat{\operatorname{Sym}}(A)$ and $\log ^{\bullet}$ is simply the projection $\widehat{\operatorname{Sym}}(A) \rightarrow A$. If $B$ is a Butcher series parametrized by forests (see Sect.6.3), then $b$ is the Butcher series parametrized by trees. Thus $b$ determines the flow, but the full series $B$ is necessary to compute pull-backs of functions along the flow.

We thus get a bijection

$$
\begin{equation*}
\Phi: P_{\text {field }} \xrightarrow{\log ^{\bullet} \circ \exp ^{*}} P_{\text {flow }} \tag{10}
\end{equation*}
$$

which maps vector fields to principal part flows. This map is closely related to the Magnus expansion [8]. Magnus expresses the exact flow as $\exp ^{*}(t v)=$ $\exp ^{\bullet}(\Phi(t v))$, from which a differential equation for $\Phi(t v)$ can be derived.

Example 3.4 Consider the manifold $\mathbb{R}^{n}$ and let $\mathcal{X} \mathbb{R}^{n}$ be the vector fields on $\mathbb{R}^{n}$. Let $f=\sum_{i \geq 0} f_{i} h^{i}$ on $\mathbb{R}^{n}$ be a power series of vector fields where each $f_{i} \in \mathcal{X} \mathbb{R}^{n}$. It induces the flow series $\exp ^{*}(h f)$ in $\hat{U}\left(\mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket\right)$. Since $\mathcal{X} \mathbb{R}^{n}$ is a pre-Lie algebra, the completed enveloping algebra is $\widehat{\operatorname{Sym}}\left(\mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket\right)$. Thus the series

$$
\exp ^{*}(h f)=1+\sum_{i \geq d \geq 1} F_{i, d} h^{i}
$$

where the $F_{i, d} \in \operatorname{Sym}_{d}\left(\mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket\right)$ are $d$ 'th order differential operators. (Note that the principal part $b$ is the $d=1$ part.) It determines a flow $\Psi_{h}^{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ sending a point $P$ to $P(h)$. For any smooth function $\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ the pullback of $\phi$ along the flow is the composition $\phi \circ \Psi_{h}^{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and is given by

$$
\exp ^{*}(h f) \phi=1+\sum_{i \geq d \geq 1} F_{i, d}(\phi) h^{i},
$$

see [17, Section 4.1] or [23, Section 2.1]. In particular when $\phi$ is a coordinate function $x_{p}$ we get the coordinate $x_{p}(h)$ of $P(h)$ as given by

$$
x_{p}(h)=\exp ^{*}(h f) x_{p}=\sum_{i \geq d \geq 1} F_{i, d} x_{p} h^{i}=x_{p}+\sum_{i} F_{i, 1} x_{p} h^{i}
$$

since higher derivatives of $x_{p}$ vanish. This shows concretely geometrically why the flow is determined by its principal part.

For a given principal flow $b \in P_{\text {flow }}$ computing its inverse image by the map (10) above, which is the vector field $\log ^{*} \circ \exp ^{\bullet}(b)$ is called backward error in numerical analysis [14, 19].

For $a, a^{\prime} \in P_{\text {field }}$ let

$$
a * a^{\prime}=\log ^{*}\left(\exp ^{*}(a) * \exp ^{*}\left(a^{\prime}\right)\right)
$$

a product which is computed using the Baker-Campbell-Hausdorff $(\mathrm{BCH})$ formula for the Lie algebra $\llbracket, \rrbracket$. With this product $P_{\text {field }}$ becomes a pro-unipotent group. Transporting this product to $P_{\text {flow }}$ using the bijection $\Phi$ in (10), we get for $b, b^{\prime} \in$ $P_{\text {flow }}$ a product

$$
b \sharp b^{\prime}=\log ^{\bullet}\left(\exp \bullet(b) * \exp ^{\bullet}\left(b^{\prime}\right)\right),
$$

the composition product for principal flows.
Example 3.5 We continue Example 3.4. Let $g=\sum_{i \geq 0} g_{i} h^{i}$ be another power series of vector fields, $\exp ^{*}(h g)$ its flow series, and $\Psi_{h}^{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ the flow it determines. Let $c$ be the principal part of $\exp ^{*}(h g)$. The composition of the flows $\Psi_{h}^{g} \circ \Psi_{h}^{f}$ is the flow sending $\phi$ to

$$
\exp ^{*}(h g)\left(\exp ^{*}(h f) \phi\right)=\left(\exp ^{*}(h g) * \exp ^{*}(h f)\right) \phi
$$

The principal part of the composed flow is

$$
\log ^{\bullet}\left(\exp ^{*}(h g) * \exp ^{*}(h f)\right)=\log ^{\bullet}\left(\exp ^{\bullet}(c) * \exp ^{\bullet}(b)\right)=c \sharp b,
$$

the Butcher product of $c$ and $b$.
Denote by the product in $P_{\text {flow }}$ given by the BCH-formula for the Lie bracket [, ],

$$
x \bullet y:=\log ^{\bullet}\left(\exp ^{\bullet}(x) \bullet \exp ^{\bullet}(y)\right)
$$

Proposition 3.6 For $x, y$ in the post-Lie algebra $P_{\text {flow }}$ we have

$$
x \sharp y=x \bullet\left(\exp { }^{\bullet}(x) \triangleright y\right) .
$$

Proof From [10, Prop.3.3] the product $A * B=\sum_{\Delta(A)} A_{(1)}\left(A_{(2)} \triangleright B\right)$. Since $\exp ^{\bullet}(x)$ is a group-like element it follows that:

$$
\exp ^{\bullet}(x) * \exp { }^{\bullet}(y)=\exp ^{\bullet}(x) \bullet\left(\exp ^{\bullet}(x) \triangleright \exp ^{\bullet}(y)\right)
$$

By [10, Prop.3.1] $A \triangleright B C=\sum_{\Delta(A)}\left(A_{(1)} \triangleright B\right)\left(A_{(2)} \triangleright C\right)$ and so again using that $\exp ^{\bullet}(x)$ is group-like and the expansion of $\exp ^{\bullet}(y)$ :

$$
\exp ^{\bullet}(x) \triangleright \exp ^{\bullet}(y)=\exp ^{\bullet}\left(\exp ^{\bullet}(x) \triangleright y\right)
$$

Hence

$$
x \sharp y=\log ^{\bullet}\left(\exp ^{\bullet}(x) \bullet\left(\exp ^{\bullet}(x) \triangleright \exp ^{\bullet}(y)\right)\right)=\log ^{\bullet}\left(\exp ^{\bullet}(x) \bullet \exp \bullet^{\bullet}\left(\exp ^{\bullet}(x) \triangleright y\right)\right) .
$$

In the pre-Lie case [,] $=0$, therefore $\phi=+$ and we obtain the formula derived in [9]

$$
x \sharp y=x+\exp ^{\bullet}(x) \triangleright y .
$$

### 3.3 Substitution

Let $\operatorname{End}_{\text {postLie }}(P)=\operatorname{Hom}_{\text {postLie }}(P, P)$ be the endomorphisms of $P$ as a postLie algebra. (In the special case that $P$ is a pre-Lie algebra, this is simply the endomorphisms of $P$ as a pre-Lie algebra.) It is a monoid, but not generally a vector space. It acts on the post-Lie algebra $P$.

Since the action respects the brackets [, ], 【, 】 and $\triangleright$, it also acts on the enveloping algebra $U(P)$ and its completion $\hat{U}(P)$, and respects the products $*$ and •. Hence the exponential maps exp* and $\exp ^{\bullet}$ are equivariant for this action, and similarly the logarithms $\log ^{*}$ and $\log ^{\bullet}$. So the formal flow map

$$
\Phi: P_{\text {field }} \longrightarrow P_{\text {flow }}
$$

is equivariant for the action. The action on $P_{\text {flow }}$ (which is technically the same as the action on $P_{\text {field }}$ ), is called substitution and is usually studied in a more specific context, as we do in Sect. 7. An element $\phi \in \operatorname{End}_{\text {postLie }}(P)$ comes from sending a field $f$ to a perturbed field $f^{\prime}$, and one then sees how this affects the exact flow or approximate flow maps given by numerical algorithms.

## Part 2: The Algebraic Geometric Setting

In this part we have certain finiteness assumptions on the Lie algebras and preand post-Lie algebras, and so may consider them and binary operations on them in the setting of varieties. The first three subsections of the next Sect. 4 will be quite familiar to the reader who knows basic algebraic geometry.

## 4 Affine Varieties and Group Actions

We assume the reader is familiar with basic algebraic geometry of varieties and morphisms, like presented in [16, Chap.1] or [7, Chap.1,5]. We nevertheless briefly recall basic notions. A notable and not so standard feature is that we in the last subsection define infinite dimensional varieties and morphisms between them.

### 4.1 Basics on Affine Varieties

Let $k$ be a field and $S=k\left[x_{1}, \ldots, x_{n}\right]$ the polynomial ring. The affine $n$-space is

$$
\mathbb{A}_{k}^{n}=\left\{\left(a_{1}, \ldots, a_{n}\right) \mid a_{i} \in k\right\}
$$

An ideal $I \subseteq S$ defines an affine variety in $\mathbb{A}_{k}^{n}$ :

$$
X=\mathcal{Z}(I)=\left\{p \in \mathbb{A}_{k}^{n} \mid f(p)=0, \text { for } f \in I\right\}
$$

Given an affine variety $X \subseteq \mathbb{A}_{k}^{n}$, its associated ideal is

$$
\mathcal{I}(X)=\{f \in S \mid f(p)=0, \text { for } p \in X\}
$$

Note that if $X=\mathcal{Z}(I)$ then $I \subseteq \mathcal{I}(X)$, and $\mathcal{I}(X)$ is the largest ideal defining the variety $X$. The correspondence

$$
\text { ideals in } k\left[x_{1}, \ldots, x_{n}\right] \underset{\mathcal{I}}{\stackrel{\mathcal{Z}}{\rightleftarrows}} \text { subsets of } \mathbb{A}_{k}^{n}
$$

is a Galois connection. Thus we get a one-to-one correspondence

$$
\text { image of } \mathcal{I} \stackrel{1-1}{\longleftrightarrow} \quad \begin{gathered}
\text { image of } \mathcal{Z} \\
=\text { varieties in } \mathbb{A}_{k}^{n}
\end{gathered}
$$

Remark 4.1 When the field $k$ is algebraically closed, Hilbert's Nullstellensatz says that the image of $\mathcal{I}$ is precisely the radical ideals in the polynomial ring. In general however the image of $\mathcal{I}$ is only contained in the radical ideals.

The coordinate ring of a variety $X$ is the ring $A(X)=k\left[x_{1}, \ldots, x_{n}\right] / \mathcal{I}(X)$. A morphism of affine varieties $f: X \rightarrow Y$ where $X \subseteq \mathbb{A}_{k}^{n}$ and $Y \subseteq \mathbb{A}_{k}^{m}$ is a a map sending a point $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right)$ to a point $\left(f_{1}(\mathbf{a}), \ldots, f_{m}(\mathbf{a})\right)$ where the $f_{i}$ are polynomials in $S$. This gives rise to a homomorphism of coordinate rings

$$
\begin{aligned}
f^{\sharp}: A(Y) & \longrightarrow A(X) \\
\overline{y_{i}} & \longrightarrow f_{i}(\overline{\mathbf{x}}), \quad i=1, \ldots, m
\end{aligned}
$$

In fact this is a one-one correspondence:

$$
\{\text { morphisms } f: X \rightarrow Y\} \quad \stackrel{1-1}{\longleftrightarrow} \quad\left\{\text { algebra homomorphisms } f^{\sharp}: A(Y) \rightarrow A(X)\right\} .
$$

The zero-dimensional affine space $\mathbb{A}_{k}^{0}$ is simply a point, and its coordinate ring is $k$. Therefore to give a point $p \in \mathbb{A}_{k}^{n}$ is equivalent to give an algebra homomorphism $k\left[x_{1}, \ldots, x_{n}\right] \rightarrow k$.

Remark 4.2 We may replace $k$ by any commutative ring $\mathbb{k}$. The affine space $\mathbb{A}_{\mathbb{k}}^{n}$ is then $\mathbb{k}^{n}$. The coordinate ring of this affine space is $\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$. A point $p \in \mathbb{A}_{\mathbb{k}}^{n}$ still corresponds to an algebra homomorphism $\mathbb{k}\left[x_{1}, \ldots, x_{n}\right] \rightarrow \mathbb{k}$. Varieties in $\mathbb{A}_{\mathbb{k}}^{n}$ may be defined in the same way, and there is still a Galois connection between ideals in $\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$ and subsets of $\mathbb{A}_{\mathbb{k}}^{n}$, and a one-one correspondence between morphisms of varieties and coordinate rings.

The affine space $\mathbb{A}_{k}^{n}$ comes with the Zariski topology, whose closed sets are the affine varieties in $\mathbb{A}_{k}^{n}$ and whose open sets are the complements of these. This induces also the Zariski topology on any affine subvariety $X$ in $\mathbb{A}_{k}^{n}$.

If $X$ and $Y$ are affine varieties in $\mathbb{A}_{k}^{n}$ and $\mathbb{A}_{k}^{m}$ respectively, their product $X \times Y$ is an affine variety in $\mathbb{A}_{k}^{n+m}$ whose ideal is the ideal in $k\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right]$ generated by $\mathcal{I}(X)+\mathcal{I}(Y)$. Its coordinate ring is

$$
A(X \times Y)=A(X) \otimes_{k} A(Y)
$$

If $A$ is a ring and $f \neq 0$ in $A$, we have the localized ring $A_{f}$ whose elements are all $a / f^{n}$ where $a \in A$. Two such elements $a / f^{n}$ and $b / f^{m}$ are equal if $f^{k}\left(f^{m} a-\right.$ $\left.f^{n} b\right)=0$ for some $k$. If $A$ is an integral domain, this is equivalent to $f^{m} a-f^{n} b=$ 0 . Note that the localization $A_{f}$ is isomorphic to the quotient ring $A[x] /(x f-1)$. Hence if $A$ is a finitely generated $k$-algebra, $A_{f}$ is also a finitely generated $k$-algebra. A consequence of this is the following: Let $X$ be an affine variety in $\mathbb{A}_{k}^{n}$ whose ideal is $I=\mathcal{I}(X)$ contained in $k\left[x_{1}, \ldots, x_{n}\right]$, and let $f$ be a polynomial function. The open subset

$$
D(f)=\{p \in X \mid f(p) \neq 0\} \subseteq X
$$

is then in bijection to the variety $X^{\prime} \in \mathbb{A}_{k}^{n+1}$ defined by the ideal $I+\left(x_{n+1} f-1\right)$. This bijection is actually a homeomorphism in the Zariski topology. The coordinate ring

$$
A\left(X^{\prime}\right)=A(X)\left[x_{n+1}\right] /\left(x_{n+1} f-1\right) \cong A(X)_{f}
$$

Hence we identify $A_{f}$ as the coordinate ring of the open subset $D(f)$ and can consider $D(f)$ as an affine variety. Henceforth we shall drop the adjective affine for a variety, since all our varieties will be affine.

### 4.2 Coordinate Free Descriptions of Varieties

For flexibility of argument, it may be desirable to consider varieties in a coordinate free context.

Let $V$ and $W$ be dual finite dimensional vector spaces. So $V=\operatorname{Hom}_{k}(W, k)=$ $W^{*}$, and then $W$ is naturally isomorphic to $V^{*}=\left(W^{*}\right)^{*}$. We consider $V$ as an affine space (this means that we are forgetting the structure of vector space on $V$ ). Its coordinate ring is the symmetric algebra $\operatorname{Sym}(W)$. Note that any polynomial $f \in \operatorname{Sym}(W)$ may be evaluated on any point $\mathbf{v} \in V$, since $\mathbf{v}: W \rightarrow k$ gives maps $\operatorname{Sym}_{d}(W) \rightarrow \operatorname{Sym}_{d}(k)=k$ and thereby a map $\operatorname{Sym}(W)=\oplus_{d} \operatorname{Sym}_{d}(W) \rightarrow k$.

Given an ideal $I$ in $\operatorname{Sym}(W)$, the associated affine variety is

$$
X=\{\mathbf{v} \in V \mid f(\mathbf{v})=0, \text { for } f \in I\} \subseteq V
$$

Given a variety $X \subseteq V$ we associate the ideal

$$
\mathcal{I}(X)=\{f \in \operatorname{Sym}(W) \mid f(\mathbf{v})=0, \text { for } \mathbf{v} \in X\} \subseteq \operatorname{Sym}(W)
$$

The coordinate ring of $X$ is $A(X)=\operatorname{Sym}(W) / \mathcal{I}(X)$.
Let $W^{1}$ and $W^{2}$ be two vector spaces, with dual spaces $V^{1}$ and $V^{2}$. A map $f: X^{1} \rightarrow X^{2}$ between varieties in these spaces is a map which is given by polynomials once a coordinate system is fixed for $V^{1}$ and $V^{2}$. Such a map then gives a homomorphism of coordinate rings $f^{\sharp}: \operatorname{Sym}\left(W^{2}\right) / I\left(X^{2}\right) \rightarrow \operatorname{Sym}\left(W^{1}\right) / I\left(X^{1}\right)$, and this gives a one-one correspondence between morphisms $f$ between $X^{1}$ and $X^{2}$ and algebra homomorphisms $f^{\sharp}$ between their coordinate rings.

### 4.3 Affine Spaces and Monoid Actions

The vector space of linear operators on $V$ is denoted $\operatorname{End}(V)$. It is an affine space with $\operatorname{End}(V) \cong \mathbb{A}_{k}^{n \times n}$, and with coordinate ring $\operatorname{Sym}\left(\operatorname{End}(V)^{*}\right)$. We then have an action

$$
\begin{align*}
\operatorname{End}(V) \times V & \rightarrow V  \tag{11}\\
(\phi, v) & \mapsto \phi(v) .
\end{align*}
$$

This is a morphism of varieties. Explicitly, if $V$ has basis $e_{1}, \ldots, e_{n}$ an element in $\operatorname{End}(V)$ may be represented by a matrix $A$ and the map is given by:

$$
\left(A,\left(v_{1}, \ldots, v_{n}\right)^{t}\right) \mapsto A \cdot\left(v_{1}, \ldots, v_{n}\right)^{t}
$$

which is given by polynomials.

The morphism of varieties (11) then corresponds to the algebra homomorphism on coordinate rings

$$
\operatorname{Sym}\left(V^{*}\right) \rightarrow \operatorname{Sym}\left(\operatorname{End}(V)^{*}\right) \otimes_{k} \operatorname{Sym}\left(V^{*}\right)
$$

With a basis for $V$, the coordinate ring $\operatorname{Sym}\left(\operatorname{End}(V)^{*}\right)$ is isomorphic to the polynomial ring $k\left[t_{i j}\right]_{i, j=1, \ldots, n}$, where the $t_{i j}$ are coordinate functions on $\operatorname{End}(V)$, and the coordinate ring $\operatorname{Sym}\left(V^{*}\right)$ is isomorphic to $k\left[x_{1}, \ldots, x_{n}\right]$ where the $x_{i}$ are coordinate functions on $V$. The map above on coordinate rings is then given by

$$
x_{i} \mapsto \sum_{j} t_{i j} x_{j}
$$

We may also consider the set $\mathrm{GL}(V) \subseteq \operatorname{End}(V)$ of invertible linear operators. This is the open subset $D\left(\operatorname{det}\left(t_{i j}\right)\right)$ of $\operatorname{End}(V)$ defined by the nonvanishing of the determinant. Hence, fixing a basis of $V$, its coordinate ring is the localized ring $k\left[t_{i j}\right]_{\operatorname{det}\left(\left(t_{i j}\right)\right)}$, by the last part of Sect. 4.1. The set $\operatorname{SL}(V) \subseteq \operatorname{End}(V)$ are the linear operators with determinant 1 . This is a closed subset of $\operatorname{End}(V)$ defined by the polynomial equation $\operatorname{det}\left(\left(t_{i j}\right)\right)-1=0$. Hence the coordinate ring of $\operatorname{SL}(V)$ is the quotient ring $k\left[t_{i j}\right] /\left(\operatorname{det}\left(\left(t_{i j}\right)\right)-1\right)$.

Now given an affine monoid variety $M$, that is an affine variety with a product morphism $\mu: M \times M \rightarrow M$ which is associative and unital. Then we get an algebra homomorphism of coordinate rings

$$
A(M) \xrightarrow{\Delta} A(M) \otimes_{k} A(M) .
$$

Since the following diagram commutes

we get a commutative diagram of coordinate rings:


The zero-dimensional affine space $\mathbb{A}_{k}^{0}$ is simply a point, and its coordinate ring is $k$. A character on $A(M)$ is an algebra homomorphism $A(M) \rightarrow k$. On varieties this
gives a morphism $P=\mathbb{A}_{k}^{0} \rightarrow M$, or a point in the monoid variety. In particular the unit in $M$ corresponds to a character $A(M) \xrightarrow{\epsilon} k$, the counit. Thus the algebra $A(M)$ with $\Delta$ and $\epsilon$ becomes a bialgebra.

The monoid may act on a variety $X$ via a morphism of varieties

$$
\begin{equation*}
M \times X \rightarrow X \tag{12}
\end{equation*}
$$

On coordinate rings we get a homomorphism of algebras,

$$
\begin{equation*}
A(X) \rightarrow A(M) \otimes_{k} A(X) \tag{13}
\end{equation*}
$$

making $A(X)$ into a comodule algebra over the bialgebra $A(M)$.
In coordinate systems the morphism (12) may be written:

$$
\left(m_{1}, \ldots, m_{r}\right) \times\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(f_{1}(\mathbf{m}, \mathbf{x}), f_{2}(\mathbf{m}, \mathbf{x}), \ldots\right) .
$$

If $X$ is an affine space $V$ and the action comes from a morphism of monoid varieties $M \rightarrow \operatorname{End}(V)$, the action by $M$ is linear on $V$. Then $f_{i}(\mathbf{m}, \mathbf{v})=\sum_{j} f_{i j}(\mathbf{m}) v_{j}$. The homomorphism on coordinate rings (recall that $V=W^{*}$ )

$$
\operatorname{Sym}(W) \rightarrow A(M) \otimes_{k} \operatorname{Sym}(W)
$$

is then induced from a morphism

$$
\begin{aligned}
W & \rightarrow A(M) \otimes_{k} W \\
x_{j} & \mapsto \sum_{i} f_{i j}(\mathbf{u}) \otimes_{k} x_{i}
\end{aligned}
$$

where the $x_{j}$ 's are the coordinate functions on $V$ and $\mathbf{u}$ are the coordinate functions on $M$.

We can also consider an affine group variety $G$ with a morphism $G \rightarrow G L(V)$ and get a group action $G \times V \rightarrow V$. The inverse morphism for the group, induces an antipode on the coordinate ring $A(G)$ making it a commutative Hopf algebra.

### 4.4 Infinite Dimensional Affine Varieties and Monoid Actions

The infinite dimensional affine space $\mathbb{A}_{k}^{\infty}$ is $\prod_{i \geq 1} k$. Its elements are infinite sequences $\left(a_{1}, a_{2}, \ldots\right)$ where the $a_{i}$ are in $k$. Its coordinate ring is the polynomial ring in infinitely many variables $S=k\left[x_{i}, i \in \mathbb{N}\right]$.

An ideal $I$ in $S$, defines an affine variety

$$
X=V(I)=\left\{\mathbf{a} \in \mathbb{A}_{k}^{\infty} \mid f(\mathbf{a})=0, \text { for } f \in I\right\}
$$

Note that a polynomial $f$ in $S$ always involves only a finite number of the variables, so the evaluation $f(\mathbf{a})$ is meaningful. Given an affine variety $X$, let its ideal be:

$$
\mathcal{I}(X)=\{f \in S \mid f(\mathbf{a})=0 \text { for } \mathbf{a} \in X\} .
$$

The coordinate ring $A(X)$ of $X$ is the quotient ring $S / \mathcal{I}(X)$. The affine subvarieties of $\mathbb{A}_{k}^{\infty}$ form the closed subsets in the Zariski topology on $\mathbb{A}_{k}^{\infty}$, and this then induces the Zariski topology on any subvariety of $\mathbb{A}_{k}^{\infty}$.

A morphism $f: X \rightarrow Y$ of two varieties, is a map such that $f(\mathbf{a})=$ $\left(f_{1}(\mathbf{a}), f_{2}(\mathbf{a}), \ldots\right)$ where each $f_{i}$ is a polynomial function (and so involves only a finite number of the coordinates of $\mathbf{a}$ ).

Letting $k\left[y_{i}, i \in \mathbb{N}\right]$ be the coordinate ring of affine space where $Y$ lives, we get a morphism of coordinate rings

$$
\begin{aligned}
f^{\sharp}: A(Y) & \rightarrow A(X) \\
\overline{y_{i}} & \mapsto f_{i}(\overline{\mathbf{x}})
\end{aligned}
$$

This gives a one-one correspondence
$\{$ morphisms $f: X \rightarrow Y\} \quad \leftrightarrow \quad\left\{\right.$ algebra homomorphisms $\left.f^{\sharp}: A(Y) \rightarrow A(X)\right\}$.
For flexibility of argument, it is desirable to have a coordinate free definition of these varieties also. The following includes then both the finite and infinitedimensional case in a coordinate free way.

Let $W$ be a vector space with a countable basis. We get the symmetric algebra $\operatorname{Sym}(W)$. Let $V=\operatorname{Hom}_{k}(W, k)$ be the dual vector space, which will be our affine space. Given an ideal $I$ in $\operatorname{Sym}(W)$, the associated affine variety is

$$
X=V(I)=\{\mathbf{v} \in V \mid f(\mathbf{v})=0, \text { for } f \in I\} .
$$

The evaluation of $f$ on $\mathbf{v}$ is here as explained in Sect.4.2. Given a variety $X$ we associate the ideal

$$
\mathcal{I}(X)=\{f \in \operatorname{Sym}(W) \mid f(\mathbf{v})=0, \text { for } \mathbf{v} \in X\} .
$$

Its coordinate ring is $A(X)=\operatorname{Sym}(W) / \mathcal{I}(X)$. We shall shortly define morphism between varieties. In order for these to be given by polynomial maps, we will need filtrations on our vector spaces. Given a filtration by finite dimensional vector spaces

$$
\langle 0\rangle=W_{0} \subseteq W_{1} \subseteq W_{2} \subseteq \cdots \subseteq W
$$

On the dual space $V$ we get a decreasing filtration by $V^{i}=\operatorname{ker}\left((W)^{*} \rightarrow\left(W_{i-1}\right)^{*}\right)$. The affine variety $V / V^{i} \cong\left(W_{i-1}\right)^{*}$ has coordinate ring $\operatorname{Sym}\left(W_{i-1}\right)$. If $X$ is a variety in $V$ its image $X_{i}$ in the finite affine space $V / V^{i}$ need not be Zariski
closed. Let $\overline{X_{i}}$ be its closure. This is an affine variety in $V / V^{i}$ whose ideal is $\mathcal{I}(X) \cap \operatorname{Sym}\left(W_{i-1}\right)$.

A map $f: X_{1} \rightarrow X_{2}$ between varieties in these spaces is a morphism of varieties if there exists decreasing filtrations

$$
V_{1}=V_{1}^{1} \supseteq V_{1}^{2} \supseteq \cdots, \quad V_{2}=V_{2}^{1} \supseteq V_{2}^{2} \supseteq \cdots
$$

with finite dimensional quotient spaces, such that for any $i$ we have a commutative diagram

and the lower map is a morphism between varieties in $V_{1} / V_{1}^{i}$ and $V_{2} / V_{2}^{i}$.
We then get a homomorphisms of coordinate rings

$$
\begin{equation*}
f_{i}^{\sharp}: \operatorname{Sym}\left(W_{i}^{2}\right) / \mathcal{I}\left(X_{2, i}\right) \rightarrow \operatorname{Sym}\left(W_{i}^{1}\right) / \mathcal{I}\left(X_{1, i}\right), \tag{14}
\end{equation*}
$$

and the direct limit of these gives a homomorphism of coordinate rings

$$
\begin{equation*}
f^{\sharp}: \operatorname{Sym}\left(W^{2}\right) / \mathcal{I}\left(X_{2}\right) \rightarrow \operatorname{Sym}\left(W^{1}\right) / \mathcal{I}\left(X_{1}\right) . \tag{15}
\end{equation*}
$$

Conversely given an algebra homomorphism $f^{\sharp}$ above. Let

$$
W_{1}^{2} \subseteq W_{2}^{2} \subseteq W_{3}^{2} \subseteq \ldots
$$

be a filtration. Write $W^{1}=\oplus_{i \in \mathbb{N}} k w_{i}$ in terms of a basis. The image of $W_{i}^{2}$ will involve only a finite number of the $w_{i}$. Let $W_{i}^{1}$ be the $f . d$. subvector space generated by these $w_{i}$. Then we get maps (14), giving morphisms


In the limit we then get a morphism of varieties $f: X_{1} \rightarrow X_{2}$. This gives a oneone correspondence between morphisms of varieties $f: X_{1} \rightarrow X_{2}$ and algebra homomorphisms $f^{\sharp}$.

Let $X^{1}$ and $X^{2}$ be varieties in the affine spaces $V^{1}$ and $V^{2}$. Their product $X^{1} \times X^{2}$ is a variety in the affine space $V^{1} \times V^{2}$ which is the dual space of $W^{1} \oplus W^{2}$. Its coordinate ring is $A\left(X^{1} \times X^{2}\right)=A\left(X^{1}\right) \otimes_{k} A\left(X^{2}\right)$.

If $M$ is an affine monoid variety (possibly infinite dimensional) its coordinate ring $A(M)$ becomes a commutative bialgebra. If $M$ is an affine group variety, then $A(M)$ is a Hopf algebra. We can again further consider an action on the affine space

$$
M \times V \rightarrow V
$$

It corresponds to a homomorphism of coordinate rings

$$
\operatorname{Sym}(W) \rightarrow A(M) \otimes_{k} \operatorname{Sym}(W),
$$

making $\operatorname{Sym}(W)$ into a comodule algebra over $A(M)$. If the action by $M$ is linear on $V$, the algebra homomorphism above is induced by a linear map $W \rightarrow A(M) \otimes_{k} W$.

## 5 Filtered Algebras with Finite Dimensional Quotients

In this section we assume the quotients $L_{p}=L / L^{p+1}$ from Sect. 2.2 are finite dimensional vector spaces. This enables us to define the dual Hopf algebra $U^{c}(K)$ of the enveloping algebra $U(L)$. This Hopf algebra naturally identifies as the coordinate ring of the completed Lie algebra $\hat{L}$. In Sect. 5.3 the Baker-CampbellHausdorff product on the variety $L$ is shown to correspond to the natural coproduct on the dual Hopf algebra $U^{c}(K)$. In the last Sect. 5.4 the Lie-Butcher product on a post-Lie algebra is also shown to correspond to the natural coproduct on the dual Hopf algebra.

### 5.1 Filtered Lie Algebras with Finite Dimensional Quotients

Recall that $L_{p}$ is the quotient $L / L^{p+1}$ from Sect. 2.2. The setting in this section is $k$ is a field of characteristic zero, and that these quotients $L_{p}$ are finite dimensional as $k$-vector spaces. We assume that the Lie algebra $L$ is complete with respect to this cofiltration, so we have the inverse limit

$$
L=\hat{L}=\underset{\stackrel{\lim }{\overleftarrow{p}}}{ } L_{p}
$$

The dual $K^{p}=\operatorname{Hom}_{k}\left(L_{p}, k\right)$ is a finite dimensional Lie coalgebra. Let $K=$ $\underset{p}{\lim } K^{p}$ be the direct limit. Recall that the quotient algebra

$$
U^{j}\left(L_{p}\right)=U\left(L_{p}\right) / F^{j+1} U\left(L_{p}\right)
$$

The dual $U^{j}\left(L_{p}\right)^{*}$ is a finite dimensional coalgebra $U_{j}^{c}\left(K^{p}\right)$, and we have inclusions

$$
\begin{array}{ccc}
U_{j}^{c}\left(K^{p}\right) & \subseteq & U_{j+1}^{c}\left(K^{p}\right) \\
\subseteq \downarrow & & \downarrow \subseteq \\
U_{j}^{c}\left(K^{p+1}\right) \xrightarrow{\subseteq} & U_{j+1}^{c}\left(K^{p+1}\right) .
\end{array}
$$

We have the direct limits

$$
U^{c}\left(K^{p}\right):=\underset{\vec{j}}{\lim } U_{j}^{c}\left(K^{p}\right), \quad U^{c}(K):=\underset{\overrightarrow{j, p}}{\lim } U_{j}^{c}\left(K^{p}\right)
$$

Lemma 5.1 Let $T^{c}(K)$ be the tensor coalgebra. It is a Hopf algebra with the shuffle product. Then $U^{c}(K)$ is a Hopf sub-algebra of $T^{c}(K)$.
Proof $U^{j}\left(L_{p}\right)$ is a quotient algebra of $T\left(L_{p}\right)$ and $T(L)$, and so $U_{j}^{c}\left(K_{p}\right)$ is a subcoalgebra of $T^{c}\left(K_{p}\right)$ and $T^{c}(K)$. The coproduct on $U\left(L_{p}\right)$, the shuffle coproduct, does not descend to a coproduct on $U^{j}\left(L_{p}\right)$. But we have a well defined map

$$
U^{2 j}\left(L_{p}\right) \rightarrow U^{j}\left(L_{p}\right) \otimes U^{j}\left(L_{p}\right)
$$

compatible with the shuffle coproduct on $T\left(L_{p}\right)$. Dualizing this we get

$$
U_{j}^{c}\left(K_{p}\right) \otimes U_{j}^{c}\left(K_{p}\right) \rightarrow U_{2 j}^{c}\left(K_{p}\right)
$$

and taking colimits, we get $U^{c}(K)$ as a subalgebra of $T^{c}(K)$ with respect to the shuffle product.

Proposition 5.2 There are isomorphisms
a. $L \cong \operatorname{Hom}_{k}(K, k)$ of Lie algebras,
b. $\hat{U}(L) \cong \operatorname{Hom}_{k}\left(U^{c}(K), k\right)$ of algebras.
c. The coproduct on $U^{c}(K)$ is dual to the completed product on $\hat{U}(L)$

$$
U^{c}(K) \xrightarrow{\Delta_{\bullet}} U^{c}(K) \otimes U^{c}(K), \quad \hat{U}(L) \hat{\otimes} \hat{U}(L) \xrightarrow{\bullet} \hat{U}(L) .
$$

Proof
a. Since $L$ is the completion of the $L^{p}$, it is clear that there is a map of Lie algebras $\operatorname{Hom}_{k}(K, k) \rightarrow L$. We need only show that this is an isomorphism of vector spaces.

It is a general fact that for any object $N$ in a category $\mathcal{C}$ and any indexed diagram $F: J \rightarrow \mathcal{C}$ then

$$
\operatorname{Hom}\left(\lim _{\longrightarrow} F(-), N\right) \cong \lim _{\leftrightarrows} \operatorname{Hom}(F(-), N) .
$$

Applying this to the category of $k$-vector spaces enriched in $k$-vector spaces (meaning that the Hom-sets are $k$-vector spaces), we get

$$
\operatorname{Hom}_{k}(K, k)=\operatorname{Hom}_{k}\left(\underset{\longrightarrow}{\lim } K^{p}, L\right)=\lim _{\leftarrow} \operatorname{Hom}\left(K^{p}, k\right)=\lim _{\leftarrow} L^{p}=\hat{L} .
$$

b. This follows as in a. above.
c. This follows again by the above. Since tensor products commute with colimits we have

$$
U^{c}(K) \otimes U^{c}(K)=\underset{\overrightarrow{p, j}}{\lim } U_{j}^{c}\left(K^{p}\right) \otimes U_{j}^{c}\left(K^{p}\right) .
$$

Then

$$
\begin{aligned}
\operatorname{Hom}_{k}\left(U^{c}(K) \otimes U^{c}(K), k\right) & =\operatorname{Hom}_{k}\left(\underset{\longrightarrow}{\left(\lim _{j}^{c}\right.} U_{j}^{c}\left(K^{p}\right) \otimes U_{j}^{c}\left(K^{p}\right), k\right) \\
& =\underset{\substack{\lim }}{ } U^{j}\left(L^{p}\right) \otimes U^{j}\left(L^{p}\right)=\hat{U}(L) \hat{\otimes} \hat{U}(L) .
\end{aligned}
$$

The coalgebra $U^{c}(K)$ is a Hopf algebra with the shuffle product. It has unit $\eta$ and counit $\epsilon$. Denote by $\star$ the convolution product on this Hopf algebra, and by 1 the identity map. Write $\mathbf{1}=\eta \circ \epsilon+J$. The Euler idempotent

$$
e: U^{c}(K) \rightarrow U^{c}(K)
$$

is the convolution logarithm

$$
e=\log ^{\star}(\mathbf{1})=\log ^{\star}(\eta \circ \epsilon+J)=J-J^{\star 2} / 2+J^{\star 3} / 3-\cdots .
$$

Proposition 5.3 The image of $U^{c}(K) \xrightarrow{e} U^{c}(K)$ is $K$. This inclusion of $K \subseteq$ $U^{c}(K)$ is a section of the natural map $U^{c}(K) \rightarrow K$.
Proof This follows the same argument as Proposition 2.1.
This gives a map $K \rightarrow U^{c}(K)$. Since $U^{c}(K)$ is a commutative algebra under the shuffle product, we get a map from the free commutative algebra $\operatorname{Sym}(K) \rightarrow$ $U^{c}(K)$.

## Proposition 5.4 This map

$$
\begin{equation*}
\psi: \operatorname{Sym}(K) \xrightarrow{\cong} U^{c}(K) \tag{16}
\end{equation*}
$$

is an isomorphism of commutative algebras. (We later denote the shuffle product by ш.)

Proof By Proposition 2.2 there is an isomorphism of coalgebras

$$
U\left(L_{p}\right) \xrightarrow{\cong} \operatorname{Sym}^{c}\left(L_{p}\right)
$$

and the filtrations on these coalgebras correspond. Hence we get an isomorphism

$$
U^{j}\left(L_{p}\right) \stackrel{\cong}{\cong} \operatorname{Sym}^{c, j}\left(L_{p}\right)
$$

Dualizing this we get

$$
\operatorname{Sym}_{j}\left(K^{p}\right) \xrightarrow{\cong} U_{j}^{c}\left(K^{p}\right) .
$$

Taking the colimits of this we get the statement.
In $\operatorname{Hom}_{k}\left(U^{c}(K), k\right)$ there are two distinguished subsets. The characters are the algebra homomorphisms $\operatorname{Hom}_{A l g}\left(U^{c}(K), k\right)$. Via the isomorphism of Proposition 5.2 they corresponds to the grouplike elements of $\hat{U}(L)$. The infinitesimal characters are the linear maps $\alpha: U^{c}(K) \rightarrow k$ such that

$$
\alpha(u v)=\epsilon(u) \alpha(v)+\alpha(u) \epsilon(v) .
$$

We denote these as $\operatorname{Hom}_{\text {Inf }}\left(U^{c}(K), k\right)$.
Lemma 5.5 Via the isomorphism in Proposition 5.2b. these characters correspond naturally to the following:
a. $\operatorname{Hom}_{\text {Inf }}\left(U^{c}(K), k\right) \cong \operatorname{Hom}_{k}(K, k) \cong L$.
b. $\operatorname{Hom}_{A l g}\left(U^{c}(K), k\right) \cong G(\hat{U}(L))$.

Proof
a. The map $U^{c}(K) \xrightarrow{\phi} K$ from Proposition 5.3 has kernel $k \oplus U^{c}(K)_{+}^{\amalg 2}$, by Proposition 5.4 above, where $\amalg$ denotes the shuffle product. We then see that any linear map $K \rightarrow k$ induces by composition an infinitesimal character on $U^{c}(K)$. Conversely given an infinitesimal character $\alpha: U^{c}(K) \rightarrow k$ then both $k$ and $U^{c}(K)_{+}^{\underset{2}{2}}$ are seen to be in the kernel, and so such a map is induced from a linear map $K \rightarrow k$ by composition with $\phi$.
b. That $s: U^{c}(K) \rightarrow k$ is an algebra homomorphism is equivalent to the commutativity of the diagram


But this means that by the map

$$
\begin{aligned}
\hat{U}(L) & \rightarrow \hat{U}(L) \hat{\otimes} \hat{U}(L) \\
s & \mapsto s \otimes s .
\end{aligned}
$$

Conversely given a grouplike element $s \in \hat{U}(L)$, it corresponds by Proposition 5.2 b . to $s: U^{c}(K) \rightarrow k$, and it being grouplike means precisely that the diagram (17) commutes.

On $\operatorname{Hom}_{k}\left(U^{c}(K), k\right)$ we also have the convolution product, which we again denote by $\star$. Note that by the isomorphism in Proposition 5.2, this corresponds to the product on $\hat{U}(L)$. Let $\operatorname{Hom}_{k}\left(U^{c}(K), k\right)_{+}$consist of the $\alpha$ with $\alpha(1)=0$. We then get the exponential map (we write this map without a $\star$ superscript since it is a product on the dual space)

$$
\operatorname{Hom}_{k}\left(U^{c}(K), k\right)_{+} \xrightarrow{\exp } \epsilon+\operatorname{Hom}_{k}\left(U^{c}(K), k\right)_{+}
$$

given by

$$
\exp (\alpha)=\epsilon+\alpha+\alpha^{\star 2} / 2!+\alpha^{\star 3} / 3!+\cdots
$$

This is well defined since $U^{c}(K)$ is a conilpotent coalgebra and $\alpha(1)=0$. Correspondingly we get

$$
\epsilon+\operatorname{Hom}_{k}\left(U^{c}(K), k\right)_{+} \xrightarrow{\log } \operatorname{Hom}_{k}\left(U^{c}(K), k\right)_{+}
$$

given by

$$
\log (\epsilon+\alpha)=\alpha-\frac{\alpha^{\star 2}}{2}+\frac{\alpha^{\star 3}}{3}-\cdots
$$

Lemma 5.6 The maps

$$
\operatorname{Hom}_{k}\left(U^{c}(K), k\right)_{+} \underset{\log }{\stackrel{\exp }{\rightleftarrows}} \epsilon+\operatorname{Hom}_{k}\left(U^{c}(K), k\right)_{+}
$$

give inverse bijections. They restrict to the inverse bijections

$$
\operatorname{Hom}_{I n f}\left(U^{c}(K), k\right) \underset{\log }{\stackrel{\exp }{\rightleftarrows}} \operatorname{Hom}_{A l g}\left(U^{c}(K), k\right) .
$$

Proof Using the identification of Proposition 5.2 the exp and log maps above correspond to the exp and log maps in Proposition 2.10.

Since $\operatorname{Sym}(K)$ is the free symmetric algebra on $K$, there is a bijection $\operatorname{Hom}_{A l g}(\operatorname{Sym}(K), k) \xrightarrow{\cong} \operatorname{Hom}_{k}(K, k)$. The following shows that all the various maps correspond.

Proposition 5.7 The following diagram commutes, showing that the various horizontal bijections correspond to each other:


Proof That the lower diagram commutes is clear by the proof of Lemma 5.6. The middle (resp. top) map sends $K \rightarrow k$ to the unique algebra homomorphism $\phi$ (resp. $\phi^{\prime}$ ) such that the following diagrams commute


Since the following diagram commutes where $\psi$ is the isomorphism of algebras

the commutativity of the upper diagram in the statement of the proposition follows.

### 5.2 Actions of Endomorphisms

Let $E=\operatorname{End}_{\text {Lie co }}(K)$ be the endomorphisms of $K$ as a Lie co-algebra, which also respect the filtration on $K$.

Proposition 5.8 The Euler map in Proposition 5.3 is equivariant for the endomorphism action. Hence the isomorphism $\Psi: \operatorname{Sym}(K) \rightarrow U^{c}(K)$ is equivariant for the action of the endomorphism group $E$.

Proof The coproduct on $U^{c}(K)$ is clearly equivariant for $E$ and similarly the product on $U^{c}(K)$ is equivariant, since $U^{c}(K)$ is a subalgebra of $T^{c}(K)$ for the shuffle product. Then if $f, g: U^{c}(K) \rightarrow U^{c}(K)$ are two equivariant maps, their convolution product $f \star g$ is also equivariant.

Since 1 and $\eta \circ \epsilon$ are equivariant for $E$, the difference $J=\mathbf{1}-\eta \circ \epsilon$ is so also. The Euler map $e=J-J^{\star 2} / 2+J^{\star 3} / 3-\cdots$ must then be equivariant for the action of $E$.

Since the image of the Euler map is $K$, the inclusion $K \hookrightarrow U^{c}(K)$ is equivariant also, and so is the map $\Psi$ above.

As a consequence of this the action of $E$ on $K$ induces an action on the dual Lie algebra $L$ respecting its filtration. By Proposition 5.2 this again induces a diagram of actions of the following sets


### 5.2.1 The Free Lie Algebra

Now let $V=\oplus_{i \geq 1} V_{i}$ be a positively graded vector space with finite dimensional parts $V_{i}$. We consider the special case of the above that $L$ is the completion $\widehat{\operatorname{Lie}}(V)$ of the free Lie algebra on $V$. Note that $\operatorname{Lie}(V)$ is a graded Lie algebra with finite dimensional graded parts. The enveloping algebra $U(\operatorname{Lie}(V))$ is the tensor algebra $T(V)$.

The graded dual vector space is $V^{\circledast}=\oplus V_{i}^{*}$ and the graded dual Lie co-algebra is $\operatorname{Lie}(V)^{\circledast}$. The Hopf algebra $U^{c}\left(\operatorname{Lie}(V)^{\circledast}\right)$ is the shuffle Hopf algebra $T\left(V^{\circledast}\right)$.

Since $\operatorname{Lie}(V)$ is the free Lie algebra on $V$, the endomorphisms $E$ identifies as (note that here it is essential that we consider endomorphisms respecting the filtration)

$$
\begin{equation*}
\operatorname{End}_{\operatorname{Lie} c o}\left(\operatorname{Lie}(V)^{\circledast}, \operatorname{Lie}(V)^{\circledast}\right)=\operatorname{Hom}_{\operatorname{Lie}}(\operatorname{Lie}(V), \widehat{\operatorname{Lie}}(V)) . \tag{19}
\end{equation*}
$$

This is a variety with coordinate ring $\mathcal{E}_{V}=\operatorname{Sym}\left(V \otimes \operatorname{Lie}(V)^{\circledast}\right)$, which is a bialgebra. Furthermore the diagram (18) with $L=\widehat{\operatorname{Lie}}(V)$ in this case will be a
morphism of varieties: Both $E, L$ and $\hat{U}(L)$ come with filtrations and all maps are given by polynomial maps. So we get a dual diagram of coordinate rings


But since the action of $E$ is linear on $\widehat{\operatorname{Lie}}(V)$ and $\hat{T}(V)$, this gives a diagram

and so the isomorphism $\operatorname{Sym}\left(\operatorname{Lie}(V)^{\circledast}\right) \xrightarrow{\cong} T^{c}\left(V^{\circledast}\right)$ is an isomorphism of comodules over the algebra $\mathcal{E}_{V}$.

### 5.3 Baker-Campbell-Hausdorff on Coordinate Rings

The space $K$ has a countable basis and so we may consider $\operatorname{Sym}(K)$ as the coordinate ring of the variety $L=\operatorname{Hom}_{k}(K, k)$. By the isomorphism $\psi$ : $\operatorname{Sym}(K) \xrightarrow{\cong} U^{c}(K)$ of Proposition 5.4 we may think of $U^{c}(K)$ as this coordinate ring. Then also $U^{c}(K) \otimes_{k} U^{c}(K)$ is the coordinate ring of $L \times L$.

The coproduct (whose dual is the product on $\hat{U}(L)$ )

$$
U^{c}(K) \xrightarrow{\Delta \cdot} U^{c}(K) \otimes_{k} U^{c}(K),
$$

will then correspond to a morphism of varieties $L \times L \rightarrow L$. The following explains what it is.

Proposition 5.9 The map $L \times L \rightarrow L$ given by

$$
(a, b) \mapsto \log ^{\bullet}\left(\exp \bullet(a) \bullet \exp ^{\bullet}(b)\right)
$$

is a morphism of varieties, and on coordinate rings it corresponds to the coproduct

$$
U^{c}(K) \xrightarrow{\Delta \cdot} U^{c}(K) \otimes U^{c}(K) .
$$

This above product on $L$ is the Baker-Campbell-Hausdorff product.

Example 5.10 Let $V=\oplus_{i \geq 1} V_{i}$ be a graded vector space with finite dimensional graded parts. Let Lie $(V)$ be the free Lie algebra on $V$, which comes with a natural grading. The enveloping algebra $U(\operatorname{Lie}(V))$ is the tensor algebra $T(V)$. The dual Lie coalgebra is the graded dual $K=\operatorname{Lie}(V)^{\circledast}$, and $U^{c}(K)$ is the graded dual tensor coalgebra $T\left(V^{\circledast}\right)$ which comes with the shuffle product. Thus the shuffle algebra $T\left(V^{\circledast}\right)$ identifies as the coordinate ring of the Lie series, the completion $\widehat{\operatorname{Lie}}(V)$ of the free Lie algebra on $V$.

The coproduct on $T\left(V^{\circledast}\right)$ is the deconcatenation coproduct. This can then be considered as an extremely simple codification of the Baker-Campbell-Hausdorff formula for Lie series in the completion $\widehat{\operatorname{Lie}}(V)$.

Proof If $X \rightarrow Y$ is a morphism of varieties and $A(Y) \xrightarrow{\phi} A(X)$ the corresponding homomorphism of coordinate rings, then the point $p$ in $X$ corresponding to the algebra homomorphism $A(X) \xrightarrow{p^{*}} k$ maps to the point $q$ in $Y$ corresponding to the algebra homomorphism $A(Y) \xrightarrow{q^{*}} k$ given by $q^{*}=\phi \circ p^{*}$.

Now given points $a$ and $b$ in $L=\operatorname{Hom}_{k}(K, k)$. They correspond to algebra homomorphisms from the coordinate ring $U^{c}(K) \xrightarrow{\tilde{a}, \tilde{b}} k$, the unique such extending $a$ and $b$, and these are $\tilde{a}=\exp (a)$ and $\tilde{b}=\exp (b)$. The pair $(a, b) \in L \times L$ corresponds to the homomorphism on coordinate rings

$$
\exp (a) \otimes \exp (b): U^{c}(K) \otimes U^{c}(K) \xrightarrow{\tilde{a} \otimes \tilde{b}} k \otimes_{k} k=k .
$$

Now via the coproduct, which is the homomorphism of coordinate rings,

$$
U^{c}(K) \xrightarrow{\Delta_{\bullet}} U^{c}(K) \otimes U^{c}(K)
$$

this maps to the algebra homomorphism $\exp (a) \bullet \exp (b): U^{c}(K) \rightarrow k$. This is the algebra homomorphism corresponding to the following point in $L$ :

$$
\log ^{\bullet}(\exp (a) \bullet \exp (b)): K \rightarrow k
$$

### 5.4 Filtered Pre- and Post-Lie Algebras with Finite Dimensional Quotients

We now assume that the filtered quotients $P / P^{p+1}$, which again are post-Lie algebras, are all finite dimensional. Let their duals be $Q_{p}=\operatorname{Hom}_{k}\left(P / P^{p+1}, k\right)$ and $Q=\underset{p}{\lim } Q_{p}$, which is a post-Lie coalgebra. We shall assume $P=\hat{P}$ is complete with respect to this filtration. Then $P=\operatorname{Hom}(Q, k)$, and $\operatorname{Sym}(Q)$ is the
coordinate ring of $P$. There are two Lie algebra structures on $P$, given by [, ] and $\llbracket, \rrbracket$ of Definition 3.1. These correspond to the products $\bullet$ and $*$ on the enveloping algebra of $P$. We shall use the first product $\bullet$, giving the coproduct $\Delta_{\bullet}$ on $U^{c}(Q)$. For this coproduct Proposition 5.4 gives an isomorphism

$$
\begin{equation*}
\psi_{\bullet}: \operatorname{Sym}(Q) \xrightarrow{\cong} U^{c}(Q) . \tag{20}
\end{equation*}
$$

Due to the formula in Proposition 3.6 the product

$$
P \times P \xrightarrow{\sharp} P
$$

on each quotient $P / P^{i}$, is given by polynomial expressions. It thus corresponds to a homomorphism of coordinate rings

$$
\begin{equation*}
\operatorname{Sym}(Q) \xrightarrow{\Delta_{\sharp}} \operatorname{Sym}(Q) \otimes \operatorname{Sym}(Q) . \tag{21}
\end{equation*}
$$

Proposition 5.11 Via the isomorphism $\psi_{\bullet}$ in (20) the coproduct $\Delta_{\sharp}$ above corresponds to the coproduct

$$
U^{c}(Q) \xrightarrow{\Delta_{*}} U^{c}(Q) \otimes U^{c}(Q),
$$

which is the dual of the product $*$ on $U(P)$.
Remark 5.12 In order to identify the homomorphism of coordinate rings as the coproduct $\Delta_{*}$ it is essential that one uses the isomorphism $\psi_{\bullet}$ of (20). If one uses another isomorphism $\operatorname{Sym}(Q) \xrightarrow{\cong} U^{c}(Q)$ like the isomorphism $\psi_{*}$ derived from the coproduct $\Delta_{*}$, the statement is not correct. See also the end of the last remark below.

Remark 5.13 (The Connes-Kreimer Hopf algebra) For the free pre-Lie algebra $T_{C}$ (see the next Sect. 6) this identifies the Connes-Kreimer Hopf algebra $\mathcal{H}_{C K}$ as the coordinate ring $\operatorname{Sym}\left(T_{C}^{\circledast}\right)$ of the Butcher series $\hat{T}_{C}$ under the Butcher product.

As a variety the Butcher series $\hat{T}_{C}$ is endowed with the Zariski topology, and the Butcher product is continuous for this topology. In [1] another finer topology on $\hat{T}_{C}$ is considered when the field $k=\mathbb{R}$ or $\mathbb{C}$.

Remark 5.14 (The MKW Hopf algebra) For the free post-Lie algebra $P_{C}$ (see Sect. 6) it identifies the MKW Hopf algebra $T\left(\mathrm{OT}_{C}^{*}\right)$ as the coordinate ring $\operatorname{Sym}\left(\mathrm{Lie}\left(\mathrm{OT}_{C}\right)^{\circledast}\right)$ of the Lie-Butcher series $\hat{P}_{C}=\widehat{\mathrm{Lie}}\left(\mathrm{OT}_{C}\right)$. A (principal) LieButcher series $\ell \in \hat{P}_{C}$ corresponds to an element $\mathrm{Lie}\left(\mathrm{OT}_{C}\right)^{\circledast} \xrightarrow{\ell} k$. This lifts via the isomorphism $\psi_{\bullet}$ of (20) to a character of the shuffle algebra $T\left(\mathrm{OT}_{C}^{\circledast}\right) \xrightarrow{\tilde{\ell}} k$. That the lifting from (principal) LB series to character of the MKW Hopf algebra must be done using the inclusion $\operatorname{Lie}\left(\mathrm{OT}_{C}\right)^{\circledast} \hookrightarrow T\left(\mathrm{OT}_{C}^{\circledast}\right)$ via the Euler map of

Proposition 5.3 associated to the coproduct $\Delta_{\bullet}$, is a technical point which has not been made explicit previously.
Proof of Proposition 5.11 Given points $a, b \in P$. They correspond to linear maps $Q \xrightarrow{a, b} k$. Via the isomorphism $\psi_{\bullet}$ these extend to algebra homomorphisms $U^{c}(Q) \xrightarrow{\tilde{a}, \tilde{b}} k$, where $\tilde{a}=\exp ^{\bullet}(a)$ and $\tilde{b}=\exp ^{\bullet}(b)$. The pair $(a, b) \in P \times P$ then corresponds to a homomorphism of coordinate rings

$$
\exp ^{\bullet}(a) \otimes \exp (b): U^{c}(Q) \otimes U^{c}(Q) \xrightarrow{\tilde{a} \otimes \tilde{b}} k \otimes_{k} k=k .
$$

Now via the coproduct associated to $*$, which is the homomorphism of coordinate rings,

$$
U^{c}(Q) \xrightarrow{\Delta_{*}^{*}} U^{c}(Q) \otimes U^{c}(Q)
$$

this maps to the algebra homomorphism $\exp ^{\bullet}(a) * \exp ^{\bullet}(b): U^{c}(Q) \rightarrow k$. This is the algebra homomorphism corresponding to the following point in $P$ :

$$
\log ^{\bullet}\left(\exp ^{\bullet}(a) * \exp ^{\bullet}(b)\right): Q \rightarrow k
$$

## 6 Free Pre- and Post-Lie Algebras

This section recalls free pre- and post-Lie algebras, and the notion of substitution in these algebras. We also briefly recall the notions of Butcher and Lie-Butcher series.

### 6.1 Free Post-Lie Algebras

We consider the set of rooted planar trees, or ordered trees:

$$
\mathrm{OT}=\{\bullet, \mathfrak{\ell}, \mathfrak{\ell}, \mathfrak{\cup}, \mathfrak{\ell}, \mathfrak{\ell}, \ldots\},
$$

and let $k \mathrm{OT}$ be the $k$-vector space with these trees as basis. It comes with an operation $\triangleright$, called grafting. For two trees $t$ and $s$ we define $t \triangleright s$ to be the sum of all trees obtained by attaching the root of $t$ with a new edge onto a vertex of $s$, with this new edge as the leftmost branch into the vertex of $s$.

If $C$ is a set, we can color the vertices of OT with the elements of $C$. We then get the set $\mathrm{OT}_{C}$ of labelled planar trees. The free post-Lie algebra on $C$ is the free

Lie algebra $P_{C}=\operatorname{Lie}\left(\mathrm{OT}_{C}\right)$ on the set of $C$-labelled planar trees. The grafting operation is extended to the free Lie algebra $\mathrm{Lie}\left(\mathrm{OT}_{C}\right)$ by using the relations from Definition 3.1. Note that $P_{C}$ has a natural grading by letting $P_{C, d}$ be the subspace generated by all bracketed expressions of trees with a total number of $d$ vertices. In particular $P_{C}$ is filtered.

The enveloping algebra of $P_{C}$ identifies as the tensor algebra $T\left(\mathrm{OT}_{C}\right)$. It was introduced and studied in [25], see also [23] for more on the computational aspect in this algebra. Its completion identifies as

$$
\hat{T}\left(\mathrm{OT}_{C}\right)=\prod_{d \geq 0} T\left(\mathrm{OT}_{C}\right)_{d}
$$

### 6.2 Free Pre-Lie Algebras

Here we consider instead (non-ordered) rooted trees

$$
T=\{\bullet, \boldsymbol{\ell}, \boldsymbol{\ell}, \boldsymbol{\ell}, \mathfrak{\ell}, \boldsymbol{\ell}=\boldsymbol{\delta}=, \cdots\} .
$$

On the vector space $k T$ we can similarly define grafting $\triangleright$. Given a set $C$ we get the set $T_{C}$ of trees labelled by $C$. The free pre-Lie algebra is $A_{C}=k T_{C}$, [5]. Its enveloping algebra is the symmetric algebra $\operatorname{Sym}\left(T_{C}\right)$, called the Grossman-Larson algebra, and comes with the ordinary symmetric product $\cdot$ and the product $*$, [26].

### 6.3 Butcher and Lie-Butcher Series

Recall the pre-Lie algebra $\mathcal{X} \mathbb{R}^{n}$ of vector fields from Example 3.2, and the corresponding power series $\mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket$. Let $f \in \mathcal{X} \mathbb{R}^{n}$ be a vector field and $A_{\bullet}$ the free pre-Lie algebra on one generator $\bullet$. By sending $\bullet \mapsto f$ we get a homomorphism of pre-Lie algebras $A \bullet \rightarrow \mathcal{X} \mathbb{R}^{n}$ which sends a tree $\tau$ to the associated elementary differential $f^{\tau}$, see [15, Section III.1]. If $f \in \mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket$ we similarly get a homomorphism of pre-Lie algebras $A_{\bullet} \rightarrow \mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket$. The natural grading on $A_{\bullet}$ by number of vertices of trees $|\tau|$ of a tree $\tau$, gives a filtration and we get a map of complete pre-Lie algebras $\hat{A_{\bullet}} \rightarrow \mathcal{X} \mathbb{R}^{n} \llbracket h \rrbracket$. If we let $\bullet \rightarrow f \cdot h$ where $f \in \mathcal{X} \mathbb{R}^{n}$ is a vector field, then

$$
\sum_{\tau \in T} \alpha(\tau) \tau \mapsto \sum_{\tau \in T} \alpha(\tau) f^{\tau} h^{|\tau|}
$$

and the latter is called a Butcher series. Often this terminology is also used about the abstract form on the left side above.

In the general setting of a Lie group $G$. By Example 3.3, $\mathcal{X} G$ is a post-Lie algebra, and so is also the power series $\mathcal{X} G \llbracket h \rrbracket$. Let $f \in \mathcal{X} G$ be a vector field and $P_{\bullet}$ the free post-Lie algebra on one generator $\bullet$. By sending $\bullet \mapsto f$ we get a homomorphism of post-Lie algebras $P_{\bullet} \rightarrow \mathcal{X} G$ which sends a tree $\tau$ to the associated elementary differential $f^{\tau}$, see [18, Subsection 2.2]. We also get a map of enveloping algebras $T\left(O T_{\bullet}\right) \rightarrow U(\mathcal{X} G)$ which sends a forest $\omega$ to an associated differential operator $f^{\omega}$. The natural grading on $P_{\bullet}$ by number of vertices of trees $|\tau|$ of a tree $\tau$, gives a filtration. Sending $\bullet \mapsto f \cdot h$ we get a homomorphism of complete post-Lie algebras $\hat{P}_{\bullet} \rightarrow \mathcal{X} G \llbracket h \rrbracket$. The image of an element from $\hat{P}_{\bullet}$ is a Lie-Butcher series in $\mathcal{X} G \llbracket h \rrbracket$. Note that there is however not a really natural basis for $P_{\bullet}=\operatorname{Lie}\left(O T_{\mathbf{\bullet}}\right)$. Therefore one usually consider instead the map from the completed enveloping algebra to the power series of differential operators ( $F_{\bullet}$ below denotes ordered forests of ordered trees)

$$
\begin{aligned}
\hat{T}\left(O T_{\bullet}\right) & \rightarrow U(\mathcal{X} G \llbracket h \rrbracket) \\
\sum_{\omega \in F_{\bullet}} \beta(\omega) \omega & \mapsto \sum_{\omega \in F_{\bullet}} \beta(\omega) f^{\omega} h^{|\omega|}
\end{aligned}
$$

and the latter is a Lie-Butcher series. The abstract form to the left is also often called a LB-series.

### 6.4 Substitution

In the above setting, we get by Sect. 3.2 a commutative diagram of flow maps


The field $f$ is mapped to the flow $\Phi_{\mathcal{X}_{G}}(f)$. By perturbing the vector field $f \rightarrow$ $f+\delta$, it is sent to a flow $\Phi_{\mathcal{X} M}(f+\delta)$. We assume the perturbation $\delta$ is expressed in terms of the elementary differentials of $f$, and so it comes from a perturbation $\bullet \rightarrow \bullet+\delta^{\prime}=s$. Since $\operatorname{Hom}\left(\bullet, P_{\bullet}\right)=\operatorname{End}_{\text {postLie }}\left(P_{\bullet}\right)$ this gives an endomorphism of the post-Lie algebra. We are now interested in the effect of this endomorphism on the flow, called substitution of the perturbed vector field, and we are interested in the algebraic aspects of this action. We study this for the free post-Lie algebra $P_{C}$, but most of the discussions below are of a general nature, and applies equally well to the free pre-Lie algebra, and generalises the results of [4].

## 7 Action of the Endomorphism Group and Substitution in Free Post-Lie Algebras

Substitution in the free pre-Lie or free post-Lie algebras on one generator gives, by dualizing, the operation of co-substitution in their coordinate rings, which are the Connes-Kreimer and the MKW Hopf algebras. In [4] they show that co-substitution on the Connes-Kreimer algebra is governed by a bialgebra $\mathcal{H}$ such that the ConnesKreimer algebra $\mathcal{H}_{C K}$ is a comodule bialgebra over this bialgebra $\mathcal{H}$. Moreover $\mathcal{H}_{C K}$ and $\mathcal{H}$ are isomorphic as commutative algebras. This is the notion of two bialgebras in cointeraction, a situation further studied in [12, 20], and [11].

In this section we do the analog for the MKW Hopf algebra, and in a more general setting, since we consider free pre- and post-Lie algebras on any finite number of generators. In this case $\mathcal{H}_{C K}$ and $\mathcal{H}$ are no longer isomorphic as commutative algebras. As we shall see the situation is understood very well by using the algebraic geometric setting and considering the MKW Hopf algebra as the coordinate ring of the free post-Lie algebra. The main results of [4] also follow, and are understood better, by the approach we develop here.

### 7.1 A Bialgebra of Endomorphisms

Let $C$ be a finite dimensional vector space over the field $k$, and $P_{C}$ the free postLie algebra on this vector space. It is a graded vector space $P_{C}=\bigoplus_{d \geq 1} P_{C, d}$ graded by the number of vertices in bracketed expressions of trees, and so has finite dimensional graded pieces. It has a graded dual

$$
P_{C}^{\circledast}=\oplus_{d} \operatorname{Hom}_{k}\left(P_{C, d}, k\right) .
$$

Let $\{l\}$ be a basis for $P_{C}$. It gives a dual basis $\left\{l^{*}\right\}$ for $P_{C}^{\circledast}$. The dual of $P_{C}^{\circledast}$ is the completion

$$
\hat{P}_{C}=\operatorname{Hom}_{k}\left(P_{C}^{\circledast}, k\right)=\lim _{\overleftarrow{ }} P_{C, \leq d} .
$$

It is naturally a post-Lie algebra and comes with a decreasing filtration $\hat{P}_{C}^{d+1}=$ $\operatorname{ker}\left(\hat{P}_{C} \rightarrow P_{C, \leq d}\right)$.

Due to the freeness of $P_{C}$ we have:

$$
\operatorname{Hom}_{k}\left(C, P_{C}\right)=\operatorname{Hom}_{\text {postLie }}\left(P_{C}, P_{C}\right)=\operatorname{End}_{\text {postLie }}\left(P_{C}\right)
$$

Denote the above vector space as $E_{C}$. If we let $\{c\}$ be a basis for $C$, the graded dual $E_{C}^{\circledast}=C \otimes_{k} P_{C}^{\circledast}$ has a basis $\left\{a_{c}(l):=c \otimes l^{*}\right\}$.

The dual of $E_{C}^{\circledast}$ is $\hat{E}_{C}=\operatorname{Hom}_{k}\left(E_{C}^{\circledast}, k\right)$ which may be written as $C^{*} \otimes_{k} \hat{P}_{C}$. This is an affine space with coordinate ring

$$
\mathcal{E}_{C}:=\operatorname{Sym}\left(E_{C}^{\circledast}\right)=\operatorname{Sym}\left(\operatorname{Hom}_{k}\left(C, P_{C}\right)^{\circledast}\right)=\operatorname{Sym}\left(C \otimes_{k} P_{C}^{\circledast}\right)
$$

The filtration on $\hat{P}_{C}$ induces also a filtration on $\hat{E}_{C}$.
A map of post-Lie algebras $\phi: P_{C} \rightarrow \hat{P}_{C}$ induces a map of post-Lie algebras $\hat{\phi}: \hat{P}_{C} \rightarrow \hat{P}_{C}$. We then get the inclusion

$$
\hat{E}_{C}=\operatorname{Hom}_{\text {postLie }}\left(P_{C}, \hat{P}_{C}\right) \subseteq \operatorname{Hom}_{\text {postLie }}\left(\hat{P}_{C}, \hat{P}_{C}\right)
$$

If $\phi, \psi \in \hat{E}_{C}$, we get a composition $\psi \circ \hat{\phi}$, which we by abuse of notation write as $\psi \circ \phi$. This makes $\hat{E}_{C}$ into a monoid of affine varieties:

$$
\hat{E}_{C} \times \hat{E}_{C} \xrightarrow{\circ} \hat{E}_{C} .
$$

It induces a homomorphism on coordinate rings:

$$
\mathcal{E}_{C} \xrightarrow{\Delta_{o}} \mathcal{E}_{C} \otimes \mathcal{E}_{C} .
$$

This coproduct is coassociative, since $\circ$ on $\hat{E}_{C}$ is associative. Thus $\mathcal{E}_{C}$ becomes a bialgebra.

Note that when $C=\langle\bullet\rangle$ is one-dimensional, then

$$
\mathcal{E}_{\bullet}=\operatorname{Sym}\left(P_{\bullet}^{\circledast}\right) \cong T^{c}\left(\mathrm{OT}_{\bullet}^{\circledast}\right)
$$

as algebras, using Proposition 5.4. The coproduct $\Delta_{\circ}$ considered on the shuffle algebra is, however, neither deconcatenation nor the Grossman-Larson coproduct. For the free pre-Lie algebra $A_{\bullet}$ instead of $P_{\bullet}$, a description of this coproduct is given in [4, Section 4.1/4.2].

### 7.1.1 Hopf Algebras of Endomorphisms

The augmentation map $P_{C} \rightarrow C$ gives maps

$$
\operatorname{Hom}_{k}\left(C, P_{C}\right) \rightarrow \operatorname{Hom}_{k}(C, C)
$$

and dually

$$
\operatorname{Hom}_{k}(C, C)^{\circledast} \subseteq \operatorname{Hom}_{k}\left(C, P_{C}\right)^{\circledast} \cong C \otimes_{k} P_{C}^{\circledast} .
$$

Recall that $a_{c}(d)$ are the basis elements of $\operatorname{Hom}_{k}(C, C)^{\circledast}$ (the coordinate functions on $\operatorname{Hom}_{k}(C, C)$ ), where $c$ and $d$ range over a basis for $C$. We can then invert $D=$
$\operatorname{det}\left(a_{C}(d)\right)$ in the coordinate ring $\mathcal{E}_{C}$. This gives a Hopf algebra $\mathcal{E}_{C}^{\times}$which is the localized ring $\left(\mathcal{E}_{C}\right)_{D}$. Another possibility is to divide $\mathcal{E}_{C}$ by the ideal generated by $D-1$. This gives a Hopf algebra $\mathcal{E}_{C}^{1}=\mathcal{E}_{C} /(D-1)$. A third possibility is to divide $\mathcal{E}_{C}$ out by the ideal generated by the $a_{c}(d)-\delta_{c, d}$. This gives a Hopf algebra $\mathcal{E}_{C}^{\text {Id }}$. In the case $C=\{\bullet\}$ and $P_{\bullet}$ is replaced with the free pre-Lie alegbra $A_{\bullet}$, both the latter cases give the Hopf algebra $\mathcal{H}$ in [4, Subsection 4.1/4.2].

### 7.2 The Action on the Free Post-Lie Algebra

The monoid $E_{C}$ acts on $P_{C}$, and $\hat{E}_{C}$ acts on $\hat{P}_{C}$. So we get a morphism of affine varieties

$$
\begin{equation*}
\hat{E}_{C} \times \hat{P}_{C} \xrightarrow{\star} \hat{P}_{C} \tag{22}
\end{equation*}
$$

called substitution.
Let $\mathcal{H}_{C}=\operatorname{Sym}\left(P_{C}^{\circledast}\right)$ be the coordinate ring of $\hat{P}_{C}$. We get a homomorphism of coordinate rings called co-substitution

$$
\begin{equation*}
\mathcal{H}_{C} \xrightarrow{\Delta_{\star}} \mathcal{E}_{C} \otimes \mathcal{H}_{C} \tag{23}
\end{equation*}
$$

Note that the map in (22) is linear in the second factor so the algebra homomorphism (23) comes from a linear map

$$
P_{C}^{\circledast} \rightarrow \mathcal{E}_{C} \otimes P_{C}^{\circledast} .
$$

The action $\star$ gives a commutative diagram

which dually gives a diagram


This makes $\mathcal{H}_{C}$ into a comodule over $\mathcal{E}_{C}$, in fact a comodule algebra, since all maps are homomorphisms of algebras. The Butcher product $\sharp$ on $\hat{P}_{C}$ is dual to
the coproduct $\Delta_{\star}: \mathcal{H}_{C} \rightarrow \mathcal{H}_{C} \otimes \mathcal{H}_{C}$ by Proposition 5.11. Since $\hat{E}_{C}$ gives an endomorphism of post-Lie algebra we have for $a \in \hat{E}_{C}$ and $u, v \in \hat{P}_{C}$ :

$$
a \star(u \sharp v)=(a \star u) \sharp(a \star v) .
$$

In diagrams

which dually gives a diagram


This makes $\mathcal{H}_{C}$ into a comodule Hopf algebra over $\mathcal{E}_{C}$. We also have

$$
a \star(u \triangleright v)=(a \star u) \triangleright(a \star v)
$$

giving corresponding commutative diagrams, making $\mathcal{H}_{C}$ into a comodule algebra over $\mathcal{E}_{C}$.

### 7.2.1 The Identification with the Tensor Algebra

The tensor algebra $T\left(\mathrm{OT}_{C}\right)$ is the enveloping algebra of $P_{C}=\operatorname{Lie}\left(O T_{C}\right)$. The endomorphism of post-Lie co-algebras $\operatorname{End}_{\text {postLie-co }}\left(P_{C}^{*}\right)$ identifies by Eq. (19) as $\hat{E}_{C}=\operatorname{Hom}_{\text {postLie }}\left(C, \hat{P}_{C}\right)$. It is an endomorphism submonoid of $\operatorname{End}_{\text {Lie }}\left(P_{C}^{\circledast}\right)$

By Sect. 5.2.1 the isomorphism $\mathcal{H}_{C}=\operatorname{Sym}\left(P_{C}^{\circledast}\right) \xrightarrow{\cong} T^{c}\left(\mathrm{OT}_{C}^{\circledast}\right)$ is equivariant for the action of $\hat{E}_{C}$ and induces a commutative diagram

$$
\begin{array}{ccc}
\mathcal{H}_{C} & \xrightarrow{\Delta_{\star}} & \mathcal{E}_{C} \otimes \mathcal{H}_{C} \\
\cong \downarrow & & \\
& & \cong  \tag{24}\\
T^{c}\left(\mathrm{OT}_{C}^{\circledast}\right) & \xrightarrow{\Delta_{T, \star}} & \mathcal{E}_{C} \otimes T^{c}\left(\mathrm{OT}_{C}^{\circledast}\right)
\end{array}
$$

Thus all the statements above in Sect. 7.2 may be phrased with $T^{c}\left(\mathrm{OT}_{C}^{\circledast}\right)$ instead of $\mathcal{H}_{C}$ as comodule over $\mathcal{E}_{C}$.

### 7.3 The Universal Substitution

Let $K$ be a commutative $k$-algebra. We then get $P_{C, K}^{\circledast}=K \otimes_{k} P_{C}^{\circledast}$, and correspondingly we get

$$
E_{C, K}^{\circledast}, \quad \mathcal{H}_{C, K}=\operatorname{Sym}\left(P_{C, K}^{\circledast}\right), \quad \mathcal{E}_{C, K}=\operatorname{Sym}\left(E_{C, K}^{\circledast}\right)
$$

Let the completion $\hat{P}_{C, K}=\operatorname{Hom}\left(P_{C, K}^{\circledast}, K\right)$. (Note that this is not $K \otimes_{k} \hat{P}_{C}$ but rather larger than this.) Similarly we get $\hat{E}_{C, K}$. The homomorphism of coordinate rings $\mathcal{H}_{C, K} \rightarrow \mathcal{E}_{C, K} \otimes_{K} \mathcal{H}_{C, K}$ corresponds to a map of affine $K$-varieties (see Remark 4.2)

$$
\begin{equation*}
\hat{E}_{C, K} \times \hat{P}_{C, K} \rightarrow \hat{P}_{C, K} \tag{25}
\end{equation*}
$$

A $K$-point $A$ in the affine variety $\hat{E}_{C, K}$ then corresponds to an algebra homomorphism $\mathcal{E}_{C, K} \xrightarrow{A^{*}} K$, and $K$-points $p \in \hat{P}_{C, K}$ corresponds to algebra homomorphisms $\mathcal{H}_{C, K} \xrightarrow{p^{*}} K$.

In particular the map obtained from (25), using $A \in \hat{E}_{C, K}$ :

$$
\begin{equation*}
\hat{P}_{C, K} \xrightarrow{A_{\star}} \hat{P}_{C, K} \tag{26}
\end{equation*}
$$

corresponds to the morphism on coordinate rings

$$
\begin{equation*}
\mathcal{H}_{C, K} \rightarrow \mathcal{H}_{C, K} \otimes_{K} \mathcal{E}_{C, K} \xrightarrow{\mathbf{1} \otimes A^{*}} \mathcal{H}_{C, K} \otimes_{K} K=\mathcal{H}_{C, K} \tag{27}
\end{equation*}
$$

which due to (26) being linear, comes from a $K$-linear map

$$
P_{C, K}^{\circledast} \rightarrow P_{C, K}^{\circledast} .
$$

Now we let $K$ be the commutative algebra $\mathcal{E}_{C}=\operatorname{Sym}\left(E_{C}^{\circledast}\right)$. Then

$$
\mathcal{E}_{C, K}=K \otimes_{k} \operatorname{Sym}\left(E_{C}^{\circledast}\right)=\operatorname{Sym}\left(E_{C}^{\circledast}\right) \otimes \operatorname{Sym}\left(E_{C}^{\circledast}\right)
$$

There is a canonical algebra homomorphism

$$
\begin{equation*}
\mathcal{E}_{C, K} \xrightarrow{\mu} K \tag{28}
\end{equation*}
$$

which is simply the product

$$
\operatorname{Sym}\left(E_{C}^{\circledast}\right) \otimes_{k} \operatorname{Sym}\left(E_{C}^{\circledast}\right) \xrightarrow{\mu} \operatorname{Sym}\left(E_{C}^{\circledast}\right) .
$$

Definition 7.1 Corresponding to the algebra homomorphism $\mu$ of (28) is the point $U$ in $\hat{E}_{C, K}=\operatorname{Hom}_{k}\left(C_{K}, \hat{P}_{C, K}\right)$. This is the universal map (here we use the completed tensor product):

$$
\begin{equation*}
C \rightarrow C \otimes\left(P_{C}^{\circledast} \hat{\otimes} P_{C}\right) \tag{29}
\end{equation*}
$$

sending

$$
c \mapsto c \otimes \sum_{\substack{l \text { basis } \\ \text { element of } P_{C}}} l^{*} \otimes l=\sum_{l} a_{c}(l) \otimes l
$$

Using this, (26) becomes the universal substitution, the $K$-linear map

$$
\hat{P}_{C, K} \xrightarrow{U_{\star}} \hat{P}_{C, K} .
$$

Let $H=\operatorname{Hom}\left(C, P_{C}\right)^{\circledast}$, the degree one part of $K=\mathcal{E}_{C}$, and $P_{C, H}=H \otimes_{k} P_{C}$. Note that the universal map (29) is a map from $C$ to $\hat{P}_{C, H}$.

If $a \in \hat{E}_{C}$ is a specific endomorphism, it corresponds to an algebra homomorphism (character)

$$
\begin{gathered}
K=\mathcal{E}_{C} \xrightarrow{\alpha} k \\
a_{c}(l)=c \otimes l^{*} \mapsto \alpha\left(c \otimes l^{*}\right) .
\end{gathered}
$$

Then $U_{\star}$ induces the substitution $\hat{P}_{C} \xrightarrow{a_{\star}} \hat{P}_{C}$ by sending each coefficient $a_{c}(l) \in K$ to $\alpha\left(c \otimes l^{*}\right) \in k$.

The co-substitution $\mathcal{H}_{C} \xrightarrow{\Delta_{\star}} \mathcal{E}_{C} \otimes \mathcal{H}_{C}$ of (23) induces a homomorphism

$$
\mathcal{E}_{C} \otimes \mathcal{H}_{C} \rightarrow \mathcal{E}_{C} \otimes \mathcal{E}_{C} \otimes \mathcal{H}_{C} \rightarrow \mathcal{E}_{C} \otimes \mathcal{H}_{C}
$$

which is seen to coincide with the homomorphism (27) when $K=\mathcal{E}_{C}$. The universal substitution therefore corresponds to the map on coordinate rings which is the cosubstitution map, suitably lifted.

Recall that the tensor algebra $T\left(\mathrm{OT}_{C}\right)$ identifies as the forests of ordered trees $\mathrm{OF}_{C}$. We may then write $T^{c}\left(\mathrm{OT}_{C}^{\circledast}\right)=\mathrm{OF}_{C}^{\circledast}$. By the diagram (24) the co-substitution $\mathcal{H}_{C, K} \xrightarrow{\Delta_{\star}} \mathcal{H}_{C, K}$ identifies as a map $\mathrm{OF}_{C, K}^{\circledast} \xrightarrow{U_{\star}^{T}} \mathrm{OF}_{C, K}^{\circledast}$ and we get a commutative diagram and its dual


We may restrict this to ordered trees and get

$$
\mathrm{OF}_{C, K}^{\circledast} \xrightarrow{\bar{U}_{\star}^{T}} \mathrm{OT}_{C, K}^{\circledast}, \quad \hat{\mathrm{OT}}{ }_{C, K} \xrightarrow{\bar{U}_{\star}} \hat{\mathrm{OF}}_{C, K} .
$$

We may also restrict and get

$$
C_{K} \rightarrow \hat{P}_{C, K} \rightarrow \hat{\mathrm{OF}}_{C, K}
$$

with dual map

$$
\begin{equation*}
U^{t}: \mathrm{OF}_{C, K}^{\circledast} \rightarrow P_{C, K}^{\circledast} \rightarrow C_{K}^{*} \tag{30}
\end{equation*}
$$

For use in Sect. 7.4.1, note that (29) sends $C$ to $\hat{P}_{C, H}$ where $H=\operatorname{Hom}_{k}\left(C, P_{C}\right)^{\circledast} \subseteq$ $K$ is the graded dual of $E_{C}$. A consequence is that $\mathrm{OF}_{C}^{\circledast} \subseteq \mathrm{OF}_{C, K}^{\circledast}$ is mapped to $C_{H}^{*} \subseteq C_{K}^{*}$ by $U^{t}$.

### 7.4 Recursion Formula

The universal substitution is described in [18], and we recall it. By attaching the trees in a forest to a root $c \in C$, there is a natural isomorphism

$$
\mathrm{OT}_{C} \cong \mathrm{OF}_{C} \otimes C
$$

and dually

$$
\begin{equation*}
\mathrm{OF}_{C}^{\circledast} \otimes C^{*} \stackrel{\cong}{\leftrightarrows} \mathrm{OT}_{C}^{\circledast} \tag{31}
\end{equation*}
$$

Here we denote the image of $\omega \otimes \rho$ as $\omega \curvearrowright \rho$.
Proposition 7.2 ([18]) The following gives a partial recursion formula for $\bar{U}_{\star}^{T}$, the universal co-substitution followed by the projection onto the dual ordered trees:

$$
\bar{U}_{\star}^{T}(\omega)=\sum_{\Delta_{\triangleright}(\omega)} U_{\star}^{T}\left(\omega^{(1)}\right) \curvearrowright U^{t}\left(w^{(2)}\right) .
$$

Proof Recall the following general fact. Two maps $V \xrightarrow{\phi} W$ and $W^{*} \xrightarrow{\psi} V^{*}$ are dual iff for all $v \in V$ and $w^{*} \in W^{*}$ the pairings

$$
\left\langle v, \psi\left(w^{*}\right)\right\rangle=\left\langle\phi(v), w^{*}\right\rangle .
$$

We apply this to $\phi=\overline{U_{\star}}$ and

$$
\psi: \mathrm{OF}_{C, K}^{\circledast} \xrightarrow{\Delta_{\triangleright}} \mathrm{OF}_{C, K}^{\circledast} \otimes \mathrm{OF}_{C, K}^{\circledast} \xrightarrow{U^{T} \otimes U^{t}} \mathrm{OF}_{C, K}^{\circledast} \otimes C_{K}^{*} \xrightarrow{\curvearrowright} \mathrm{OT}_{C, K}^{\circledast}
$$

We must then show that

$$
\sum_{\Delta \triangleright(\omega)}\left\langle t, U_{\star}^{T}\left(\omega^{(1)}\right) \curvearrowright U^{t}\left(w^{(2)}\right)\right\rangle=\left\langle\bar{U}_{\star}(t), \omega\right\rangle
$$

So let $t=f \triangleright c$. Using first the above fact on the map (31) and its dual:

$$
\begin{aligned}
\sum_{\Delta_{\triangleright}(\omega)}\left\langle t, U_{\star}^{T}\left(\omega^{(1)}\right) \curvearrowright U^{t}\left(w^{(2)}\right)\right\rangle & =\sum_{\Delta_{\triangleright}(\omega)}\left\langle f \otimes c, U_{\star}^{T}\left(\omega^{(1)}\right) \otimes U^{t}\left(\omega^{(2)}\right)\right\rangle \\
& =\sum_{\Delta_{\triangleright}(\omega)}\left\langle f, U_{\star}^{T}\left(\omega^{(1)}\right)\right\rangle \cdot\left\langle c, U^{t}\left(\omega^{(2)}\right)\right\rangle \\
& =\sum_{\Delta_{\triangleright}(\omega)}\left\langle U_{\star}(f), \omega^{(1)}\right\rangle \cdot\left\langle U(c), \omega^{(2)}\right\rangle \\
& =\left\langle U_{\star}(f) \otimes U(c), \Delta_{\triangleright}(\omega)\right\rangle \\
& =\left\langle U_{\star}(f) \triangleright U(c), \omega\right\rangle \\
& =\left\langle\bar{U}_{\star}(f \triangleright c), \omega\right\rangle=\left\langle\bar{U}_{\star}(t), \omega\right\rangle
\end{aligned}
$$

We now get the general recursion formula, Theorem 3.7, in [18].

## Proposition 7.3

$$
U_{\star}^{T}(\omega)=\sum_{\Delta \bullet(\omega)} U_{\star}^{T}\left(\omega_{1}\right) \cdot \bar{U}_{\star}^{T}\left(\omega_{2}\right)
$$

Proof Given a forest $f \cdot t$ where $t$ is a tree. We will show

$$
\left\langle U_{\star}(f t), \omega\right\rangle=\sum_{\Delta_{\bullet}(\omega)}\left\langle f t, U_{\star}^{T}\left(\omega_{1}\right) \cdot \bar{U}_{\star}^{T}\left(\omega_{2}\right)\right\rangle
$$

We have:

$$
\left\langle U_{\star}(f t), \omega\right\rangle=\left\langle U_{\star}(f) \cdot U_{\star}(t), \omega\right\rangle .
$$

Since concatenation and deconcatenation are dual maps, this is

$$
\begin{aligned}
& =\sum_{\Delta \bullet(\omega)}\left\langle U_{\star}(f) \otimes U_{\star}(t), \omega_{1} \otimes \omega_{2}\right\rangle \\
& =\sum_{\Delta \bullet(\omega)}\left\langle U_{\star}(f), \omega_{1}\right\rangle \cdot\left\langle U_{\star}(t), \omega_{2}\right\rangle \\
& =\sum_{\Delta_{\bullet}(\omega)}\left\langle f, U_{\star}^{T}\left(\omega_{1}\right)\right\rangle \cdot\left\langle t, \bar{U}_{\star}^{T}\left(\omega_{2}\right)\right\rangle .
\end{aligned}
$$

Since $\bar{U}_{\star}^{T}\left(\omega_{2}\right)$ is a dual tree, this is:

$$
=\sum_{\Delta \cdot(\omega)}\left\langle f t, U_{\star}^{T}\left(\omega_{1}\right) \cdot \bar{U}_{\star}^{T}\left(\omega_{2}\right)\right\rangle .
$$

### 7.4.1 The Case of One Free Generator

Now consider the case that $C=\langle\bullet\rangle$ is a one-dimensional vector space. Recall the isomorphism $\psi: \mathcal{E}_{\bullet} \cong T\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$ as algebras but the coproduct on this is different from $\mathcal{H}_{\bullet} \cong T\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$. To signify the difference, we denote the former by $T^{\circ}\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$. It is the free algebra on the alphabet $a_{\bullet}(t)$ where the $t$ are ordered trees. Multiplication on $\mathcal{E}_{\bullet}=\operatorname{Sym}\left(P_{\bullet}^{\circledast}\right)$ corresponds to the shuffle product on $T^{\circ}\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$.

The coproduct

$$
\mathcal{H}_{\bullet} \xrightarrow{\Delta_{\star}} \mathcal{E}_{\bullet} \otimes_{k} \mathcal{H}_{\bullet}
$$

may then by Sect. 7.2.1 be written as

$$
T\left(\mathrm{OT}_{\bullet}^{\circledast}\right) \xrightarrow{\Delta_{\star}} T^{\circ}\left(\mathrm{OT}_{\bullet}^{\circledast}\right) \otimes_{k} T\left(\mathrm{OT}_{\bullet}^{\circledast}\right)=K \otimes_{k} T\left(\mathrm{OT}_{\bullet}^{\circledast}\right) .
$$

The two bialgebras $T\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$ and $T^{\circ}\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$ are said to be in cointeraction, a notion studied in [4, 12, 20], and [11].

The element $U^{t}\left(\omega^{(2)}\right)$ is in $C_{K}^{*} \cong K$. By the comment following (30) it is in

$$
C_{H}^{*}=\operatorname{Hom}_{k}\left(\bullet, P_{\bullet}\right)^{\circledast} \otimes_{k} \bullet * \cong P_{\bullet}^{\circledast} .
$$

Then $U^{t}\left(\omega^{(2)}\right)$ is simply the image of $\omega^{(2)}$ by the natural projection $T\left(\mathrm{OT}_{\bullet}^{\circledast}\right) \rightarrow$ $P_{\bullet}^{\circledast}$. We may consider $U^{t}\left(\omega^{(2)}\right)$ as an element of $K \cong T^{\circ}\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$ via the isomorphism $\psi$ above. We are then using the Euler idempotent map

$$
T\left(\mathrm{OT}_{\bullet}^{\circledast}\right) \xrightarrow{\pi} T\left(\mathrm{OT}_{\bullet}^{\circledast}\right) \cong T^{\circ}\left(\mathrm{OT}_{\bullet}^{\circledast}\right),
$$

so that $U^{t}\left(\omega^{(2)}\right)=\pi\left(\omega^{(2)}\right)$.
Let $B_{+}$be the operation of attaching a root to a forest in order to make it a tree. By a decorated shuffle $\amalg$ below we mean taking the shuffle product of the corresponding factors in $K=T^{\circ}\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$. By the decorated . product we mean concatenating the corresponding factors in $T\left(\mathrm{OT}_{\bullet}^{\circledast}\right)$. Then we may write the recursion of Proposition 7.3 as:

## Proposition 7.4

$$
\begin{aligned}
& \Delta_{\star}(\omega)=Ш_{13} \cdot 24 \Delta_{\star}\left(\omega_{1}\right) \otimes \bar{U}_{\star}^{T}\left(\omega_{2}\right) \\
& =Ш_{135} \cdot 24 \Delta_{\star}\left(\omega_{1}\right) \otimes B^{+}\left(\Delta_{\star}\left(\omega_{2}^{(1)}\right)\right) \otimes \pi\left(\omega_{2}^{(2)}\right)
\end{aligned}
$$
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# Extension of the Product of a Post-Lie Algebra and Application to the SISO Feedback Transformation Group 

Loïc Foissy


#### Abstract

We describe both post- and pre-Lie algebra $\mathfrak{g}_{\text {SISO }}$ associated to the affine SISO feedback transformation group. We show that it is a member of a family of post-Lie algebras associated to representations of a particular solvable Lie algebra. We first construct the extension of the magmatic product of a post-Lie algebra to its enveloping algebra, which allows to describe free post-Lie algebras and is widely used to obtain the enveloping of $\mathfrak{g}_{\text {SISO }}$ and its dual.


## 1 Introduction

The affine SISO feedback transformation group $G_{\text {SISO }}$ [9], which appears in Control Theory, can be seen as the character group of a Hopf algebra $\mathscr{H}_{\text {SISO }}$; let us start by a short presentation of this object (we slightly modify the notations of [9]).

1. First, let us recall some algebraic structures on noncommutative polynomials.
a. Let $x_{1}, x_{2}$ be two indeterminates. We consider the algebra of noncommutative polynomials $\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle$. As a vector space, it is generated by words in letters $x_{1}, x_{2}$; its product is the concatenation of words; its unit, the empty word, is denoted by $\emptyset$.
b. $\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle$ is a Hopf algebra with the concatenation product and the deshuffling coproduct $\Delta_{\text {ய }}$, defined by $\Delta_{\text {ய }}\left(x_{i}\right)=x_{i} \otimes \emptyset+\emptyset \otimes x_{i}$, for $i \in\{1,2\}$.

[^51]c. $\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle$ is also a commutative, associative algebra with the shuffle product ш: for example, if $i, j, k, l \in\{1,2\}$,
$$
x_{i} x_{j} Ш x_{k} x_{l}=x_{i} x_{j} x_{k} x_{l}+x_{i} x_{k} x_{j} x_{l}+x_{i} x_{k} x_{l} x_{j}+x_{k} x_{i} x_{j} x_{l}+x_{k} x_{i} x_{l} x_{j}+x_{k} x_{l} x_{i} x_{j} .
$$
2. The vector space $\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle^{2}$ is generated by words $x_{i_{1}} \ldots x_{i_{k}} \epsilon_{j}$, where $k \geq 0$, $i_{1}, \ldots, i_{k}, j \in\{1,2\}$, and $\left(\epsilon_{1}, \epsilon_{2}\right)$ denotes the canonical basis of $\mathbb{K}^{2}$.
3. As an algebra, $\mathscr{H}_{\text {SISO }}$ is equal to the symmetric algebra $S\left(\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle^{2}\right)$; its product is denoted by $\mu$ and its unit by 1 . Two coproducts $\Delta_{*}$ and $\Delta_{\bullet}$ are defined on $\mathscr{H}_{\text {SISO }}$. For all $h \in \mathscr{H}_{\text {SISO }}$, we put $\bar{\Delta}_{*}(h)=\Delta_{*}(h)-1 \otimes h$ and $\bar{\Delta}_{\bullet}(h)=\Delta_{\bullet}(h)-1 \otimes h$. Then:

- For all $i \in\{1,2\}, \bar{\Delta}_{*}\left(\emptyset \epsilon_{i}\right)=\emptyset \epsilon_{i} \otimes 1$.
- For all $g \in \mathbb{K}\left\langle x_{1}, x_{2}\right\rangle$, for all $i \in\{1,2\}$ :

$$
\begin{aligned}
& \bar{\Delta}_{*} \circ \theta_{x_{1}}\left(g \epsilon_{i}\right)=\left(\theta_{x_{1}} \otimes I d\right) \circ \bar{\Delta}_{*}\left(g \epsilon_{i}\right)+\left(\theta_{x_{2}} \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\amalg}(g) \epsilon_{i} \otimes \epsilon_{2}\right), \\
& \bar{\Delta}_{*} \circ \theta_{x_{2}}\left(g \epsilon_{i}\right)=\left(\theta_{x_{2}} \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\amalg}(g) \epsilon_{i} \otimes \epsilon_{1}\right),
\end{aligned}
$$

where $\theta_{x}\left(h \epsilon_{i}\right)=x h \epsilon_{i}$ for all $x \in\left\{x_{1}, x_{2}\right\}, h \in \mathbb{K}\left\langle x_{1}, x_{2}\right\rangle, i \in\{1,2\}$. These are formulas of Lemma 4.1 of [9], with the notations $a_{w}=w \epsilon_{2}, b_{w}=w \epsilon_{1}$, $\theta_{0}=\theta_{x_{1}}, \theta_{1}=\theta_{x_{2}}$ and $\tilde{\Delta}=\bar{\Delta}_{*}$.

- for all $g \in \mathbb{K}\left\langle x_{1}, x_{2}\right\rangle$ :

$$
\begin{aligned}
& \bar{\Delta}_{\bullet}\left(g \epsilon_{1}\right)=(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\text {ш }}(g)\left(\epsilon_{1} \otimes \epsilon_{1}\right)\right), \\
& \bar{\Delta}_{\bullet}\left(g \epsilon_{2}\right)=\bar{\Delta}_{*}\left(g \epsilon_{2}\right)+(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\text {ш }}(g)\left(\epsilon_{2} \otimes \epsilon_{1}\right)\right) .
\end{aligned}
$$

This coproduct $\Delta_{\bullet}$ makes $\mathscr{H}_{\text {SISO }}$ a Hopf algebra, and $\Delta_{*}$ is a right coaction on this coproduct, that is to say:

$$
\left(\Delta_{\bullet} \otimes I d\right) \circ \Delta_{\bullet}=\left(I d \otimes \Delta_{\bullet}\right) \circ \Delta_{\bullet}, \quad\left(\Delta_{*} \otimes I d\right) \circ \Delta_{*}=\left(I d \otimes \Delta_{\bullet}\right) \circ \Delta_{*}
$$

4. After the identification of $\emptyset \epsilon_{1}$ with the unit of $\mathscr{H}_{S I S O}$, we obtain a commutative, graded and connected Hopf algebra, in other words the dual of an enveloping algebra $\mathscr{U}\left(\mathfrak{g}_{\text {SISO }}\right)$.
Our aim is to give a description of the underlying Lie algebra $\mathfrak{g}_{\text {SISO }}$. It turns out that it is both a pre-Lie algebra (or a Vinberg algebra [1], see [4] for a survey on these objects) and a post-Lie algebra [5,10]: it has a Lie bracket ${ }_{a}[-,-]$ and two nonassociative products $*$ and $\bullet$, such that for all $x, y, z \in \mathfrak{g}_{S I S O}$ :

$$
\begin{gathered}
x *{ }_{a}[y, z]=(x * y) * z-x *(y * z)-(x * z) * y+x *(z * y), \\
{ }_{a}[x, y] * z={ }_{a}[x * z, y]+{ }_{a}[x, y * z] ; \\
\quad(x \bullet y) \bullet z-x \bullet(y \bullet z)=(x \bullet z) \bullet y-x \bullet(z \bullet y) .
\end{gathered}
$$

The Lie bracket on $\mathfrak{g}_{\text {SISO }}$ corresponding to GSISO is ${ }_{a}[-,-]_{*}$ :

$$
\forall x, y \in \mathfrak{g}_{\text {SISO }}, \quad a[x, y]_{*}=a[x, y]+x * y-y * x=x \bullet y-y \bullet x .
$$

Let us be more precise on these structures. As a vector space, $\mathfrak{g}_{\text {SISO }}=$ $\mathbb{K}\left\langle x_{1}, x_{2}\right\rangle^{2}$, and:
$\forall f, g \in \mathbb{K}\left\langle x_{1}, x_{2}\right\rangle, \forall i, j \in\{1,2\}, \quad a\left[f \epsilon_{i}, g \epsilon_{j}\right]=\left\{\begin{array}{l}0 \text { if } i=j, \\ -f ш g \epsilon_{2} \text { if } i=2 \text { and } j=1, \\ f ш g \epsilon_{2} \text { if } i=1 \text { and } j=2 .\end{array}\right.$
The magmatic product $*$ is inductively defined. If $f, g \in \mathbb{K}\left\langle x_{1}, x_{2}\right\rangle$ and $i, j \in\{1,2\}$ :

$$
\begin{aligned}
& \emptyset \epsilon_{i} * g \epsilon_{j}=0, \quad x_{2} f \epsilon_{i} * g \epsilon_{1}=x_{2}\left(f \epsilon_{i} * g \epsilon_{1}\right)+x_{2}(f Ш g) \epsilon_{i}, \\
& x_{1} f \epsilon_{i} * g \epsilon_{j}=x_{1}\left(f \epsilon_{i} * g \epsilon_{j}\right), \quad x_{2} f \epsilon_{i} * g \epsilon_{2}=x_{2}\left(f \epsilon_{i} * g \epsilon_{2}\right)+x_{1}(f Ш g) \epsilon_{i} .
\end{aligned}
$$

The pre-Lie product $\bullet$, first identified in [9], is given by:

$$
\forall f, g \in \mathbb{K}\left\langle x_{1}, x_{2}\right\rangle, \forall i, j \in\{1,2\}, f \epsilon_{i} \bullet g \epsilon_{j}=(f \amalg g) \delta_{i, 1} \epsilon_{j}+f \epsilon_{i} * g \epsilon_{j} .
$$

We shall show here that this is a special case of a family of post-Lie algebras, associated to modules over certain solvable Lie algebras.

We start with general preliminary results on post-Lie algebras. We extend the now classical Oudom-Guin construction on prelie algebras [6, 7] to the post-Lie context in the first section: this is a result of [2] (Proposition 3.1), which we prove here in a different, less direct way; our proof allows also to obtain a description of free post-Lie algebras. Recall that if $(V, *)$ is a pre-Lie algebra, the pre-Lie product * can be extended to $S(V)$ in such a way that the product defined by:

$$
\forall f, g \in S(V), f \circledast g=\sum f * g^{(1)} g^{(2)}
$$

is associative, and makes $S(V)$ a Hopf algebra, isomorphic to $\mathscr{U}(V)$. For any magmatic algebra $(V, *)$, we construct in a similar way an extension of $*$ to $T(V)$ in Proposition 1. We prove in Theorem 1 that the product $\circledast$ defined by:

$$
\forall f, g \in T(V), f \circledast g=\sum f * g^{(1)} g^{(2)}
$$

makes $T(V)$ a Hopf algebra. The Lie algebra of its primitive elements, which is the free Lie algebra $\mathscr{L} i e(V)$ generated by $V$, is stable under $*$ and turns out to
be a post-Lie algebra (Proposition 2) satisfying a universal property (Theorem 2). In particular, if $V$ is, as a magmatic algebra, freely generated by a subspace $W$, $\mathscr{L}_{i} e(V)$ is the free post-Lie algebra generated by $W$ (Corollary 1 ). Moreover, if $V=([-,-], *)$ is a post-Lie algebra, this construction goes through the quotient defining $\mathscr{U}(V,[-,-])$, defining a new product $\circledast$ on it, making it isomorphic to the enveloping algebra of $V$ with the Lie bracket defined by:

$$
\forall x, y \in V,[x, y]_{*}=[x, y]+x * y-y * x
$$

For example, if $x_{1}, x_{2}, x_{3} \in V$ :

$$
\begin{aligned}
& x_{1} \circledast x_{2} x_{3}=x_{1} x_{2} x_{3}+\left(x_{1} * x_{2}\right) x_{3}+\left(x_{1} * x_{3}\right) x_{2}+\left(x_{1} * x_{2}\right) * x_{3}-x_{1} *\left(x_{2} * x_{3}\right) \\
& x_{1} x_{2} \circledast x_{3}=x_{1} x_{2} x_{3}+\left(x_{1} * x_{3}\right) x_{2}+x_{1}\left(x_{2} * x_{3}\right) .
\end{aligned}
$$

In the particular case where $[-,-]=0$, we recover the Oudom-Guin construction.
The second section is devoted to the study of a particular solvable Lie algebra $\mathfrak{g}_{a}$ associated to an element $a \in \mathbb{K}^{N}$. As the Lie bracket of $\mathfrak{g}_{a}$ comes from an associative product, the construction of the first section holds, with many simplifications: we obtain an explicit description of $\mathscr{U}\left(\mathfrak{g}_{a}\right)$ with the help of a product « on $S\left(\mathfrak{g}_{a}\right)$ (Proposition 6). A short study of $\mathfrak{g}_{a}$-modules when $a=(1,0, \ldots, 0)$ (which is a generic case) is done in Proposition 8, considering $\mathfrak{g}_{a}$ as an associative algebra, and in Proposition 9, considering it as a Lie algebra. In particular, if $\mathbb{K}$ is algebraically closed, any $\mathfrak{g}_{a}$ modules inherits a natural decomposition in characteristic subspaces.

Our family of post-Lie algebras is introduced in the third section; it is reminescent of the construction of [3]. Let us fix a vector space $V,\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{K}^{N}$ and a family $F_{1}, \ldots, F_{N}$ of endomorphisms of $V$. We define a product $*$ on $T(V)^{N}$, such that for all $f, g \in T(V), x \in V, i, j \in\{1, \ldots, N\}$ :

$$
\begin{aligned}
\emptyset \epsilon_{i} * g \epsilon_{j} & =0 \\
x f \epsilon_{i} * g \epsilon_{j} & =x\left(f \epsilon_{i} * g \epsilon_{j}\right)+F_{j}(x)(f \amalg g) \epsilon_{i}
\end{aligned}
$$

where $\left(\epsilon_{1}, \ldots, \epsilon_{N}\right)$ is the canonical basis of $\mathbb{K}^{N}$ and $ш$ is the shuffle product of $T(V)$. The Lie bracket of $T(V)^{N}$ that we shall use here is:

$$
\forall f, g \in T(V), \forall i, j \in\{1, \ldots, N\}, a\left[f \epsilon_{i}, g \epsilon_{j}\right]=(f \amalg g)\left(a_{i} \epsilon_{j}-a_{j} \epsilon_{i}\right)
$$

This Lie bracket comes from an associative product ${ }_{a} Ш$ defined by:

$$
\forall f, g \in T(V), \forall i, j \in\{1, \ldots, N\}, f \epsilon_{i a} \amalg g \epsilon_{j}=a_{i}(f \amalg g) \epsilon_{j}
$$

We put $\bullet=*+{ }_{a}$. We prove in Theorem 3 the equivalence of the three following conditions:

- $\left(T(V)^{N}, \bullet\right)$ is a pre-Lie algebra.
- $\left(T(V)^{N},{ }_{a}[-,-], *\right)$ is a post-Lie algebra.
- $F_{1}, \ldots, F_{N}$ defines a structure of $\mathfrak{g}_{a}$-module on $V$.

If this holds, the construction of the first section allows to obtain two descriptions of the enveloping algebra of $\mathscr{U}\left(T(V)^{N}\right)$, respectively coming from the post-Lie product $*$ and from the pre-Lie product $\bullet$ : the extensions of $*$ and of $\bullet$ are respectively described in Propositions 13 and 14. It is shown in Proposition 15 that the two associated descriptions of $\mathscr{U}\left(T(V)^{N}\right)$ are equal. For $\mathfrak{g}_{\text {SISO }}$, we take $a=(1,0), V=\operatorname{Vect}\left(x_{1}, x_{2}\right)$ and:

$$
F_{1}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \quad F_{2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right)
$$

which indeed define a $\mathfrak{g}_{(1,0)}$-module. In order to relate this to the Hopf algebra $\mathscr{H}_{\text {SISO }}$ of [9], we need to consider the dual of the enveloping of $T(V)^{N}$. First, if $a=$ $(1,0, \ldots, 0)$, we observe that the decomposition of $V$ as a $\mathfrak{g}_{a}$-module of the second section induces a graduation of the post-Lie algebra $T(V)^{N}$ (Proposition 16), unfortunately not connected: the component of degree 0 is 1 -dimensional, generated by $\emptyset \epsilon_{1}$. Forgetting this element, that is, considering the augmentation ideal of the graded post-Lie algebra $T(V)^{N}$, we can dualize the product $\circledast$ of $S\left(T(V)^{N}\right)$ in order to obtain the coproduct of the dual Hopf algebra in an inductive way. For $\mathfrak{g}_{S I S O}$, we indeed obtain the inductive formulas of $\mathscr{H}_{S I S O}$, finally proving that the dual Lie algebra of this Hopf algebra, which in some sense can be exponentiated to $G_{S I S O}$, is indeed post-Lie and pre-Lie.

## Notations

1. Let $\mathbb{K}$ be a commutative field. The canonical basis of $\mathbb{K}^{n}$ is denoted by $\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)$.
2. For all $n \geq 1$, we denote by $[n]$ the set $\{1, \ldots, n\}$.
3. We shall use Sweeder's notations: if $C$ is a coalgebra and $x \in C$,

$$
\begin{gathered}
\Delta^{(1)}(x)=\Delta(x)=\sum x^{(1)} \otimes x^{(2)} \\
\Delta^{(2)}(x)=(\Delta \otimes I d) \circ \Delta(x)=\sum x^{(1)} \otimes x^{(2)} \otimes x^{(3)}
\end{gathered}
$$

## 2 Extension of a Post-Lie Product

We first generalize the Oudom-Guin extension of a pre-Lie product in a post-Lie algebraic context, as done in [2]. Let us first recall what a post-Lie algebra is.

Definition 1 A (right) post-Lie algebra is a family ( $\mathfrak{g},\{-,-\}, *$, where $\mathfrak{g}$ is a vector space, $\{-,-\}$ and $*$ are bilinear products on $\mathfrak{g}$ such that:

- $(\mathfrak{g},\{-,-\})$ is a Lie algebra.
- For all $x, y, z \in \mathfrak{g}$ :

$$
\begin{align*}
& x *\{y, z\}=(x * y) * z-x *(y * z)-(x * z) * y+x *(z * y),  \tag{1}\\
& \{x, y\} * z=\{x * z, y\}+\{x, y * z\} . \tag{2}
\end{align*}
$$

2. If $(\mathfrak{g},\{-,-\}, *)$ is post-Lie, we define a second Lie bracket on $\mathfrak{g}$ :

$$
\forall x, y \in \mathfrak{g},\{x, y\}_{*}=\{x, y\}+x * y-y * x
$$

Note that if $\{-,-\}$ is 0 , then $(\mathfrak{g}, *)$ is a (right) pre-Lie algebra, that is to say:

$$
\begin{equation*}
\forall x, y, z \in \mathfrak{g},(x * y) * z-x *(y * z)=(x * z) * y-x *(z * y) \tag{3}
\end{equation*}
$$

### 2.1 Extension of a Magmatic Product

Let $V$ be a vector space. We here use the tensor Hopf algebra $T(V)$. In this section, we shall denote the unit of $T(V)$ by 1 . Its product is the concatenation of words, and its coproduct $\Delta_{\mathrm{w}}$ is the cocommutative deshuffling coproduct. For example, if $x_{1}, x_{2}, x_{3} \in V$ :

$$
\begin{aligned}
\Delta_{\mathrm{\amalg}}\left(x_{1} x_{2} x_{3}\right) & =x_{1} x_{2} x_{3} \otimes 1+x_{1} x_{2} \otimes x_{3}+x_{1} x_{3} \otimes x_{2}+x_{2} x_{3} \otimes x_{1} \\
& +x_{1} \otimes x_{2} x_{3}+x_{2} \otimes x_{1} x_{3}+x_{3} \otimes x_{1} x_{2}+1 \otimes x_{1} x_{2} x_{3}
\end{aligned}
$$

Its counit is denoted by $\varepsilon: \varepsilon(1)=1$ and if $k \geq 1$ and $x_{1}, \ldots, x_{k} \in V, \varepsilon\left(x_{1} \ldots x_{k}\right)$ $=0$.

Proposition 1 Let $V$ be a vector space and $*: V \otimes V \longrightarrow V$ be a magmatic product on $V$. Then $*$ can be uniquely extended as a map from $T(V) \otimes T(V)$ to $T(V)$ such that for all $f, g, h \in T(V), x, y \in V$ :

- $f * 1=f$.
- $1 * f=\varepsilon(f) 1$.
- $x *(f y)=(x * f) * y-x *(f * y)$.
- $(f g) * h=\sum\left(f * h^{(1)}\right)\left(g * h^{(2)}\right)$.

Proof We first inductively extend $*$ from $V \otimes T(V)$ to $V$. If $n \geq 0, x, y_{1}, \ldots, y_{n} \in$ $V$, we put:

$$
x * y_{1} \ldots y_{n}=\left\{\begin{array}{l}
x \text { if } n=0, \\
x * y_{1} \text { if } n=1, \\
\underbrace{\left(x *\left(y_{1} \ldots y_{n-1}\right)\right)}_{\in V} * \underbrace{y_{n}}_{\in V}-\sum_{i=1}^{n-1} x \underbrace{\underbrace{(\underbrace{\left.y_{1} \ldots\left(y_{i} * y_{n}\right) \ldots y_{n-1}\right)}_{\in V}}_{\in V \otimes(n-1)} \text { if } n \geq 2 .}_{\in V} \text { in }
\end{array}\right.
$$

This product is then extended from $T(V) \otimes T(V)$ to $T(V)$ in the following way:

- For all $f \in T(V), 1 * f=\varepsilon(f) 1$.
- For all $n \geq 1$, for all $x_{1}, \ldots, x_{n} \in V, f \in T(V)$ :

$$
\left(x_{1} \ldots x_{n}\right) * f=\sum(\underbrace{x_{1} * f^{(1)}}_{\in V}) \ldots(\underbrace{x_{n} * f^{(n)}}_{\in V}) \in V^{\otimes n}
$$

This product satisfies all the required properties.
Examples If $x_{1}, x_{2}, x_{3}, x_{4} \in V$ :

$$
\begin{aligned}
x_{1} *\left(x_{2} x_{3} x_{4}\right) & =\left(\left(x_{1} * x_{2}\right) * x_{3}\right) * x_{4}-\left(x_{1} *\left(x_{2} * x_{3}\right)\right) * x_{4}-\left(x_{1} *\left(x_{2} * x_{4}\right)\right) * x_{3} \\
& +x_{1} *\left(\left(x_{2} * x_{4}\right) * x_{3}\right)-\left(x_{1} * x_{2}\right) *\left(x_{3} * x_{4}\right)+x_{1} *\left(x_{2} *\left(x_{3} * x_{4}\right)\right) .
\end{aligned}
$$

## Lemma 1

1. For all $k \in \mathbb{N}, V^{\otimes k} * T(V) \subseteq V^{\otimes k}$.
2. For all $f, g \in T(V), \varepsilon(f * g)=\varepsilon(f) \varepsilon(g)$.
3. For all $f, g \in T(V), \Delta_{\text {ய }}(f * g)=\Delta_{\text {ய }}(f) * \Delta_{\text {ய }}(g)$.
4. For all $f, g \in T(V), y \in V, f *(g y)=(f * g) * y-f *(g * y)$.
5. For all $f, g, h \in T(V),(f * g) * h=\sum f *\left(\left(g * h^{(1)}\right) h^{(2)}\right)$.

Proof 1. and 2. Immediate.
3. We prove it for $f=x_{1} \ldots x_{n}$, by induction on $n$. If $n=0$, then $f=1$. Moreover, $\Delta_{\text {ш }}(1 * g)=\varepsilon(g) \Delta_{\text {ш }}(1)=\varepsilon(g) 1 \otimes 1$, and:

$$
\Delta_{\amalg}(f) * \Delta_{\amalg}(g)=\sum 1 * g^{(1)} \otimes 1 * g^{(2)}=\varepsilon\left(g^{(1)}\right) \varepsilon\left(g^{(2)}\right) 1 \otimes 1=\varepsilon(g) 1 \otimes 1
$$

If $n=1$, then $f \in V$. In this case, from the second point, $f * g \in V$, so $\Delta_{\text {ய }}(f * g)=$ $f * g \otimes 1+1 \otimes f * g$. Moreover:

$$
\begin{aligned}
\Delta_{\text {ய }}(f) * \Delta_{\text {ய }}(g) & =(f \otimes 1+1 \otimes f) * \Delta_{\text {ய }}(g) \\
& =\sum f * g^{(1)} \otimes \varepsilon\left(g^{(2)}\right) 1+\sum \varepsilon\left(g^{(1)}\right) 1 \otimes f * g^{(2)} \\
& =f * g \otimes 1+1 \otimes f * g .
\end{aligned}
$$

If $n \geq 2$, we put $f_{1}=x_{1} \ldots x_{n-1}$ and $f_{2}=x_{n}$. By the induction hypothesis applied to $f_{1}$ :

$$
\begin{aligned}
\Delta_{\amalg}(f * g) & =\sum \Delta_{\amalg}\left(\left(f_{1} * g^{(1)}\right)\left(f_{2} * g^{(2)}\right)\right) \\
& =\Delta_{\amalg}\left(f_{1} * g^{(1)}\right) \Delta_{\amalg}\left(f_{2} * g^{(2)}\right) \\
& =\sum\left(f_{1}^{(1)} *\left(g^{(1)}\right)^{(1)}\right)\left(f_{2}^{(1)} *\left(g^{(2)}\right)^{(1)}\right) \otimes\left(f_{1}^{(2)} *\left(g^{(1)}\right)^{(2)}\right)\left(f_{2}^{(2)} *\left(g^{(2)}\right)^{(2)}\right) \\
& =\sum\left(f_{1} f_{2}\right)^{(1)} * g^{(1)} \otimes\left(f_{1} f_{2}\right)^{(2)} * g^{(2)} \\
& =\Delta_{\amalg}(f) * \Delta_{\amalg}(g) .
\end{aligned}
$$

We used the cocommutativity of $\Delta_{\mathrm{\amalg}}$ for the fourth equality.
4. We prove it for $f=x_{1} \ldots x_{n}$, by induction on $n$. If $n=0$ or 1 , this is immediate. If $n \geq 2$, we put $f_{1}=x_{1} \ldots x_{n-1}$ and $f_{2}=x_{n}$. The induction hypothesis holds for $f_{1}$. Moreover:

$$
\begin{aligned}
f *(g y) & =\sum\left(f_{1} * g^{(1)}\right)\left(\left(f_{2} * g^{(2)}\right) * y\right)-\sum\left(f_{1} * g^{(1)}\right)\left(f_{2} *\left(g^{(2)} * y\right)\right) \\
& +\sum\left(\left(f_{1} * g^{(1)}\right) * y\right)\left(f_{2} * g^{(2)}\right)-\sum\left(f_{1} *\left(g^{(1)} * y\right)\right)\left(f_{2} * g^{(2)}\right), \\
(f * g) * y & =\sum\left(\left(f_{1} * g^{(1)}\right) * y\right)\left(f_{2} * g^{(2)}\right)+\sum\left(f_{1} * g^{(1)}\right)\left(\left(f_{2} * g^{(2)}\right) * y\right), \\
f *(g * y) & =\sum\left(f_{1} *\left(g^{(1)} * y\right)\right)\left(f_{2} * g^{(2)}\right)+\sum\left(f_{1} * g^{(1)}\right)\left(f_{2} *\left(g^{(2)} * y\right)\right) .
\end{aligned}
$$

5. We prove this for $h=z_{1} \ldots z_{n}$ and we proceed by induction on $n$. It is direct if $n=0$ or 1 . If $n \geq 2$, we put $h_{1}=z_{1} \ldots z_{n-1}$ and $h_{2}=z_{n}$. From the fourth point:

$$
\begin{aligned}
(f * g) * h & =\left((f * g) * h_{1}\right) * h_{2}-(f * g) *\left(h_{1} * h_{2}\right) \\
& =\sum\left(f *\left(\left(g * h_{1}^{(1)}\right) h_{1}^{(2)}\right)\right) * h_{2}-\sum f *\left(\left(g *\left(h_{1} * h_{2}\right)^{(1)}\right)\left(h_{1} * h_{2}\right)^{(2)}\right) \\
& =\sum f *\left(\left(\left(g * h_{1}^{(1)}\right) h_{1}^{(2)}\right) * h_{2}\right)+\sum f *\left(\left(g * h_{1}^{(1)}\right) h_{1}^{(2)} h_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\sum f *\left(\left(g *\left(h_{1}^{(1)} * h_{2}^{(1)}\right)\right)\left(h_{1}^{(2)} * h_{2}^{(2)}\right)\right) \\
& =\sum f *\left(\left(\left(g * h_{1}^{(1)}\right) * h_{2}\right) h_{1}^{(2)}\right)+\sum f *\left(\left(g * h_{1}^{(1)}\right)\left(h_{1}^{(2)} * h_{2}\right)\right) \\
& +\sum f *\left(\left(g * h_{1}^{(1)}\right) h_{1}^{(2)} h_{2}\right)-\sum f *\left(\left(g *\left(h_{1}^{(1)} * h_{2}\right)\right) h_{1}^{(2)}\right) \\
& -\sum f *\left(\left(g * h_{1}^{(1)}\right)\left(h_{1}^{(2)} * h_{2}\right)\right) \\
& =\sum f *\left(\left(g *\left(h_{1}^{(1)} * h_{2}\right)\right) h_{1}^{(2)}\right)+\sum f *\left(\left(g *\left(h_{1}^{(1)} h_{2}\right)\right) h_{1}^{(2)}\right) \\
& +\sum f *\left(\left(g * h_{1}^{(1)}\right)\left(h_{1}^{(2)} * h_{2}\right)\right)+\sum f *\left(\left(g * h_{1}^{(1)}\right) h_{1}^{(2)} h_{2}\right) \\
& -\sum f *\left(\left(g *\left(h_{1}^{(1)} * h_{2}\right)\right) h_{1}^{(2)}\right)-\sum f *\left(\left(g * h_{1}^{(1)}\right)\left(h_{1}^{(2)} * h_{2}\right)\right) \\
& =\sum f *\left(\left(g *\left(h_{1}^{(1)} h_{2}\right)\right) h_{1}^{(2)}\right)+\sum f *\left(\left(g * h_{1}^{(1)}\right) h_{1}^{(2)} h_{2}\right) .
\end{aligned}
$$

As $\Delta_{\mathrm{\amalg}}\left(h_{2}\right)=h_{2} \otimes 1+1 \otimes h_{2}, \Delta_{\mathrm{\amalg}}(h)=\sum h_{1}^{(1)} h_{2} \otimes h_{1}^{(2)}+\sum h_{1}^{(1)} \otimes h_{1}^{(2)} h_{2}$, so the result holds for $h$.

### 2.2 Associated Hopf Algebra and Post-Lie Algebra

Theorem 1 Let $*$ be a magmatic product on $V$. This product is extended to $T(V)$ by Proposition 1 . We define a product $\circledast$ on $T(V)$ by:

$$
\forall f, g \in T(V), f \circledast g=\sum\left(f * g^{(1)}\right) g^{(2)}
$$

Then $\left(T(V), \circledast, \Delta_{\mathrm{w}}\right)$ is a Hopf algebra.
Proof For all $f \in T(V)$ :

$$
1 \circledast f \sum\left(1 * f^{(1)}\right) f^{(2)}=\sum \varepsilon\left(f^{(1)}\right) f^{(2)}=f ; \quad \circledast 1=(f * 1) 1=f .
$$

For all $f, g, h \in T(V)$, by Lemma 1(1-5):

$$
\begin{aligned}
& (f \circledast g) \circledast h=\sum\left(f *\left(\left(g^{(1)} * h^{(1)}\right) h^{(2)}\right)\right)\left(g^{(2)} * h^{(3)}\right) h^{(4)} \\
& f \circledast(g \circledast h)=\sum\left(f *\left(\left(g^{(1)} * h^{(1)}\right) h^{(3)}\right)\right)\left(g^{(2)} * h^{(2)}\right) h^{(4)}
\end{aligned}
$$

As $\Delta_{\mathrm{w}}$ is cocommutative, $(f \circledast g) \circledast h=f \circledast(g \circledast h)$, so $(T(V), \circledast)$ is a unitary, associative algebra.

For all $f, g \in T(V)$, by Lemma 1(1-3):

$$
\Delta_{\mathrm{\Psi}}(f \circledast g)=\sum f^{(1)} \circledast g^{(1)} \otimes f^{(2)} \circledast g^{(2)}
$$

Hence, $\left(T(V), \circledast, \Delta_{\text {ш }}\right)$ is a Hopf algebra.

## Remark By Lemma 1:

- For all $f, g, h \in T(V),(f * g) * h=f *(g \circledast h):(T(V), *)$ is a $\operatorname{right}(T(V), \circledast)$ module.
- By restriction, for all $n \geq 0,\left(V^{\otimes n}, *\right)$ is a right $(T(V), \circledast)$-module. Moreover, for all $n \geq 0,\left(V^{\otimes n}, *\right)=(V, *)^{\otimes n}$ as a right module over the Hopf algebra $\left(T(V), \circledast, \Delta_{\text {山 }}\right)$.

Examples Let $x_{1}, x_{2}, x_{3} \in V$.

$$
\begin{aligned}
& x_{1} \circledast x_{2} x_{3}=x_{1} x_{2} x_{3}+\left(x_{1} * x_{2}\right) x_{3}+\left(x_{1} * x_{3}\right) x_{2}+\left(x_{1} * x_{2}\right) * x_{3}-x_{1} *\left(x_{2} * x_{3}\right) \\
& x_{1} x_{2} \circledast x_{3}=x_{1} x_{2} x_{3}+\left(x_{1} * x_{3}\right) x_{2}+x_{1}\left(x_{2} * x_{3}\right) .
\end{aligned}
$$

The vector space of primitive elements of $\left(T(V), \circledast, \Delta_{\mathrm{w}}\right)$ is $\mathscr{L i} e(V)$. Let us now describe the Lie bracket induced on $\mathscr{L i} e(V)$ by $\circledast$.

## Proposition 2

1. Let $*$ be a magmatic product on $V$. The Hopf algebras $\left(T(V), \circledast, \Delta_{\amalg}\right)$ and $\left(T(V), ., \Delta_{\mathrm{\Psi}}\right)$ are isomorphic, via the following algebra morphism:

$$
\phi_{*}:\left\{\begin{array}{c}
\left(T(V), ., \Delta_{\mathrm{\amalg}}\right) \longrightarrow\left(T(V), \circledast, \Delta_{\text {Ш }}\right) \\
x_{1} \ldots x_{k} \in V^{\otimes k} \longrightarrow x_{1} \circledast \ldots \circledast x_{k} .
\end{array}\right.
$$

2. $\mathscr{L i e}(V) * T(V) \subseteq \mathscr{L i e}(V)$. Moreover, $(\mathscr{L i e}(V),[-,-], *)$ is a post-Lie algebra. The induced Lie bracket on $\mathscr{L i e}(V)$ is denoted by $\{-,-\}_{*}$ :

$$
\forall f, g \in \mathscr{L i} e(V),\{f, g\}_{*}=[f, g]+f * g-g * f=f g-g f+f * g-g * f .
$$

The Lie algebra $\left(\mathscr{L i} e(V),\{-,-\}_{*}\right)$ is isomorphic to $\mathscr{L i e}(V)$.

## Proof

1. There exists a unique algebra morphism $\phi_{*}:(T(V),.) \longrightarrow(T(V), \circledast)$, sending any $x \in V$ on itself. As the elements of $V$ are primitive in both Hopf algebras, $\phi_{*}$ is a Hopf algebra morphism. As $V^{\otimes k} * T(V) \subseteq V^{\otimes k}$ for all $k \geq 0$, we deduce that for all $x_{1}, \ldots, x_{k+l} \in V$ :

$$
x_{1} \ldots x_{k} \circledast x_{k+1} \ldots x_{k+l}=x_{1} \ldots x_{k+l}+\text { a sum of words of length }<k+l .
$$

Hence, if $x_{1}, \ldots, x_{k} \in V$ :

$$
\phi_{*}\left(x_{1} \ldots x_{k}\right)=x_{1} \circledast \ldots \circledast x_{k}=x_{1} \ldots x_{k}+\text { a sum of words of length }<k
$$

Consequently:

- If $k \geq 0$ and $x_{1}, \ldots, x_{k} \in V$, an induction on $k$ proves that $x_{1} \ldots x_{k} \in$ $\phi_{*}(T(V))$, so $\phi_{*}$ is surjective.
- If $f$ is a nonzero element of $T(V)$, let us write $f=f_{0}+\ldots+f_{k}$, with $f_{i} \in V^{\otimes i}$ for all $i$ and $f_{k} \neq 0$. Then:

$$
\phi_{*}(f)=f_{k}+\text { terms in } \mathbb{K} \oplus \ldots \oplus V^{\otimes(k-1)},
$$

so $\phi_{*}(f) \neq 0: \phi_{*}$ is injective.
Hence, $\phi_{*}$ is an isomorphism.
2. Direct computations prove that $\mathscr{L i} e(V)$ is a post-Lie algebra. Consequently, $\{-,-\}_{*}$ is a second Lie bracket on $\mathscr{L i} e(V)$. In $(T(V), \circledast)$, if $f$ and $g$ are primitive:

$$
f \circledast g-g \circledast f=f g+f * g-g f-g * f=\{f, g\}_{*} .
$$

So, by the Cartier-Quillen-Milnor-Moore's theorem, $\left(T(V), \circledast, \Delta_{\text {ш }}\right)$ is the enveloping algebra of ( $\left.\mathscr{L i} e(V),\{-,-\}_{*}\right)$. As it is isomorphic to the enveloping algebra of $\mathscr{L i} e(V)$, namely $\left(T(V), ., \Delta_{\amalg}\right)$, these two Lie algebras are isomorphic.

Let us give a combinatorial description of $\phi_{*}$.
Proposition 3 Let $(V, *)$ be a magmatic algebra, and $x_{1}, \ldots, x_{k} \in V$.

- Let $I=\left\{i_{1}, \ldots, i_{p}\right\} \subseteq[k]$, with $i_{1}<\ldots<i_{p}$. We put:

$$
x_{I}^{*}=\left(\ldots\left(\left(x_{i_{1}} * x_{i_{2}}\right) * x_{i_{3}}\right) * \ldots\right) * x_{i_{p}} \in V .
$$

- Let $P$ be a partition of $[p]$. We denote it by $P=\left\{P_{1}, \ldots, P_{p}\right\}$, with the convention $\min \left(P_{1}\right)<\ldots<\min \left(P_{p}\right)$. We put:

$$
x_{P}^{*}=x_{P_{1}}^{*} \ldots x_{P_{p}}^{*} \in V^{\otimes p} .
$$

Then:

$$
\phi^{*}\left(x_{1} \ldots x_{k}\right)=\sum_{P \text { partition of }[k]} x_{P}^{*} .
$$

Proof By induction on $k$.
Examples Let $x_{1}, x_{2}, x_{3} \in V$.

$$
\phi_{*}\left(x_{1} x_{2} x_{3}\right)=x_{1} x_{2} x_{3}+\left(x_{1} * x_{2}\right) x_{3}+\left(x_{1} * x_{3}\right) x_{2}+x_{1}\left(x_{2} * x_{3}\right)+\left(x_{1} * x_{2}\right) * x_{3} .
$$

Theorem 2 Let $(V, *)$ be a magmatic algebra and let $(L,\{-,-\}, \star)$ be a post-Lie algebra. Let $\phi:(V, *) \longrightarrow(L, \star)$ be a morphism of magmatic algebras. There exists a unique morphism of post-Lie algebras $\bar{\phi}: \mathscr{L i}(V) \longrightarrow L$ extending $\phi$.
Proof Let $\psi: \mathscr{L i} e(V) \longrightarrow L$ be the unique Lie algebra morphism extending $\phi$. Let us fix $h \in \mathscr{L} i e(V)$. We consider:

$$
A_{h}=\{h \in \mathscr{L} i e(V) \mid \forall f \in \mathscr{L} i e(V), \psi(f * h)=\psi(f) \star \psi(h)\} .
$$

If $f, g \in A_{h}$, then:

$$
\begin{aligned}
\psi([f, g] * h) & =\psi([f * h, b]+[f, g * h]) \\
& =\{\psi(f * h), \psi(g)\}+\{\psi(f), \psi(g * h)\} \\
& =\{\psi(f) \star \psi(h), \psi(g)\}+\{\psi(f), \psi(g) \star \psi(h)\} \\
& =\{\psi(f), \psi(g)\} \star \psi(h) \\
& =\psi([f, g]) \star \psi(h) .
\end{aligned}
$$

So $[f, g] \in A_{h}$ : for all $h \in \mathscr{L i} e(V), A_{h}$ is a Lie subalgebra of $\mathscr{L i} e(V)$. Moreover, if $h \in V$, as $\psi_{\mid V}=\phi$ is a morphism of magmatic algebras, $V \subseteq A_{h}$; as a consequence, if $h \in V, A_{h}=\mathscr{L} i e(V)$.

Let $A=\left\{h \in \mathscr{L} i e(V) \mid A_{h}=\mathscr{L} i e(V)\right\}$. We put $\mathscr{L} i e(V)_{n}=\mathscr{L} i e(V) \cap V^{\otimes n}$; let us prove inductively that $\mathscr{L i} e(V)_{n} \subseteq A$ for all $n$. We already proved that $V \subseteq A$, so this is true for $n=1$. Let us assume the result at all rank $k<n$. Let $h \in$ $\mathscr{L i} e(V)_{n}$. We can assume that $h=\left[h_{1}, h_{2}\right]$, with $h_{1} \in \mathscr{L i} e(V)_{k}, h_{2} \in \mathscr{L} i e(V)_{n-k}$, $1 \leq k \leq n-1$. From Lemma 1 and Proposition 2, $1 f * h_{2} \in \mathscr{L} i e(V)_{k}$ and $h_{2} * h_{1} \in \mathscr{L} i e(V)_{n-k}$, so the induction hypothesis holds for $h_{1}, h_{2}, h_{1} * h_{2}$ and $h_{2} * h_{1}$. Hence, for all $f \in T(V)$ :

$$
\begin{aligned}
\psi(f * h) & =\psi\left(f *\left[h_{1}, h_{2}\right]\right) \\
& =\psi\left(\left(f * h_{1}\right) * h_{2}-f *\left(h_{1} * h_{2}\right)-\left(f * h_{2}\right) * h_{1}+f *\left(h_{2} * h_{1}\right)\right) \\
& =\left(\psi(f) \star \psi\left(h_{1}\right)\right) \star \psi\left(h_{2}\right)-\psi(f) \star\left(\psi\left(h_{1}\right) \star \psi\left(h_{2}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\left(\psi(f) \star \psi\left(h_{2}\right)\right) \star \psi\left(h_{1}\right)+\psi(f) \star\left(\psi\left(h_{2}\right) \star \psi\left(h_{1}\right)\right) \\
& =\psi(f) \star\left\{\psi\left(h_{1}\right), \psi\left(h_{2}\right)\right\} \\
& =\psi(f) \star \psi(h) .
\end{aligned}
$$

As a consequence, $\mathscr{L i} e(V)_{n} \subseteq A$. Finally, $A=\mathscr{L i} e(V)$, so for all $f, g \in \mathscr{L i} e(V)$, $\psi(f * g)=\psi(f) * \psi(g)$.

Corollary 1 Let $V$ be a vector space. The free magmatic algebra generated by $V$ is denoted by $\mathscr{M a g}(V)$. Then $\mathscr{L i}(\mathscr{M a g}(V))$ is the free post-Lie algebra generated by $V$.

Remark Describing the free magmatic algebra generated by $V$ is terms of planar rooted trees with a grafting operation, we get back the construction of free post-Lie algebras of [5].

### 2.3 Enveloping Algebra of a Post-Lie Algebra

Let $(V,\{-,-\}, *)$ be a post-Lie algebra. We extend $*$ onto $T(V)$ as previously in Proposition 1. The usual bracket of $\mathscr{L i} i(V) \subseteq T(V)$ is denoted by $[f, g]=$ $f g-g f$, and should not be confused with the bracket $\{-,-\}$ of the post-Lie algebra $V$.

Lemma 2 Let I be the two-sided ideal of $T(V)$ generated by the elements $x y-$ $y x-\{x, y\}, x, y \in V$. Then $I * T(V) \subseteq I$ and $T(V) * I=(0)$.

Proof Let us first prove that for all $x, y \in V$, for all $h \in T(V)$ :

$$
\{x, y\} * h=\sum\left\{x * h^{(1)}, y * h^{(2)}\right\} .
$$

Note that the second member of this formula makes sense, as $V * T(V) \subseteq V$ by Lemma 1.

We assume that $h=z_{1} \ldots z_{n}$ and we work by induction on $n$. If $n=0$, then $h=1$ and $\{x, y\} * 1=\{x, y\}=\{x * 1, y * 1\}$. If $n=1$, then $h \in V$, so $\Delta_{\text {ш }}(h)=$ $h \otimes 1+1 \otimes h$.

$$
\{x, y\} * h=\{x * h, y\}+\{x, y * h\}=\{x * h, y * 1\}+\{x * 1, y * h\}=\sum\left\{x * h^{(1)}, y * h^{(2)}\right\} .
$$

If $n \geq 2$, we put $h_{1}=z_{1} \ldots z_{n-1}$ and $h_{2}=z_{n}$. The induction hypothesis holds for $h_{1}, h_{2}$ and $h_{1} * h_{2}$ :

$$
\begin{aligned}
\{x, y\} * h & =\left(\{x, y\} * h_{1}\right) * h_{2}-\{x, y\} *\left(h_{1} * h_{2}\right) \\
& =\sum\left\{x * h_{1}^{(1)}, y * h_{1}^{(2)}\right\} * h_{2}-\sum\left\{x *\left(h_{1} * h_{2}\right)^{(1)}, y *\left(h_{1} * h_{2}\right)^{(2)}\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum\left\{\left(x * h_{1}^{(1)}\right) * h_{2}-x *\left(h_{1}^{(1)} * h_{2}\right), y * h_{1}^{(2)}\right\} \\
& +\sum\left\{x * h_{1}^{(1)},\left(y * h_{1}^{(2)}\right) * h_{2}-y *\left(h_{1}^{(2)} * h_{2}\right)\right\} \\
& =\sum\left\{x * h^{(1)}, y * h^{(2)}\right\} .
\end{aligned}
$$

Consequently, the result holds for all $h \in T(V)$.
Let $J=\operatorname{Vect}(x y-y x-\{x, y\} \mid x, y \in V)$. For all $x, y \in V$, for all $h \in T(V)$ :

$$
\begin{aligned}
& (x y-y x-\{x, y\}) * h \\
& =\sum\left(x * h^{(1)}\right)\left(y * h^{(2)}\right)-\left(y * h^{(1)}\right)\left(y * h^{(2)}\right)-\left\{x * h^{(1)}, y * h^{(2)}\right\} \in J .
\end{aligned}
$$

So $J * T(V) \subseteq J$. If $g \in J, f_{1}, f_{2}, h \in T(V)$ :

$$
\left(f_{1} g f_{2}\right) * h=\sum\left(f_{1} * d^{(1)}\right) \underbrace{\left(g * h^{(2)}\right)}_{\in J}\left(f_{2} * h^{(3)}\right) \in I .
$$

So $I * T(V) \subseteq I$. An induction on $n$ proves that $T(V) *\left(T(V) J V^{\otimes n}\right)=(0)$ for all $n \geq 0$. So $T(V) * I=(0)$.

As a consequence, the quotient $T(V) / I$ inherits a magmatic product $*$. Moreover, $I$ is a Hopf ideal, and this implies that it is also a two-sided ideal for $\circledast$. As $T(V) / I$ is the enveloping algebra $\mathscr{U}(V,\{-,-\})$, we obtain Proposition 3.1 of [2]:
Proposition 4 Let $(\mathfrak{g},\{-,-\}, *)$ be a post-Lie algebra. Its magmatic product can be uniquely extended to $\mathscr{U}(\mathfrak{g})$ such that for all $f, g, h \in \mathscr{U}(\mathfrak{g}), x, y \in \mathfrak{g}$ :

- $f * 1=f$.
- $1 * f=\varepsilon(f) 1$.
- $f *(g y)=(f * g) * y-f *(g * y)$.
- $(f g) * h=\sum\left(f * h^{(1)}\right)\left(g * h^{(2)}\right)$, where $\Delta(h)=\sum h^{(1)} \otimes h^{(2)}$ is the usual coproduct of $\mathscr{U}(\mathfrak{g})$.
We define a product $\circledast$ on $\mathscr{U}(\mathfrak{g})$ by $f * g=\sum\left(f * g^{(1)}\right) g^{(2)}$. Then $(\mathscr{U}(\mathfrak{g}), \circledast, \Delta)$ is a Hopf algebra, isomorphic to $\mathscr{U}\left(\mathfrak{g},\{-,-\}_{*}\right)$.
Proof By Cartier-Quillen-Milnor-Moore's theorem, $(\mathscr{U}(\mathfrak{g}), \circledast, \Delta)$ is an enveloping algebra; the underlying Lie algebra is $\operatorname{Prim}(\mathscr{U}(\mathfrak{g}))=\mathfrak{g}$, with the Lie bracket defined by:

$$
\{x, y\}_{\circledast}=x \circledast y-y \circledast x=x y+x * y-y x-y * x .
$$

This is the bracket $\{-,-\}_{*}$.

## Remarks

1. If $\mathfrak{g}$ is a post-Lie algebra with $\{-,-\}=0$, it is a pre-Lie algebra, and $\mathscr{U}(\mathfrak{g})=$ $S(\mathfrak{g})$. We obtain again the Oudom-Guin construction [6, 7].
2. By Lemma $1,(\mathscr{U}(\mathfrak{g}), *)$ is a right $(\mathscr{U}(\mathfrak{g}), \circledast)$-module. By restriction, $(\mathfrak{g}, *)$ is also a right $(\mathscr{U}(\mathfrak{g}), \circledast)$-module.

### 2.4 The Particular Case of Associative Algebras

Let $(V, \triangleleft)$ be an associative algebra. The associated Lie bracket is denoted by $[-,-]_{\triangleleft}$. As $(V, 0, \triangleleft)$ is post-Lie, the construction of the enveloping algebra of $\left(V,[-,-]_{\triangleleft}\right)$ can be done: we obtain a product $\triangleleft$ defined on $S(V)$ and an associative product $\boldsymbol{\triangleleft}$ making $(S(V), \boldsymbol{4}, \Delta)$ a Hopf algebra, isomorphic to the enveloping algebra of $\left(V,[-,-]_{\triangleleft}\right)$.

Lemma 3 If $x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{l} \in V$ :

$$
\begin{aligned}
x_{1} \ldots x_{k} \triangleleft y_{1} \ldots y_{l} & =\sum_{\theta:[l] \hookrightarrow[k]}\left(\prod_{i \notin I m(\theta)} x_{i}\right)\left(\prod_{i=1}^{k} x_{\theta(i)} \triangleleft y_{i}\right), \\
x_{1} \ldots x_{k} \triangleleft y_{1} \ldots y_{l} & =\sum_{I \subseteq[l]} \sum_{\theta: I \hookrightarrow[k]}\left(\prod_{i \notin I m(\theta)} x_{i}\right)\left(\prod_{j \notin I} y_{j}\right)\left(\prod_{i \in I} x_{\theta(i)} \triangleleft y_{i}\right) .
\end{aligned}
$$

The notation $\theta: A \hookrightarrow[k]$ means that the sum is over all injections $\theta$ from $A$ to $[k]$, for $A=I$ or $A=[l]$.

Proof Direct computations.
Examples Let $x_{1}, x_{2}, y_{2}, y_{2} \in V$.

$$
\begin{aligned}
x_{1} x_{2} \triangleleft y_{1} y_{2} & =x_{1} x_{2} y_{1} y_{2}+\left(x_{1} \triangleleft y_{1}\right) x_{2} y_{2}+\left(x_{1} \triangleleft y_{2}\right) x_{2} y_{1}+x_{1}\left(x_{2} \triangleleft y_{1}\right) y_{2} \\
& +x_{1}\left(x_{2} \triangleleft y_{2}\right) y_{1}+\left(x_{1} \triangleleft y_{1}\right)\left(x_{2} \triangleleft y_{2}\right)+\left(x_{1} \triangleleft y_{2}\right)\left(x_{2} \triangleleft y_{1}\right) .
\end{aligned}
$$

Remark The number of terms in $x_{1} \ldots x_{k} \triangleleft y_{1} \ldots y_{l}$ is:

$$
\sum_{i=0}^{\min (k, l)}\binom{l}{i}\binom{k}{i} i!
$$

see sequences A086885 and A176120 of [8].

## 3 A Family of Solvable Lie Algebras

### 3.1 Definition

Definition 2 Let us fix $a=\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{K}^{N}$. We define an associative product $\triangleleft$ on $\mathbb{K}^{N}$ :

$$
\forall i, j \in[N], \epsilon_{i} \triangleleft \epsilon_{j}=a_{j} \epsilon_{i}
$$

The associated Lie bracket is denoted by $[-,-]_{a}$ :

$$
\forall i, j \in[N],\left[\epsilon_{i}, \epsilon_{j}\right]_{a}=a_{j} \epsilon_{i}-a_{i} \epsilon_{j}
$$

This Lie algebra is denoted by $\mathfrak{g}_{a}$.
Remark Let $A \in M_{N, M}(\mathbb{K})$, and $a \in \mathbb{K}^{N}$. The following map is a Lie algebra morphism:

$$
\left\{\begin{aligned}
\mathfrak{g}_{a \cdot{ }^{t} A} & \longrightarrow \mathfrak{g}_{a} \\
x & \longrightarrow A x
\end{aligned}\right.
$$

Consequently, if $a \neq(0, \ldots, 0), g_{a}$ is isomorphic to $\mathfrak{g}_{(1,0, \ldots, 0)}$.
Definition 3 Let $A=T(V)^{N}$. The elements of $A$ will be denoted by:

$$
f=\left(\begin{array}{c}
f_{1} \\
\vdots \\
f_{N}
\end{array}\right)=f_{1} \epsilon_{1}+\ldots+f_{N} \epsilon_{N}
$$

For all $i, j \in[N]$, we define bilinear products ${ }_{i} \amalg$ and $\Psi_{j}$ :

$$
\forall f, g \in T(V)^{N}, \quad f_{i} Ш g=\left(\begin{array}{c}
f_{i} ш g_{1} \\
\vdots \\
f_{i} \amalg g_{N}
\end{array}\right), \quad f \varpi_{j} g=\left(\begin{array}{c}
f_{1} \amalg g_{j} \\
\vdots \\
f_{N} \amalg g_{j}
\end{array}\right)
$$

In other words, if $f, g \in T(V)$, for all $k, l \in[N]$ :

$$
f \epsilon_{k i} Ш g \epsilon_{l}=\delta_{i, k}(f Ш g) \epsilon_{l}, \quad f \epsilon_{k} Ш_{j} g \epsilon_{l}=\delta_{j, l}(f \amalg g) \epsilon_{k}
$$

If $a=\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{K}^{N}$, we put $a Ш=a_{11} \amalg+\ldots+a_{N}{ }_{N} Ш$ and $Ш_{a}=$ $a_{1} Ш_{1}+\ldots+a_{N} Ш_{N}$.

Proposition 5 Let $f, g \in \mathbb{K}^{N}$. For all $f, g, h \in A$ :

$$
\begin{aligned}
& \left(f Ш_{a} g\right) Ш_{b} h=f Ш_{a}\left(g Ш_{b} h\right),\left(f Ш_{a} g\right)_{b} Ш^{2}=f Ш_{a}(g b Ш h), \\
& \left(f_{a} Ш g\right) Ш_{b} h=f_{a} Ш\left(g Ш_{b} h\right), \quad\left(f_{a} \amalg g\right)_{b} \amalg h=f_{a} Ш\left(g_{b} Ш h\right), \\
& f Ш_{a} g=g_{a} Ш f .
\end{aligned}
$$

Proof Direct verifications, using the associativity and the commutativity of $\amalg$.
Definition 4 Let $a \in \mathbb{K}^{N}$. We define a Lie bracket on $A$ :

$$
\forall f, g \in A,{ }_{a}[f, g]=f_{a} Ш g-g_{a} Ш f=g Ш_{a} f-f Ш_{a} g .
$$

This Lie algebra is denoted by $\mathfrak{g}_{a}^{\prime}$.
Remark If $A$ is an associative commutative algebra and $\mathfrak{g}$ is a Lie algebra, then $A \otimes \mathfrak{g}$ is a Lie algebra, with the following Lie bracket:

$$
\forall f, g \in A, x, y \in \mathfrak{g},[f \otimes x, g \otimes y]=f g \otimes[x, y] .
$$

Then, as a Lie algebra, $\mathfrak{g}_{a}^{\prime}$ is isomorphic to the tensor product of the associative commutative algebra $(T(V), \amalg)$, and of the Lie algebra $\mathfrak{g}_{-a}$. Consequently, if $a \neq$ $(0, \ldots, 0), \mathfrak{g}_{a}^{\prime}$ is isomorphic to $\mathfrak{g}_{(1,0, \ldots, 0)}^{\prime}$.

### 3.2 Enveloping Algebra of $\mathfrak{g}_{a}$

Let us apply Lemma 3 to the Lie algebra $\mathfrak{g}_{a}$ :
Proposition 6 The symmetric algebra $S\left(\mathfrak{g}_{a}\right)$ is given an associative product $\boldsymbol{\triangleleft}$ such that for all $i_{1}, \ldots, i_{k}, j_{1}, \ldots, j_{l} \in[N]$ :
$\epsilon_{i_{1}} \ldots \epsilon_{i_{k}} \longleftarrow \epsilon_{j_{1}} \ldots \epsilon_{j_{l}}=\sum_{I \subseteq[l]} k(k-1) \ldots(k-|I|+1)\left(\prod_{q \in I} a_{j_{q}}\right)\left(\prod_{p \notin I} \epsilon_{j_{p}}\right) \epsilon_{i_{1}} \ldots \epsilon_{i_{k}}$.
The Hopf algebra $\left.\left(S \mathfrak{g}_{a}\right), 4, \Delta\right)$ is isomorphic to the enveloping algebra of $\mathfrak{g}_{a}$.
The enveloping algebra of $\mathfrak{g}_{a}$ has two distinguished bases, the Poincaré-BirkhoffWitt basis and the monomial basis:

Here is the passage between them.

Proposition 7 Let us fix $n \geq 1$. For all $I=\left\{i_{1}<\ldots<i_{k}\right\} \subseteq[n]$, we put:

$$
\lambda(I)=\left(i_{1}-1\right) \ldots\left(i_{k}-k\right), \quad \mu(I)=(-1)^{k}\left(i_{1}-1\right) i_{2}\left(i_{3}+1\right) \ldots\left(i_{k}+k-2\right) .
$$

We use the following notation: if $[n] \backslash I=\left\{q_{1}<\ldots<q_{l}\right\}, \prod_{q \notin I}^{4} \epsilon_{i_{q}}=\epsilon_{i_{q_{1}}} \triangleleft \ldots<$ $\epsilon_{i_{q_{l}}}$. Then:

$$
\begin{aligned}
\epsilon_{i_{1}} \triangleleft \ldots \triangleleft \epsilon_{i_{n}} & =\sum_{I \subseteq[n]} \lambda(I)\left(\prod_{p \in I} a_{i_{p}}\right)\left(\prod_{q \notin I} \epsilon_{i_{q}}\right), \\
\epsilon_{i_{1}} \ldots \epsilon_{i_{n}} & =\sum_{I \subseteq[n]} \mu(I)\left(\prod_{p \in I} a_{i_{p}}\right)\left(\prod_{q \notin I} \epsilon_{i_{q}}\right) .
\end{aligned}
$$

Proof Induction on $n$.

### 3.3 Modules Over $\mathfrak{g}_{(1,0, \ldots, 0)}$

## Proposition 8

1. Let $V$ be a module over the associative (non unitary) algebra $\left(\mathfrak{g}_{(1,0, \ldots, 0)}, \triangleleft\right)$. Then $V=V^{(0)} \oplus V^{(1)}$, with:

- $\epsilon_{1} \cdot v=v$ if $v \in V^{(1)}$ and $\epsilon_{1} \cdot v=0$ if $v \in V^{(0)}$.
- For all $i \geq 2, \epsilon_{i} \cdot v \in V^{(0)}$ if $v \in V^{(1)}$ and $\epsilon_{i} . v=0$ if $i \in V^{(0)}$.

2. Conversely, let $V=V^{(1)} \oplus V^{(0)}$ be a vector space and let $f_{i}: V^{(1)} \longrightarrow V^{(0)}$ for all $2 \leq i \leq N$. One defines a structure of $\left(\mathfrak{g}_{(1,0, \ldots, 0)}, \triangleleft\right)$-module over $V$ :

$$
\epsilon_{1} \cdot v=\left\{\begin{array}{l}
v \text { if } v \in V^{(1)}, \\
0 \text { if } v \in V^{(0)} ;
\end{array} \quad \text { if } i \geq 2, \epsilon_{i} \cdot v=\left\{\begin{array}{l}
f_{i}(v) \text { if } v \in V^{(1)}, \\
0 \text { if } v \in V^{(0)} .
\end{array}\right.\right.
$$

Shortly:

$$
\epsilon_{1}:\left[\begin{array}{cc}
0 & 0 \\
0 & I d
\end{array}\right], \quad \forall i \geq 2, \epsilon_{i}:\left[\begin{array}{cc}
0 & f_{i} \\
0 & 0
\end{array}\right]
$$

Proof Note that in $\mathfrak{g}_{(1,0, \ldots, 0)}, \epsilon_{i} \triangleleft \epsilon_{j}=\delta_{1, j} \epsilon_{i}$.

1. In particular, $\epsilon_{1} \triangleleft \epsilon_{1}=\epsilon_{1}$. If $F_{1}: V \longrightarrow V$ is defined by $F_{1}(v)=\epsilon_{1} \cdot v$, then:

$$
F_{1} \circ F_{1}(v)=\epsilon_{1} \cdot\left(\epsilon_{1} \cdot v\right)=\left(\epsilon_{1} \triangleleft \epsilon_{1}\right) \cdot v=\epsilon \cdot v=F_{1}(v)
$$

so $F_{1}$ is a projection, which implies the decomposition of $V$ as $V^{(0)} \oplus V^{(1)}$. Let $x \in V^{(1)}$ and $i \geq 2$. Then $F_{1}\left(\epsilon_{i} \cdot v\right)=\epsilon_{1} \cdot\left(\epsilon_{i} \cdot v\right)=\left(\epsilon_{1} \triangleleft \epsilon_{i}\right) \cdot v=0$, so $\epsilon_{i} \cdot v \in V^{(0)}$. Let $x \in V^{(0)}$. Then $\epsilon_{i} \cdot v=\left(\epsilon_{i} \triangleleft \epsilon_{1}\right) \cdot v=\epsilon_{i} . F_{1}(v)=0$, so $\epsilon_{i} \cdot v=0$.
2. Let $i \geq 2$ and $j \in[N]$. If $v \in V^{(1)}$ :

$$
\epsilon_{1} \cdot\left(\epsilon_{1} \cdot v\right)=v=\epsilon_{1} \cdot v, \quad \epsilon_{i} \cdot\left(\epsilon_{1} \cdot v\right)=f_{i}(v)=\epsilon_{i} \cdot v, \quad \epsilon_{j} \cdot\left(\epsilon_{i} \cdot v\right)=\epsilon_{j} \cdot f_{i}(v)=0 . v .
$$

If $v \in V^{(0)}$ :

$$
\epsilon_{1} \cdot\left(\epsilon_{1} \cdot v\right)=0=\epsilon_{1} \cdot v, \quad \epsilon_{i} \cdot\left(\epsilon_{1} \cdot v\right)=0=\epsilon_{i} \cdot v, \quad \epsilon_{j} \cdot\left(\epsilon_{i} \cdot v\right)=0=0 . v .
$$

So $V$ is indeed a $\left(\mathfrak{g}_{(1,0, \ldots, 0)}, \triangleleft\right)$-module.
Proposition 9 (We assume $\mathbb{K}$ algebraically closed) Let $V$ be an indecomposable finite-dimensional module over the Lie algebra $\mathfrak{g}_{(1,0, \ldots, 0)}$. There exists a scalar $\lambda$ and a decomposition:

$$
V=V^{(0)} \oplus \ldots \oplus V^{(k)}
$$

such that, for all $0 \leq p \leq k$ :

- $\epsilon_{1}\left(V^{(p)}\right) \subseteq V^{(p)}$ and there exists $n \geq 1$ such that $\left(\epsilon_{1}-(\lambda+p) I d\right)_{\mid V^{(p)}}^{n}=(0)$.
- If $i \geq 2, \epsilon_{i}\left(V^{(p)}\right) \subseteq V^{(p-1)}$, with the convention $V^{(-1)}=(0)$.

Proof First, observe that in the enveloping algebra of $\mathfrak{g}_{(1,0, \ldots, 0)}$, if $i \geq 2$ and $\lambda \in \mathbb{K}$ :

$$
\epsilon_{i} \text { « }\left(\epsilon_{1}-\lambda\right)=\epsilon_{i} \epsilon_{1}+\epsilon_{i}-\lambda \epsilon_{i}=\epsilon_{i} \epsilon_{1}+(1-\lambda) \epsilon_{i}=\left(\epsilon_{1}-\lambda+1\right) \triangleleft \epsilon_{i} .
$$

Therefore, for all $i \geq 2$, for all $n \in \mathbb{N}$, for all $\lambda \in \mathbb{K}$ :

$$
\epsilon_{i} \boldsymbol{\triangleleft}\left(\epsilon_{1}-\lambda\right)^{\boldsymbol{\triangleleft}}=\left(\epsilon_{1}-\lambda+1\right)^{\boldsymbol{n}} \triangleleft \epsilon_{i} .
$$

Let $V$ be a finite-dimensional module over the Lie algebra $\mathfrak{g}_{(1,0, \ldots, 0)}$. We denote by $E_{\lambda}$ the characteristic subspace of eigenvalue $\lambda$ for the action of $\epsilon_{1}$. Let us prove that for all $\lambda \in \mathbb{K}$, if $i \geq 2, \epsilon_{i}\left(E_{\lambda}\right) \subseteq E_{\lambda-1}$. If $x \in E_{\lambda}$, there exists $n \geq 1$, such that $\left(\epsilon_{1}-\lambda I d\right){ }^{\boldsymbol{4}} . v=0$. Hence:

$$
0=\epsilon_{i} \cdot\left(\left(\epsilon_{1}-\lambda I d\right)^{n} \cdot v\right)=\left(\epsilon_{1}-(\lambda-1) I d\right)^{n} \cdot\left(\epsilon_{i} \cdot v\right)
$$

so $\epsilon_{i} \in E_{\lambda-1}$.

Let us take now $V$ an indecomposable module, and let $\Lambda$ be the spectrum of the action of $\epsilon_{1}$. The group $\mathbb{Z}$ acts on $\mathbb{K}$ by translation. We consider $\Lambda^{\prime}=\Lambda+\mathbb{Z}$ and let $\Lambda^{\prime \prime}$ be a system of representants of the orbits of $\Lambda^{\prime}$. Then:

$$
V=\bigoplus_{\lambda \in \Lambda^{\prime \prime}} \underbrace{\left(\bigoplus_{n \in \mathbb{Z}} E_{\lambda+n}\right)}_{V_{\lambda}}
$$

By the preceding remarks, $V_{\lambda}$ is a module. As $V$ is indecomposable, $\Lambda^{\prime \prime}$ is reduced to a single element. As the spectrum of $\epsilon_{1}$ is finite, it is included in a set of the form $\{\lambda, \lambda+1, \ldots, \lambda+k\}$. We then take $V^{(p)}=E_{\lambda+p}$ for all $p$.

Definition 5 Let $V$ be a module over the Lie algebra $\mathfrak{g}_{a}$. The associated algebra morphism is:

$$
\phi_{V}:\left\{\begin{aligned}
\mathscr{U}\left(\mathfrak{g}_{a}\right)=\left(S\left(\mathfrak{g}_{a}\right), \boldsymbol{\triangleleft}\right) & \longrightarrow \operatorname{End}(V) \\
\epsilon_{i} & \longrightarrow\left\{\begin{array}{rl}
V & V \\
v \longrightarrow \epsilon_{i} \cdot v .
\end{array}\right.
\end{aligned}\right.
$$

For all $i_{1}, \ldots, i_{k} \in[N]$, we put $F_{i_{1}, \ldots, i_{k}}=\phi_{V}\left(\epsilon_{i_{1}} \ldots \epsilon_{i_{k}}\right)$; this does not depend on the order on the indices $i_{p}$.

By Proposition 7:
Proposition 10 For all $i_{1}, \ldots, i_{n} \in[N]$ :

$$
\begin{aligned}
F_{i_{1}} \circ \ldots \circ F_{i_{n}}= & \sum_{\substack{I \subseteq[n], I \backslash J=\left\{j_{1}<\ldots<j_{l}\right\}}} \lambda(I)\left(\prod_{p \in I} a_{i_{p}}\right) F_{i_{j_{1}}, \ldots, i_{j_{l}}}, \\
F_{i_{1}, \ldots, i_{n}}= & \sum_{\substack{I \subseteq[n], I \backslash J=\left\{j_{1}<\ldots<j_{l}\right\}}} \mu(I)\left(\prod_{p \in I} a_{i_{p}}\right) F_{i_{j_{1}}} \circ \ldots \circ F_{i_{j_{l}}} .
\end{aligned}
$$

When $V$ is a module over the associative algebra $\left(\mathfrak{g}_{A}, \triangleleft\right)$, these morphisms are easy to describe:
Proposition 11 Let $V$ be a module over the associative algebra $\left(\mathfrak{g}_{a}, \triangleleft\right)$; it is also a module over the Lie algebra $\left(\mathfrak{g}_{a},[-,-]_{a}\right)$. For all $k \geq 2, i_{1}, \ldots, i_{k} \in[N]$, $F_{i_{1}, \ldots, i_{k}}=0$.
Proof As $V$ is a module over the associative algebra $\left(\mathfrak{g}_{a}, \triangleleft\right)$, for any $i_{1}, i_{2} \in[N]$ :

$$
F_{i_{1}} \circ F_{i_{2}}=a_{i_{2}} F_{i_{1}} .
$$

We proceed by induction on $k$. If $k=2, \epsilon_{i_{1}} \epsilon_{i_{2}}=\epsilon_{i_{1}} \triangleleft \epsilon_{i_{2}}-a_{i_{2}} \epsilon_{i_{1}}$, so:

$$
F_{i_{1}, i_{2}}=F_{i_{1}} \circ F_{i_{2}}-a_{i_{2}} F_{i_{1}}=a_{i_{2}} F_{i_{1}}-a_{i_{2}} F_{i_{1}}=0
$$

Let us assume the result at rank $k$. Then $\epsilon_{1} \ldots \epsilon_{i_{k+1}}=\epsilon_{i_{1}} \ldots \epsilon_{i_{k}}$ < $\epsilon_{i_{k+1}}-$ $k a_{i_{k+1}} \epsilon_{i_{1}} \ldots \epsilon_{i_{k}}$, and $F_{i_{1}, \ldots, i_{k+1}}=F_{i_{1}, \ldots, i_{k}} \circ F_{i_{k+1}}-k a_{i_{k+1}} F_{i_{1}, \ldots, i_{k}}=0$.

## 4 A Family of Post-Lie Algebras

### 4.1 Construction

Let us fix a vector space $V$, a family of $N$ endomorphisms $\left(F_{1}, \ldots, F_{N}\right)$ of $V$ and $a=\left(a_{1}, \ldots, a_{N}\right) \in \mathbb{K}^{N}$. We define inductively a product $*$ on $T(V)^{N}$ : for all $f, g \in T(V)^{N}, x \in V, i \in[N]$,

$$
\emptyset \epsilon_{i} * g=0, \quad x f * g=x(f * g)+F_{1}(x)\left(f Ш_{1} g\right)+\ldots+F_{N}(x)\left(f Ш_{N} g\right)
$$

We define a second product $\bullet$ on $T(V)^{N}$ :

$$
\forall f, g \in T(V)^{N}, f \bullet g=f * g+f_{a} Ш g .
$$

Examples Let $x, y, z \in V, g \in T(V), i, j \in[N]$. Then:

$$
\begin{aligned}
x \epsilon_{i} * g \epsilon_{j} & =F_{j}(x) g \epsilon_{j} \\
x y \epsilon_{i} * g \epsilon_{j} & =\left(x F_{j}(y) g+F_{j}(x)(y Ш g)\right) \epsilon_{i}, \\
x y z \epsilon_{i} * g \epsilon_{j} & =\left(x y F_{j}(z) g+x F_{j}(y)(z Ш g)+F_{j}(x)(y z Ш g)\right) \epsilon_{i} .
\end{aligned}
$$

Proposition 12 Let $x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{l} \in V, i, j \in[N]$.

$$
x_{1} \ldots x_{k} \epsilon_{i} * y_{1} \ldots y_{l} \epsilon_{j}=\sum_{\sigma \in S h(k, l)} \sum_{p=1}^{m_{k}(\sigma)}\left(I d^{\otimes\left(p_{1}\right)} \otimes F_{j} \otimes I d^{\otimes(k+l-p)}\right) \sigma \cdot\left(x_{1} \ldots x_{k} y_{1} \ldots y_{l}\right) \epsilon_{i} .
$$

Proof Induction on $k$.
Remark Let $*_{j}$ be the pre-Lie product of $T\left(V, F_{j}\right)$, described in [3]. For all $f, g \in$ $T(V)$, for all $i, j \in[N]$ :

$$
f \epsilon_{i} * g \epsilon_{j}=\left(f *_{j} g\right) \epsilon_{i}
$$

Corollary 2 For all $f, g, h \in T(V)^{N}$, for all $i \in[N]$ :

$$
\begin{aligned}
& \left(f_{i} \amalg g\right) * h=(f * h)_{i} \amalg g+f_{i} \amalg(g * h), \\
& \left(f Ш_{i} g\right) * h=(f * h) Ш_{i} g+f Ш_{i}(g * h), \\
& (f \amalg g) * h=(f * h) \amalg g+f ш(g * h) \text {. }
\end{aligned}
$$

Proof Induction on the length of $f$.
Theorem 3 The following conditions are equivalent:

1. $\left(T(V)^{N}, \bullet\right)$ is a pre-Lie algebra.
2. $\mathfrak{g}_{a}^{\prime}=\left(T(V)^{N},{ }_{a}[-,-], *\right)$ is a post-Lie algebra.
3. $V$ is a module over the Lie algebra $\mathfrak{g}_{a}$, with the action given by $\epsilon_{i} . v=F_{i}(v)$.

Proof By Corollary 2, for all $f, g, h \in \mathfrak{g}_{a}^{\prime},{ }_{a}[f, g] * h={ }_{a}[f * h, g]+{ }_{a}[f, g * h]$.

1. $\Longleftrightarrow 2$. Let $f, g, h \in \mathfrak{g}$.

$$
\begin{aligned}
& (f \bullet g) \bullet h-f \bullet(g \bullet h)-(f \bullet h) \bullet g+f \bullet(h \bullet g) \\
& =(f * g) * h-f *(g * h)-(f * h) * g+f *(h * g)-f *{ }_{a}[g, h]
\end{aligned}
$$

So $\left(\mathfrak{g}_{a}^{\prime}, \bullet\right)$ is pre-Lie if, and only if, $\left(\mathfrak{g}_{a}^{\prime},{ }_{a}[-,-], *\right)$ is post-Lie.
2. $\Longrightarrow 3$. Let $x, y, v \in V$ and $i, j, k \in[N]$. Then:

$$
\begin{aligned}
x \epsilon_{i} * y \epsilon_{j} & =F_{j}(x) y \epsilon_{i}, \quad x y \epsilon_{i} * z \epsilon_{k}=x F_{k}(y) z \epsilon_{i}+F_{k}(x)(y Ш z) \epsilon_{i} . \\
x \epsilon_{i} * y z \epsilon_{k} & =F_{k}(x) y z \epsilon_{i},
\end{aligned}
$$

Hence:

$$
\begin{aligned}
\left(x \epsilon_{i} * y \epsilon_{j}\right) * z \epsilon_{k} & =F_{j}(x) F_{k}(y) z \epsilon_{i}+F_{k} \circ F_{j}(x) y Ш z \epsilon_{i}, \\
x \epsilon_{i} *\left(y \epsilon_{j} * z \epsilon_{k}\right) & =F_{j}(x) F_{k}(y) z \epsilon_{i}, \\
x \epsilon_{i} a\left[y \epsilon_{j}, z \epsilon_{k}\right] & =\left(a_{j} F_{k}(x)(y Ш z)-a_{k} F_{j}(x)(y Ш z)\right) \epsilon_{i} .
\end{aligned}
$$

The post-Lie relation (2) gives:

$$
\left(a_{j} F_{k}(x)-a_{k} F_{j}(x)\right)(y \amalg z)=\left(F_{j} \circ F_{k}-F_{k} \circ F_{j}\right)(x)(y Ш z)
$$

Let $y=z$ be a nonzero element of $V$. Then $y \amalg z \neq 0$, and we obtain that for all $x \in V, a_{j} F_{k}(x)-a_{k} F_{j}(x)=\left(F_{j} \circ F_{k}-F_{k} \circ F_{j}\right)(x): V$ is a $\mathfrak{g}_{a}$-module.

3 . $\Longrightarrow 2$. The post-Lie relation (2) is proved by an induction on the length of $f$.

Example The post-Lie algebra $\mathfrak{g}_{S I S O}$ is associated to $a=(1,0), V=$ $\operatorname{Vect}\left(x_{1}, x_{2}\right)$ and:

$$
F_{1}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), \quad \quad F_{2}=\left(\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right)
$$

As $F_{1}$ and $F_{2}$ define a module over the Lie algebra $\mathfrak{g}_{(1,0)}$, even in fact over the associative algebra $\left(\mathfrak{g}_{(1,0)}, \triangleleft\right)$, we obtain indeed a post-Lie algebra. For all $f, g \in$ $T(V)$, for all $i, j \in\{1,2\}$ :

$$
\begin{aligned}
& \emptyset \epsilon_{i} * g \epsilon_{j}=0, \quad x_{2} f \epsilon_{i} * g \epsilon_{1}=x_{2}\left(f \epsilon_{i} * g \epsilon_{1}\right)+x_{2}(f Ш g) \epsilon_{i}, \\
& x_{1} f \epsilon_{i} * g \epsilon_{j}=x_{1}\left(f \epsilon_{i} * g \epsilon_{j}\right), \quad x_{2} f \epsilon_{i} * g \epsilon_{2}=x_{2}\left(f \epsilon_{i} * g \epsilon_{2}\right)+x_{1}(f Ш g) \epsilon_{i} .
\end{aligned}
$$

### 4.2 Extension of the Post-Lie Product

We now extend the post-Lie product of $\mathfrak{g}_{a}^{\prime}$ to the enveloping algebra $\mathscr{U}\left(\mathfrak{g}_{a}^{\prime}\right)$. As this Lie bracket is obtained from an associative product $\triangleleft={ }_{a} Ш$, we can see $\mathscr{U}\left(\mathfrak{g}_{a}^{\prime}\right)$ as $\left(S\left(\mathfrak{g}_{a}^{\prime}\right), \boldsymbol{4}, \Delta\right)$. The post-Lie product $*$ is extended to $\mathscr{U}\left(\mathfrak{g}_{a}^{\prime}\right)$, and we obtain a Hopf algebra $(\mathscr{U}(\mathfrak{g}), \circledast, \Delta)$, isomorphic to $\mathscr{U}\left(\mathfrak{g}_{a}^{\prime},{ }_{a}[-,-]_{*}\right)$, with:
$\forall f, g \in \mathfrak{g},{ }_{a}[f, g]_{*}={ }_{a}[f, g]+f * g-g * f=f_{a} Ш g+f * g-g_{a} Ш f-g * f$.
As $\bullet$ is a pre-Lie product, it can also be extended to $S(\mathfrak{g})$ and gives a product $\odot$, making $S\left(\mathfrak{g}_{a}^{\prime}\right)$ a Hopf algebra isomorphic to $\mathscr{U}\left(\mathfrak{g}_{a}^{\prime},[-,-]_{\bullet}\right)$.
Remark Let $f, g \in \mathfrak{g}_{a}^{\prime}$.

$$
\begin{aligned}
{[f, g]_{\bullet} } & =f \bullet g-g \bullet f \\
& =f{ }_{a} \amalg g+f * g-g_{a} \amalg f-g * f \\
& ={ }_{a}[f, g]+f * g-g * f \\
& ={ }_{a}[f, g]_{*} .
\end{aligned}
$$

So $[-,-]_{\bullet}={ }_{a}[-,-]_{*}$.
The following result allows to compute $f * g_{1} \ldots g_{k}$ by induction on the length of $f$ :

Proposition 13 Let $x \in V, k \geq 1, f, g_{1}, \ldots, g_{k} \in T(V)^{N}, i \in[N]$.
$\emptyset \epsilon_{i} *\left(g_{1}\right.$ ⿶ $\ldots$ ⿶ $\left.g_{k}\right)=0$,
$x f *\left(g_{1} \triangleleft \ldots \triangleleft g_{k}\right)=\sum_{\substack{I=\left\{i_{1}, \ldots<i i^{\prime}\right\}\left[[k], j_{1}, \ldots, j l \\ j_{l}[N]\right.}} F_{j_{l}} \circ \ldots \circ F_{j_{1}}(x)\left(\left(f * \prod_{i \notin I}^{4} g_{i}\right) Ш_{j_{1}} g_{i_{1}} \ldots \omega_{j_{l}} g_{i_{l}}\right) ;$

$$
\begin{aligned}
& \emptyset \epsilon_{i} *\left(g_{1} \ldots g_{k}\right)=0, \\
& x f *\left(g_{1} \ldots g_{k}\right)=\sum_{\substack{I=\left\{i_{1}<\ldots \ll i\right\} \subseteq[k], j_{1}, \ldots, j_{l} \in[N]}} F_{j_{1}, \ldots, j_{l}}(x)\left(\left(f * \prod_{i \notin I} g_{i}\right) \omega_{j_{1}} g_{i_{1}} \ldots \omega_{j_{l}} g_{i_{l}}\right) .
\end{aligned}
$$

Proof Induction on $k$.
Proposition 14 Let $k \geq 1, f, g_{1}, \ldots, g_{k} \in T(V)^{N}$. Then:

$$
f \bullet g_{1} \ldots g_{k}=f * g_{1} \ldots g_{k}+\sum_{p=1}^{k}\left(f * g_{1} \ldots g_{p-1} g_{p+1} \ldots g_{k}\right)_{a} \text { Ш } g_{p}
$$

Proof Induction on $k$.
Proposition 15 On $S\left(\mathfrak{g}_{a}^{\prime}\right)$, $\circledast=\odot$.
Proof Let $f, g \in S\left(\mathfrak{g}_{a}^{\prime}\right)$; let us prove that $f \circledast g=f \odot g$. We assume that $f=$ $f_{1} \ldots f_{k}, g=g_{1}, \ldots, g_{l}$, with $f_{1}, \ldots, f_{k}, g_{1}, \ldots, g_{l} \in \mathfrak{g}_{a}^{\prime}$, and we proceed by induction on $k$. If $k=0$, then $f=1$ and $f \circledast g=f \odot g=g$. Let us assume the result at all ranks $<k$. We proceed by induction on $l$. If $l=0$, then $g=1$ and $f \circledast g=f \odot g=f$. Let us assume the result at all ranks $<l$. We put:

$$
\Delta(f)=f \otimes 1+1 \otimes f+f^{\prime} \otimes f^{\prime \prime}, \quad \Delta(g)=g \otimes 1+1 \otimes g+g^{\prime} \otimes g^{\prime \prime}
$$

The induction hypothesis on $k$ holds for $f^{\prime}$ and $f^{\prime \prime}$ and the induction hypothesis on $l$ holds for $g^{\prime}$ and $g^{\prime \prime}$. From:

$$
\Delta(f \circledast g-f \odot g)=f^{(1)} \circledast g^{(1)} \otimes f^{(2)} \circledast g^{(2)}-f^{(1)} \odot g^{(1)} \otimes f^{(2)} \odot g^{(2)},
$$

these two induction hypotheses give:

$$
\Delta(f \circledast g-f \odot g)=(f \circledast g-f \odot g) \otimes 1+1 \otimes(f \circledast g-f \odot g) .
$$

So $f \circledast g-f \odot g \in \operatorname{Prim}\left(S\left(\mathfrak{g}_{a}^{\prime}\right)\right)=\mathfrak{g}_{a}^{\prime}$. We obtain:

$$
\begin{aligned}
\pi(f \circledast g) & =\pi\left(\sum_{I \subseteq l l]}\left(f * \prod_{i \in I} g_{i}\right) \triangleleft \prod_{j \notin I} g_{j}\right) \\
& =\pi\left(\sum_{[l]=I_{0} \sqcup \ldots \sqcup I_{k}}\left(f_{1} * \prod_{i \in I_{1}} g_{i}\right) \ldots\left(f_{k} * \prod_{i \in I_{k}} g_{i}\right) \triangleleft \prod_{i \in I_{0}} g_{i}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\pi\left(\sum_{[l]=J_{1} \sqcup \ldots \sqcup J_{k}} \prod_{p=1}^{k}\left(f_{p} * \prod_{i \in J_{k}} g_{i}+\sum_{j_{p} \in J_{p}}\left(f_{p} * \prod_{i \in J_{p} \backslash\left\{j_{p}\right\}} g_{i}\right) a \amalg g_{j_{p}}\right)\right) \\
& =\pi\left(\sum_{[l]=J_{1} \sqcup \ldots \sqcup J_{k}}\left(\prod_{p=1}^{k} f_{p} \bullet \prod_{i \in J_{p}} g_{i}\right)\right) \\
& =\pi\left(\left(f_{1} \bullet g^{(1)}\right) \ldots\left(f_{k} \bullet g^{(k)}\right)\right) \\
& =\pi(f \bullet g) \\
& =\pi(f \odot g) .
\end{aligned}
$$

As $f \circledast g-f \odot g \in \mathfrak{g}_{a}^{\prime}, f \circledast g=f \odot g$.

### 4.3 Graduation

We assume in this whole paragraph that $a=(1,0, \ldots, 0)$ and $V$ is finitedimensional. We decompose the $\mathfrak{g}_{a}$-module $V$ as a direct sum of indecomposables. By Proposition 9, decomposing each indecomposables, we obtain a decomposition of $V$ of the form:

$$
V=V^{(0)} \oplus \ldots \oplus V^{(k)}
$$

with $F_{1}\left(V^{(p)}\right) \subseteq V^{(p)}$ and $F_{i}\left(V^{(p)}\right) \subseteq V^{(p-1)}$ for all $i \geq 2$, for all $p \in[k]$. We put $V_{p}=V^{(k+1-p)}$ for all $p \in[k+1]$. This defines a graduation of $V$, which induces a connected graduation of $T(V)$. For this graduation of $V, F_{1}$ is homogeneous of degree 0 and $F_{i}$ is homogeneous of degree 1 for all $i \geq 2$. We define a graduation of $\mathfrak{g}_{a}^{\prime}=T(V)^{N}$ :

$$
\forall n \geq 0, \quad\left(\mathfrak{g}_{a}^{\prime}\right)_{n}=T(V)_{n} \epsilon_{1} \oplus \bigoplus_{i=2}^{N} T(V)_{n-1} \epsilon_{i}
$$

For this graduation, the product $(1,0, \ldots, 0) \amalg$ is homogeneous of degree 0 . Proposition 12 implies that $*$ is homogeneous of degree 0 ; summing, $\bullet$ is also homogeneous of degree 0 . Hence:

Proposition 16 The decomposition of $V$ in indecomposable $\mathfrak{g}_{(1,0, \ldots, 0) \text {-modules }}$ induces a graduation of the post-Lie algebra $\mathfrak{g}_{(1,0, \ldots, 0)}^{\prime}$.

We put:

$$
P(X)=\sum_{i=1}^{k+1} \operatorname{dim}\left(V_{p}\right) X^{p} \in \mathbb{K}[X] .
$$

the formal series of $\mathfrak{g}_{(1,0, \ldots, 0)}^{\prime}$ is:

$$
\begin{aligned}
R(X) & =\sum_{p=1}^{\infty} \operatorname{dim}\left(\left(\mathfrak{g}_{(1,0, \ldots, 0)}^{\prime}\right)_{p}\right) X^{p} \\
& =\frac{1}{1-P(X)}+(N-1) \frac{X}{1-P(X)}=\frac{1+(N-1) X}{1-P(X)} .
\end{aligned}
$$

Note that $R(0)=1$ : indeed, $\left(\mathfrak{g}_{(1,0, \ldots, 0)}^{\prime}\right)_{0}=\operatorname{Vect}\left(\emptyset \epsilon_{1}\right)$. The augmentation ideal of $\mathfrak{g}_{(1,0, \ldots, 0)}^{\prime}$ is:

$$
\left(\mathfrak{g}_{(1,0, \ldots, 0)}^{\prime}\right)_{+}=T(V)_{+} \times T(V)^{N-1} .
$$

This is a graded, connected post-Lie algebra.
Example For the SISO case, $V_{1}=\operatorname{Vect}\left(x_{2}\right)$ and $V_{2}=\operatorname{Vect}\left(x_{1}\right)$. The formal series of $\mathfrak{g}_{\text {SISO }}$ is:

$$
R_{S I S O}(X)=\frac{1+X}{1-X-X^{2}}=1+2 X+3 X^{2}+5 X^{3}+8 X^{4}+13 X^{5}+\ldots
$$

Hence, $\left(\operatorname{dim}\left(\mathfrak{g}_{S I S O}\right)_{n}\right)_{n \geq 0}$ is the Fibonacci sequence A000045 [8]. For example:

$$
\begin{aligned}
& \left(\mathfrak{g}_{\text {SISO }}\right)_{0}=\operatorname{Vect}\left(\emptyset \epsilon_{1}\right) \\
& \left(\mathfrak{g}_{\text {SISO }}\right)_{1}=\operatorname{Vect}\left(x_{2} \epsilon_{1}, \emptyset \epsilon_{2}\right) \\
& \left(\mathfrak{g}_{\text {SISO }}\right)_{2}=\operatorname{Vect}\left(x_{1} \epsilon_{1}, x_{2} x_{2} \epsilon_{1}, x_{2} \epsilon_{2}\right) \\
& \left(\mathfrak{g}_{\text {SISO }}\right)_{3}=\operatorname{Vect}\left(x_{1} x_{2} \epsilon_{1}, x_{2} x_{1} \epsilon_{1}, x_{2} x_{2} x_{2} \epsilon_{1}, x_{1} \epsilon_{2}, x_{2} x_{2} \epsilon_{2}\right) .
\end{aligned}
$$

## 5 Graded Dual

We assume in this section that $a=(1,0, \ldots, 0)$. The augmentation ideal of $\mathfrak{g}_{a}^{\prime}$ is denoted by $\left(\mathfrak{g}_{a}^{\prime}\right)_{+}$; recall that $\left(\mathfrak{g}_{a}^{\prime}\right)_{0}=\operatorname{Vect}\left(\emptyset \epsilon_{1}\right)$.

- As $\left(\mathfrak{g}_{a}^{\prime}\right)_{+}$is a graded, connected Lie algebra, its enveloping algebra $\mathscr{U}\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}\right)$is a graded, connected Hopf algebra, and its graded dual also is. We denote it by $\mathscr{H}_{V}$.
- As an algebra, $\mathscr{H}_{V}$ is identified with $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)^{*}\right) /\left\langle\emptyset \epsilon_{1}\right\rangle$. We identify $\left(\mathfrak{g}_{a}^{\prime}\right)^{*}$ with $T\left(V^{*}\right)^{N}$ via the pairing:

$$
\left\langle f_{1} \ldots f_{k} \epsilon_{i}, x_{1} \ldots x_{l} \epsilon_{j}\right\rangle=\delta_{i, j} \delta_{k, l} f_{1}\left(x_{1}\right) \ldots f_{k}\left(x_{k}\right)
$$

- The coproduct dual of $\odot=\circledast$ is denoted by $\Delta_{\text {. }}$.
- The dual of the product $\omega_{j}$ defined on $\mathfrak{g}_{a}^{\prime}$ is denoted by $\Delta_{\omega_{j}}$, defined on $\left(\mathfrak{g}_{a}^{\prime}\right)^{*}=T\left(V^{*}\right)^{N}$.
- We define a coproduct $\Delta_{*}$ on $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right)$, dual of the right action $*$. Therefore, this is right coaction of $\left(\mathscr{H}_{V}, \Delta_{\bullet}\right)$ on itself:

$$
\left(\Delta_{*} \otimes I d\right) \circ \Delta_{*}=\left(I d \otimes \Delta_{\bullet}\right) \circ \Delta_{*} .
$$

## Notations

1. For all $y \in V^{*}$, we define $\theta_{\underline{y}}:\left(\mathfrak{g}_{a}^{\prime}\right)^{*} \longrightarrow\left(\mathfrak{g}_{a}^{\prime}\right)^{*}$ by $\theta_{y}(f)=y f$.
2. For all $x \in\left(\mathscr{H}_{V}\right)_{+}$, we put $\bar{\Delta}_{\bullet}(x)=\Delta_{\bullet}(x)-1 \otimes x$ and $\bar{\Delta}_{*}(x)=\Delta_{*}(x)-1 \otimes x$. For all $g, f, f_{1}, \ldots, f_{k} \in\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}$ :

$$
\left\langle\bar{\Delta}_{*}(g), f \otimes f_{1} \ldots f_{k}\right\rangle=\left\langle g, f * f_{1} \ldots f_{k}\right\rangle
$$

### 5.1 Deshuffling Coproducts

Proposition 17 For all $g \in T(V)$, for all $i \in[N], \Delta_{\omega_{j}}\left(g \epsilon_{k}\right)=\Delta_{\mathrm{w}}(g)\left(\epsilon_{k} \otimes \epsilon_{j}\right)$.
Proof Let $f_{1}, f_{2} \in T(V), i_{1}, i_{2} \in[N]$.

$$
\begin{aligned}
\left\langle\Delta_{Ш_{j}}\left(g \epsilon_{k}\right), f_{1} \epsilon_{i_{1}} \otimes f_{2} \epsilon_{i_{2}}\right\rangle & =\left\langle g \epsilon_{k}, f_{1} \epsilon_{i_{1}} Ш_{j} f_{2} \epsilon_{i_{2}}\right\rangle \\
& =\delta_{i_{2}, j}\left\langle g \epsilon_{k}, f_{1} \text { Ш } f_{2} \epsilon_{i_{1}}\right\rangle \\
& =\delta_{i_{2}, j} \delta_{i_{1}, k}\left\langle g, f_{1} ш f_{2}\right\rangle \\
& =\delta_{i_{2}, j} \delta_{i_{1}, k}\left\langle\Delta_{\text {ш }}(g), f_{1} \otimes f_{2}\right\rangle \\
& =\left\langle\Delta_{\text {Ш }}(g)\left(\epsilon_{k} \otimes \epsilon_{j}\right), f_{1} \epsilon_{i_{1}} \otimes f_{2} \epsilon_{i_{2}}\right\rangle .
\end{aligned}
$$

As the pairing is nondegenerate, we obtain the result.
Notations We define inductively, for $l \geq 0, j_{1}, \ldots, j_{l} \in[N]$ :

$$
\left\{\begin{array}{l}
\Delta_{\mathrm{w}_{\emptyset}}=I d, \\
\Delta_{\mathrm{w}_{j_{1}, \ldots, j_{l}}}=\left(\Delta_{\mathrm{w}_{j_{1}}} \otimes I d^{\otimes(l-1)}\right) \circ \Delta_{\varpi_{j_{2}, \ldots, j_{l}}} .
\end{array}\right.
$$

For all $g \in T\left(V^{*}\right)$, for all $i \in[N]$ :

$$
\Delta_{\boldsymbol{\omega}_{j_{1}, \ldots, j_{l}}}\left(g \epsilon_{k}\right)=\Delta_{\uplus}^{(l)}(g)\left(\epsilon_{k} \otimes \epsilon_{j_{1}} \otimes \ldots \otimes \epsilon_{j_{l}}\right) ;
$$

for all $f_{1}, \ldots, f_{l} \in T(V)$ :

$$
\left\langle\Delta_{\boldsymbol{\omega}_{j_{1}, \ldots, j_{l}}}(g), f_{1} \otimes \ldots \otimes f_{l+1}\right\rangle=\left\langle g, f_{1} Ш_{j_{1}} \ldots Ш_{j_{l}} f_{l+1}\right\rangle .
$$

### 5.2 Dual of the Post-Lie Product

Dualizing:
Proposition 18 In $\mathscr{H}_{V}=S\left(\left(\mathfrak{g}_{a}^{\prime}\right)^{*}\right) /\left\langle\emptyset \epsilon_{1}\right\rangle:$

- For all $i \in[N], \Delta_{*}\left(\emptyset \epsilon_{i}\right)=\emptyset \epsilon_{i} \otimes 1+1 \otimes \emptyset \epsilon_{i}$.
- For all $y \in V^{*}, g \in\left(\mathfrak{g}_{a}^{\prime}\right)^{*}$ :

$$
\bar{\Delta}_{*} \circ \theta_{y}(g)=\sum_{l \geq 0} \sum_{j_{1}, \ldots, j_{l} \in[N]}\left(\theta_{F_{j_{1}}^{*}, \ldots, j_{l}}(y) \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right) \circ \Delta_{\omega_{j_{1}, \ldots, j_{l}}}(g),
$$

where we denote by $\mu$ the sum of the iterated products of $\mathscr{H}_{V}$ :

$$
\mu:\left\{\begin{aligned}
T\left(\mathscr{H}_{V}\right) & \longrightarrow \mathscr{H}_{V} \\
g_{1} \otimes \ldots \otimes g_{k} & \longrightarrow g_{1} \ldots g_{k} .
\end{aligned}\right.
$$

In order to obtain a better description of the coproduct $\bar{\Delta}_{*}$, we are going to identify the following three objects:


Both identification sends $x \in\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}$ to its class. Let us reformulate Proposition 18 in the vector space $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)^{*}\right) /\left\langle\emptyset \epsilon_{1}-1\right\rangle$ :

$$
\begin{aligned}
\bar{\Delta}_{*} \circ \theta_{y}\left(g \epsilon_{k}\right) & =\sum_{l \geq 0} \sum_{j_{1}, \ldots, j_{l} \in[N]}\left(\theta_{F_{j_{1}, \ldots, j_{l}}(y)} \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{山}^{l l}(g) \epsilon_{k} \otimes \epsilon_{j_{1}} \otimes \ldots \otimes \epsilon_{j_{l}}\right) \\
& -\left(\sum_{l \geq 0} \sum_{j_{1}, \ldots, j_{i} \in[N]}\left(\theta_{F_{j_{1}}^{*}, \ldots j_{l}, 1}(y) \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{山}^{(l)}(g) \epsilon_{k} \otimes \epsilon_{j_{1}} \otimes \ldots \otimes \epsilon_{j_{l}}\right)\right)\left(1 \otimes \emptyset \epsilon_{1}\right) .
\end{aligned}
$$

Finally, identifying in $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right)$ :
Proposition 19 For all $j_{1}, \ldots, j_{l} \in[N]$, we put:

$$
G_{j_{1}, \ldots, j_{l}}=F_{j_{1}, \ldots, j_{l}}-F_{j_{1}, \ldots, j_{l}, 1} .
$$

In $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right) /\left\langle\emptyset \epsilon_{1}-1\right\rangle$ :

- For all $i \in[N], \bar{\Delta}_{*}\left(\emptyset \epsilon_{i}\right)=\emptyset \epsilon_{i} \otimes 1$.
- For all $y \in V^{*}$, for all $g \in\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}$ :

$$
\bar{\Delta}_{*} \circ \theta_{y}(g)=\sum_{l \geq 0} \sum_{j_{1}, \ldots, j_{l} \in[N]}\left(\theta_{G_{j_{1}, \ldots, j_{l}}^{*}(y)} \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right) \circ \Delta_{\omega_{j_{1}, \ldots, j_{l}}}(g) .
$$

Example For $\mathfrak{g}_{\text {SISO }}$, as $V$ is a module over the associative algebra $\left(\mathfrak{g}_{(1,0)}, \triangleleft\right)$, if $l \geq 2, F_{j_{1}, \ldots, j_{l}}=0$ by Proposition 11, so $G_{j_{1}, \ldots, j_{l}}=0$. Moreover:

$$
\begin{array}{rrr}
F_{\emptyset}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right), & F_{1}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), & F_{2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) . \\
G_{\emptyset}=F_{\emptyset}-F_{1}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), & G_{1}=F_{1}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), & G_{2}=F_{2}=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) . \\
G_{\emptyset}^{*}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), & G_{1}^{*}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right), & G_{2}^{*}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) .
\end{array}
$$

The coproduct $\bar{\Delta}_{*}$ on $S\left(\left(\mathfrak{g}_{\text {SISO }}\right)_{+}^{*}\right)$ is given by:

- For all $i \in[2], \bar{\Delta}_{*}\left(\emptyset \epsilon_{i}\right)=\emptyset \epsilon_{i} \otimes 1$.
- For all $g \in \mathbb{K}\left\langle x_{1}, x_{2}\right\rangle$, for all $i \in[2]$ :

$$
\begin{aligned}
& \bar{\Delta}_{*} \circ \theta_{x_{1}}\left(g \epsilon_{i}\right)=\left(\theta_{x_{1}} \otimes I d\right) \circ \bar{\Delta}_{*}\left(g \epsilon_{i}\right)+\left(\theta_{x_{2}} \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\mathrm{\amalg}}(g) \epsilon_{i} \otimes \epsilon_{2}\right), \\
& \bar{\Delta}_{*} \circ \theta_{x_{2}}\left(g \epsilon_{i}\right)=\left(\theta_{x_{2}} \otimes \mu\right) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\mathrm{\amalg}}(g) \epsilon_{i} \otimes \epsilon_{1}\right) .
\end{aligned}
$$

These are formulas of Lemma 4.1 of [9], where $a_{w}=w \epsilon_{2}, b_{w}=w \epsilon_{1}, \theta_{0}=\theta_{x_{1}}$, $\theta_{1}=\theta_{x_{2}}$ and $\tilde{\Delta}=\bar{\Delta}_{*}$.

### 5.3 Dual of the Pre-Lie Product

Notations We denote by $\Delta_{1}$ w the coproduct on $T_{+}\left(V^{*}\right) \otimes(V)^{N-1}$ dual to the product ${ }_{1} \amalg$. As ${ }_{1} \amalg=Ш_{1}{ }^{o p}, \Delta_{1} ш=\Delta_{山_{1}}^{c o p}$, and for all $g \in T(V)$, for all
$i \in[N]:$

$$
\Delta_{1} \mathrm{w}\left(g \epsilon_{i}\right)=\Delta_{\mathrm{\amalg}}(g)\left(\epsilon_{1} \otimes \epsilon_{k}\right) .
$$

Dualizing:
Proposition 20 In $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right) /\left\langle\emptyset \epsilon_{1}\right\rangle$, for all $g \in\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}$ :

$$
\bar{\Delta}_{\bullet}(g)=\bar{\Delta}_{*}(g)+(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right) \circ \Delta_{1 ш}(g) .
$$

Rewriting this formula in $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right) /\left\langle\emptyset \epsilon_{1}-1\right\rangle$ :

$$
\begin{aligned}
\bar{\Delta}_{\bullet}\left(g \epsilon_{1}\right) & =\bar{\Delta}_{*}\left(g \epsilon_{1}\right)+(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\mathrm{Ш}}(g)\left(\epsilon_{1} \otimes \epsilon_{1}\right)\right) \\
& =\bar{\Delta}_{*}\left(g \epsilon_{1}\right)+(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\left(\Delta_{\mathrm{\amalg}}(g)-g \otimes \emptyset\right)\left(\epsilon_{1} \otimes \epsilon_{1}\right)\right) \\
& =\bar{\Delta}_{*}\left(g \epsilon_{1}\right)\left(1 \otimes\left(1-\emptyset \epsilon_{1}\right)\right)+(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\mathrm{\amalg}}(g)\left(\epsilon_{1} \otimes \epsilon_{1}\right)\right) \\
& =(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\mathrm{\amalg}}(g)\left(\epsilon_{1} \otimes \epsilon_{1}\right)\right) .
\end{aligned}
$$

Identifying in $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right)$ :
Proposition 21 In $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right) /\left\langle\emptyset \epsilon_{1}-1\right\rangle$, if $g \in T\left(V^{*}\right)$ :

$$
\begin{aligned}
\bar{\Delta}_{\bullet}\left(g \epsilon_{1}\right) & =(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\amalg}(g)\left(\epsilon_{1} \otimes \epsilon_{1}\right)\right), \\
\text { if } i \geq 2, \bar{\Delta}_{\bullet}\left(g \epsilon_{i}\right) & =\bar{\Delta}_{*}\left(g \epsilon_{i}\right)+(I d \otimes \mu) \circ\left(\bar{\Delta}_{*} \otimes I d\right)\left(\Delta_{\amalg}(g)\left(\epsilon_{i} \otimes \epsilon_{1}\right)\right),
\end{aligned}
$$

with the convention $\emptyset \epsilon_{1}=1$. We put $\Delta_{\bullet}(g)=\bar{\Delta}_{\bullet}(g)+1 \otimes g$ for all $g \in\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}$ and extend $\Delta_{\bullet}$ to $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right)$ as an algebra morphism. This coproduct makes $S\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+}^{*}\right)$ a Hopf algebra, isomorphic to the graded dual of the enveloping algebra of $\left(\left(\mathfrak{g}_{a}^{\prime}\right)_{+},[-,-]_{*}\right)$.

Remark These are mutatis mutandis the formulas of Lemma 4.3 in [9].
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# Infinite Dimensional Rough Dynamics 

Massimiliano Gubinelli


#### Abstract

We review recent results about the analysis of controlled or stochastic differential systems via local expansions in the time variable. This point of view has its origin in Lyons' theory of rough paths and has been vastly generalised in Hairer's theory of regularity structures. Here our concern is to understand this local expansions when they feature genuinely infinite dimensional objects like distributions in the space variable. Our analysis starts reviewing the simple situation of linear controlled rough equations in finite dimensions, then we introduce unbounded operators in such linear equations by looking at linear rough transport equations. Loss of derivatives in the estimates requires the introduction of new ideas, specific to this infinite dimensional setting. Subsequently we discuss how the analysis can be extended to systems which are not intrinsically rough but for which local expansion allows to highlight other phenomena: in our case, regularisation by noise in linear transport. Finally we comment about other application of these ideas to fully-nonlinear conservations laws and other PDEs.


## 1 Introduction

In this short note we want to review recent results in the analysis of the rough dynamics of certain partial differential equations (PDEs). The adjective rough refers to the fact that the description of such dynamics does not rely on differential equations but on local expansion in the time variable. This shift of point of view has originated in the seminal work of Lyons on rough paths [16] and subsequent developments [7, 12, 13]. Rough path theory deals with the study of controlled differential systems under the action of non-smooth inputs. The low regularity of the input signals does not allow a differential description of the change in time of the system. Instead, in order to describe such systems, one has to rely on truncated

[^52]series expansions of the solutions. The short time description allow weaker norms to be used to control analytically the problem. Sometimes they also encode essential informations on the dynamics which cannot be recovered from the differential description. Consistency conditions links the various terms of these expansions and make rough paths a theory where analysis has to be supplemented by algebraic and combinatoric considerations. Recently Hairer [15] has given a vast generalization of rough paths by showing how to provide a local (space-time) description of the relations encoded in PDEs via the notion of regularity structures.

In order to keep the analysis at a relatively simple level we will not discuss regularity structures and we will stick to rough dynamics of PDEs. That is we will focus on dynamics in which we will need only a local expansion in time to give a detailed description of the system. The spatial dependence of the system will be described in a classical (infinite dimensional) setting, e.g. by means of Banach spaces of functions or distributions.

## 2 Linear Rough Equations

Consider the following controlled linear differential equation in $\mathbb{R}^{N}$

$$
\begin{equation*}
\mathrm{d} y(t)=A_{\alpha} y(t) \mathrm{d} x^{\alpha}(t), \quad y(0)=y_{0} \tag{1}
\end{equation*}
$$

where $y \in C\left([0,1] ; \mathbb{R}^{N}\right)$ is the unknown, $x \in C^{1}\left([0,1] ; \mathbb{R}^{M}\right)$ is the control and $\left(A_{\alpha}\right)_{\alpha=1, \ldots, M}$ a family of linear transformations of $\mathbb{R}^{N}$ (summation over repeated indexes is implied). In order for this formulation to make sense we need that $x$ is differentiable (or at least of bounded variation). This formulation is useless if we want to study the behaviour of $y$ when we feed as input $x$ an approximation $B^{\varepsilon}$ of a sample path of a Brownian motion $B$ (for example) and try to remove the approximation by taking the limit $B^{\varepsilon} \rightarrow B$. In order to gain a description which can be taken along in this limit we resort to a series expansion of the solution

$$
\begin{equation*}
y(t)=y_{0}+A_{\alpha} y_{0} \int_{0}^{t} \mathrm{~d} x^{\alpha}(s)+A_{\alpha} A_{\beta} y_{0} \int_{0}^{t} \int_{0}^{s} \mathrm{~d} x^{\beta}(u) \mathrm{d} x^{\alpha}(s)+\cdots \tag{2}
\end{equation*}
$$

where the $\cdots$ stays for terms featuring higher order iterated integrals of the control $x$. Iterated integrals $\mathbb{X}^{\alpha_{1} \cdots \alpha_{n}}(s, t)$ are defined recursively by

$$
\mathbb{X}^{\alpha_{1}}(s, t)=\int_{s}^{t} \mathrm{~d} x^{\alpha_{1}}(r), \quad \mathbb{X}^{\alpha_{1} \cdots \alpha_{n+1}}(s, t)=\int_{s}^{t} \mathbb{X}^{\alpha_{1} \cdots \alpha_{n}}(s, r) \mathrm{d} x^{\alpha_{n+1}}(r)
$$

In the series expansion the flow property of Eq. (1) is encoded by Chen's relations among the iterated integrals [3]:

$$
\begin{equation*}
\mathbb{X}^{\alpha_{1} \cdots \alpha_{n}}(s, t)=\sum_{k=0}^{n} \mathbb{X}^{\alpha_{1} \cdots \alpha_{k}}(s, u) \mathbb{X}^{\alpha_{k+1} \cdots \alpha_{n}}(u, t) \tag{3}
\end{equation*}
$$

where we let $\mathbb{X}^{\alpha_{i} \cdots \alpha_{j}}(s, u)=1$ if $i \geqslant j$. One key insight of rough path theory is the fact that the series expansion can be truncated at some level and still provide enough information to reconstruct the function $y$ if we can guarantee that the remainder is small enough. Namely if we assume that there exists $\gamma>0$ such that

$$
\begin{equation*}
\left|\mathbb{X}^{\alpha_{1} \cdots \alpha_{k}}(s, t)\right| \leqslant C|t-s|^{k \gamma} \tag{4}
\end{equation*}
$$

for all $k=0, \ldots, n$ where $n$ is such that $(n+1) \gamma>1$ then there exists only one continuous function $y$ subject to the initial condition $y(0)=y_{0}$ and such that

$$
\begin{equation*}
y(t)-y(s)=\left(A_{\alpha} \mathbb{X}^{\alpha}(s, t)+\cdots+A_{\alpha_{n}} \cdots A_{\alpha_{1}} \mathbb{X}^{\alpha_{1} \cdots \alpha_{n}}(s, t)\right) y(s)+O\left(|t-s|^{(n+1) \gamma}\right) \tag{5}
\end{equation*}
$$

for all $0 \leqslant s \leqslant t$. This formulation shows that the input $x$ affects the solution $y$ only via the iterated integrals $\mathbb{X}$. The given of a family of maps $\left(\mathbb{X}^{\alpha_{1} \cdots \alpha_{n}}(s, t)\right)_{s, t,\left(\alpha_{i}\right)}$ satisfying (3) and (4) up to a certain level $n$ defines a $\gamma$-Hölder rough path. In many situations this allows to plug into the equation very general inputs $x$ for which a suitable rough path $\mathbb{X}$ can be identified. For example, quite general approximations of the Brownian motions $B^{\varepsilon}$ give rise to iterated integrals $\mathbb{B}^{\varepsilon}$ which converge in the appropriate Hölder-like topology to the step-2 (Stratonovich) Brownian rough path $\mathbb{B}$ above the Brownian motion $B$ (i.e. such that its first component $\mathbb{B}^{\alpha}=B^{\alpha}$ for $\alpha=1, \ldots, M)$ [12].

Equation (5) has the form

$$
\begin{equation*}
\delta y(s, t)=G(s, t)+y^{\natural}(s, t), \quad\left|y^{\natural}(s, t)\right| \lesssim|t-s|^{z} \tag{6}
\end{equation*}
$$

where $\delta y(s, t):=y(t)-y(s)$ for some $z>1$. The key argument in the analysis is the observation that Eq. (6) is rigid, in the sense that bounds on $G$ determines both bounds on $\delta y$ and $y^{\natural}$ in a unique way. Indeed given $G$ it can exists at most one pair ( $y, y^{\natural}$ ) solving this equation. Explitic bounds on $y^{\natural}$ depends on the coherence $\delta G$ of $G$, namely on the combination

$$
\delta G(s, u, t)=G(s, t)-G(s, u)-G(u, t), \quad s \leqslant u \leqslant t .
$$

In particular we have a sewing lemma:
Lemma 1 (Sewing Lemma) Assume that there exists a constant $L$ such that

$$
\begin{equation*}
|\delta G(s, u, t)| \leqslant L|t-s|^{z}, \quad s \leqslant u \leqslant t \tag{7}
\end{equation*}
$$

for some $z>1$. Then there exists a unique y such that Eq. (6) holds and moreover there exists a universal constant $C_{z}$ such that

$$
\left|y^{\natural}(s, t)\right| \leqslant C_{z} L|t-s|^{z}, \quad s \leqslant t .
$$

Remark 1 Similar results hold for general regular controls $\omega(s, t)$ replacing $|t-s|$ in the above estimates, namely functions for which

$$
\begin{gathered}
\omega(s, u)+\omega(u, t) \leqslant \omega(s, t), \quad s \leqslant u \leqslant t, \\
|\omega(s, t)| \rightarrow 0, \quad \text { as }|t-s| \rightarrow 0 .
\end{gathered}
$$

If we call coherent a germ $G$ which satisfy Eq. (7) then the sewing lemma essentially states that coherent germs can be uniquely integrated, that is there exists a unique function $y$ (up to constants) for which the germ gives the local expansion up to an error of size $|t-s|^{1+}$.

In the case of Eq. (5) the germ depends itself on $y$ and reads

$$
G(s, t)=\left(A_{\alpha} \mathbb{X}^{\alpha}(s, t)+\cdots+A_{\alpha_{n}} \cdots A_{\alpha_{1}} \mathbb{X}^{\alpha_{1} \cdots \alpha_{n}}(s, t)\right) y(s), \quad s<t
$$

Its coherence $\delta G$ can be computed via simple algebraic manipulations and Chen's relations (3) for the iterated integrals $\mathbb{X}$. Using the regularity hypothesis (4) to control the size of the iterated integrals and the Eq. (5) to replace the instances of $\delta y$ we can reduce the estimate of the coherence to a control of the size of $y$ and of $y^{\square}$ where $y^{\natural}(s, t)$ denotes the $O\left(|t-s|^{(n+1) \gamma}\right)$ term in the r.h.s. of Eq. (5). Namely,

$$
\sup _{s<u<t} \frac{|\delta G(s, u, t)|}{|s-t|^{z}} \leqslant C_{\mathbb{X}, A}\left[\sup _{t}|y(t)|+\sup _{s<t} \frac{\left|y^{\natural}(s, t)\right|}{|t-s|^{z}}\right]
$$

where $z=(n+1) \gamma>1$. An application of the sewing lemma gives

$$
\sup _{s<t} \frac{\left|y^{\natural}(s, t)\right|}{|t-s|^{z}} \leqslant C_{\mathbb{X}, A, z}\left[\sup _{t}|y(t)|+\sup _{s<t} \frac{\left|y^{\natural}(s, t)\right|}{|t-s|^{z}}\right] .
$$

In order to be able to conclude a bound on $y^{\natural}$ from this relation we need a small constant in front of the $y^{\natural}$ contribution in the r.h.s. This can be accomplished in many ways, one possibility is to localize the above estimates over intervals $|s-t| \leqslant \tau$ where $\tau>0$ is a small constant. Careful bookkeping shows that this gains at least a power of $\tau^{\gamma}$ :

$$
\sup _{s, t:|t-s| \leqslant \tau} \frac{\left|y^{\natural}(s, t)\right|}{|t-s|^{z}} \leqslant C_{\mathbb{X}, A, z}\left[\sup _{t}|y(t)|+\tau^{\gamma} \sup _{s, t:|t-s| \leqslant \tau} \frac{\left|y^{\natural}(s, t)\right|}{|t-s|^{z}}\right]
$$

and choosing $\tau$ small enough (depending on $\mathbb{X}, A, z$ ) we obtain the key bound

$$
\begin{equation*}
\sup _{s, t:|t-s| \leqslant \tau} \frac{\left|y^{\natural}(s, t)\right|}{|t-s|^{z}} \leqslant 2 C_{\mathbb{X}, A, z} \sup _{t}|y(t)|, \tag{8}
\end{equation*}
$$

where $C_{\mathbb{X}, A, z}$ is a constant which depends on the norm of $A$ as a bounded operator and on that of $\mathbb{X}$ as a $\gamma$-Hölder rough path. From a this bound and an approximation argument via ODEs existence and uniqueness of solutions to (5) easily follows.

## 3 Unbounded Drivers

There is no substantial difficulty in generalising the rough equation (5) to an infinite dimensional setting. We can take $y$ as a path in a Banach space $V$ and $x$ in another space $W$ and $\left(A_{\alpha}\right)_{\alpha}$ as a suitable bounded linear maps. Care must be exercised in the construction of the iterated integral taking values in appropriate completion of the algebraic tensor products $W^{\otimes n}$ in order for the pairings with the powers of $A_{\alpha}$ to make sense in (5) (see e.g. [12]). In a different direction, we can consider the situation where the operators $\left(A_{\alpha}\right)_{\alpha}$ themselves are not bounded. For simplicity we will assume that $x$ still takes values in a finite-dimensional space $\mathbb{R}^{M}$ and to be definite we concentrate on the case where $y$ solves the linear transport equation

$$
\left\{\begin{array}{l}
\mathrm{d} y(t, \xi)=V_{\alpha}(\xi) \nabla y(t, \xi) \mathrm{d} x^{\alpha}(t),  \tag{9}\\
y(0, \xi)=y_{0}(\xi),
\end{array} \quad \xi \in \mathbb{R}^{d}, t \geqslant 0\right.
$$

where $y \in C\left([0,1] ; L^{2}\left(\mathbb{R}^{d}\right)\right), y_{0} \in L^{2}\left(\mathbb{R}^{d}\right),\left(V_{\alpha} \nabla\right)_{\alpha=1, \ldots, M}$ is a family of bounded vector fields on $\mathbb{R}^{d}$. Here we do not want to assume smoothness of the solution (which in general will not hold) and the action of the vectorfields $V_{\alpha} \nabla$ is understood in the weak sense by integrating this relation agains smooth functions of the space variable $\xi$. When $x$ is smooth this equation can be understood as a standard transport type PDE or in the $L^{2}$ context as a differential equation involving the unbounded, type dependent, family of operators $H(t)=\dot{x}^{\alpha}(t) V_{\alpha} \nabla$ for $t \in[0,1]$. Uniqueness of solutions holds under a Lipshitz condition on $V$ (for example via the method of caracteristics).

It is not at all obvious how to describe solutions $y$ in such a way that $x$ appears only via iterated integrals $\mathbb{X}$ as in the finite dimensional setting. Following formally the above series expansion strategy we can still obtain the Eq. (5). We will consider only the case when $\gamma>1 / 3$ in order to simplify some formulas. Our discussion will retain the basic features of the general problem. The equation for $y$ has to be understood as a distributional equality:

$$
\begin{equation*}
\delta y(s, t)(\varphi)=y(s)\left(\left(\mathbb{A}^{1, *}(s, t)+\mathbb{A}^{2, *}(s, t)\right) \varphi\right)+y^{\natural}(s, t)(\varphi) \tag{10}
\end{equation*}
$$

where $\varphi \in C^{\infty}\left(\mathbb{R}^{d}\right)$ is a compactly supported test function, $\delta y(s, t)=y(t)-y(s)$, $y(t)(\varphi)$ denotes the pairing of $\varphi$ with the $L^{2}$ function $y(t)$ given by the $L^{2}$ scalar product and $\mathbb{A}^{n}(s, t)=X^{\alpha_{1} \cdots \alpha_{n}}\left(V_{\alpha_{1} \cdots \alpha_{n}} \nabla\right)$ is a family of linear operators indexed by $s, t$ and $\mathbb{A}^{n, *}(s, t)$ denotes its adjoint with respect to the above pairing. In Eq. (10)
we assume that $\left|y^{\natural}(s, t)(\varphi)\right| \leqslant C_{\varphi}|t-s|^{3 \gamma}$ for any $\varphi \in C^{\infty}\left(\mathbb{R}^{d}\right)$ where the constant can depends on $\varphi$. Note that $3 \gamma>1$ by assumption.

Equation (10) describes how $y$ varies with $t$ as a distribution modulo a remainder term $\left|y^{\natural}(s, t)(\varphi)\right|$. From this information is not clear if and how it is possible to recover $y \in C\left([0,1] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ given an initial condition $y_{0}$. We call the family of (unbounded) operators $\left(\mathbb{A}^{n}\right)_{n=1,2}$ an unbounded rough driver [1]. It satisfies operator Chen's relations
$\mathbb{A}^{1}(s, t)=\mathbb{A}^{1}(s, u)+\mathbb{A}^{1}(u, t), \quad \mathbb{A}^{2}(s, t)=\mathbb{A}^{2}(s, u)+\mathbb{A}^{2}(u, t)+\mathbb{A}^{1}(s, u) \mathbb{A}^{1}(u, t)$.
In a recent joint work with I. Bailleul [1] we show that Eq. (10) uniquely determines a function $y \in C\left([0,1] ; L^{2}\left(\mathbb{R}^{d}\right)\right)$ assuming $C^{3}$ regularity of the vector fields $V$ (but it should be possible to drop the regularity to $C^{\rho}$ for any $\rho$ such that $\rho \gamma>1$ ). One main technical tool is the generalization of (8) to an a priori bound in spaces of distributions with given regularity. We were able to show that

$$
\begin{equation*}
\sup _{s, t:|t-s| \leqslant \tau} \frac{\left|y^{\natural}(s, t)(\varphi)\right|}{|t-s|^{3 \gamma}} \leqslant C_{\gamma, \tau}(\mathbb{X}, A)\left[\sup _{t}\|y(t)\|_{L^{2}}\right]\|\varphi\|_{W^{3,2}} \tag{11}
\end{equation*}
$$

where $\left(W^{k, 2}\right)_{k \in \mathbb{R}}$ denotes the scale of Sobolev spaces on $\mathbb{R}^{d}$. This does not follows immediately from the sewing lemma due to a loss in derivatives. Let us explain this in more detail. We will assume to have an a priori bound for $y$ in $L^{2}$ : $\sup _{t}\|y(t)\|_{L^{2}} \leqslant 1$. The germ of Eq. (10) is given by

$$
\begin{equation*}
G(s, t)=y(s)\left(\left(\mathbb{A}^{1, *}(s, t)+\mathbb{A}^{2, *}(s, t)\right) \varphi\right) . \tag{12}
\end{equation*}
$$

Its coherence $\delta G$ can be computed as
$\delta G(s, u, t)=-\left(\delta y(s, u)-y(s) \mathbb{A}^{1, *}(s, u)\right)\left(\mathbb{A}^{1, *}(u, t) \varphi\right)-\delta u(s, u)\left(\mathbb{A}^{2, *}(u, t) \varphi\right)$.
Using Eq. (10) we rewrite this as

$$
\begin{gathered}
\delta G(s, u, t)=-y^{\natural}(s, u)\left(\left(\mathbb{A}^{1, *}(u, t)+\mathbb{A}^{2, *}(u, t)\right) \varphi\right) \\
-y(s)\left(\left(\mathbb{A}^{2, *}(s, u) \mathbb{A}^{1, *}(u, t)+\mathbb{A}^{1, *}(s, u) \mathbb{A}^{2, *}(u, t)+\mathbb{A}^{2, *}(s, u) \mathbb{A}^{2, *}(u, t)\right) \varphi\right)
\end{gathered}
$$

which gives, using the regularity of the unbounded driver and the a priori bound for $\|y(t)\|_{L^{2}}$,

$$
\begin{equation*}
\|\delta G(s, u, t)\|_{\left(W^{3,2}\right)^{*}} \lesssim \mathbb{A}\left(1+\tau^{\gamma}\left\|y^{\natural}\right\|_{2 \gamma,\left(W^{2,2}\right)^{*}}+\tau^{\gamma}\left\|y^{\natural}\right\|_{\left.\gamma,\left(W^{1,2}\right)^{*}\right)}|t-s|^{3 \gamma}, \quad s<u<t\right. \tag{13}
\end{equation*}
$$

where

$$
\left\|y^{\natural}\right\|_{\alpha, V}=\sup _{s<t:|t-s| \leqslant \tau} \frac{\left\|y^{\natural}(s, t)\right\|_{V}}{|t-s|^{\alpha}} .
$$

An application of the sewing lemma allows to conclude that

$$
\begin{equation*}
\left\|y^{\natural}\right\|_{3 \gamma,\left(W^{3,2}\right)^{*}} \lesssim \mathbb{A}\left[1+\tau^{\gamma}\left\|y^{\natural}\right\|_{2 \gamma,\left(W^{2,2}\right)^{*}}+\tau^{\gamma}\left\|y^{\natural}\right\|_{\gamma,\left(W^{1,2}\right)^{*}}\right], \tag{14}
\end{equation*}
$$

which is an estimate which cannot be closed due to loss of derivatives in the l.h.s. (we need one derivative more on test functions to estimate the action of $y^{\natural}$ in l.h.s. w.r.t. the r.h.s. of the equation). This loss of derivatives has to be compensated thanks to a gain of time regularity via an interpolation argument and the last estimate becomes

$$
\begin{equation*}
\left\|y^{\natural}\right\|_{3 \gamma,\left(W^{3,2}\right)^{*}} \lesssim \mathbb{A}\left[1+\tau^{\gamma}\left\|y^{\natural}\right\|_{3 \gamma,\left(W^{3,2}\right)^{*}}\right] \tag{15}
\end{equation*}
$$

which, after a standard reasoning, can be converted into uniform a priori estimates for $y^{\natural}$ of the form

$$
\begin{equation*}
\left\|y^{\natural}\right\|_{\gamma,\left(W^{1,2}\right)^{*}}+\left\|y^{\natural}\right\|_{2 \gamma,\left(W^{2,2}\right)^{*}}+\left\|y^{\natural}\right\|_{3 \gamma,\left(W^{3,2}\right)^{*}} \lesssim \mathbb{A} 1 . \tag{16}
\end{equation*}
$$

I will sketch now the idea behind the interpolation leading to (15). The loss of regularity preventing to close the estimate (14) is mainly due to the use of Eq. (10) in order to simplify some terms in $\delta G$ as we seen above. On the other hand the reader can easily check that the terms in $\delta G$ with higher loss of regularity come also with better time regularity (meaning that they feature larger powers of the time increment $|t-s|$ ). All this time regularity is then wasted in the estimates. In order to prevent the loss of space regularity we split the test function $\varphi$ as $\varphi=J_{\varepsilon} \varphi+\bar{J}_{\varepsilon} \varphi$ where $J_{\varepsilon}$ is a regularisation operator (for example by convolution at scale $\varepsilon$ ) and $\bar{J}_{\varepsilon}=1-J_{\varepsilon}$ a remainder term. Then $\delta G$ applied to $\varphi$ is decomposed as

$$
\delta G(s, u, t)(\varphi)=G(s, t) \bar{J}_{\varepsilon} \varphi-G(s, u) \bar{J}_{\varepsilon} \varphi-G(u, t) \bar{J}_{\varepsilon} \varphi+\delta G(s, u, t) J_{\varepsilon} \varphi
$$

The first three terms are estimated directly from the definition of the germ $G$ given in Eq. (12), where there is no loss of derivatives at the price of insufficient time regularity since these terms are much bigger than $|t-s|^{3 \gamma}$. However this can be compensated by the convergence of the approximations assuming the natural estimate $\left\|\bar{J}_{\varepsilon} \varphi\right\|_{W^{k, 2}} \lesssim \varepsilon^{3-k}\|\varphi\|_{W^{3,2}}$. The remaining contribution $\delta G(s, u, t) J_{\varepsilon} \varphi$ is estimated as in Eq. (13) where the loss of derivatives is compensated by the regularization producing diverging factors of $\varepsilon^{-1}$. Here however the better time regularity can be used to compensate for this divergence. Overall one chooses $\varepsilon=|t-s|^{\gamma}$ and check that this results in the estimate (15).

These a priori estimates on the solutions are a key step in the analysis. At variance with the Banach space setting here we cannot rely on a fixpoint argument
to prove existence and uniqueness of solutions to (10) due to the same loss of derivatives in the equation. However the a priori bound (16) can be used together with an approximation procedure to prove existence of solutions via a compactness argument. Uniqueness for distributional solutions to (10) derives from a study of the dynamics of $y^{2}(t, \xi)=y(t, \xi)^{2}$. Let us sketch this classical argument. Assume $u$ is an $L^{2}$ solution to the transport equation

$$
\partial_{t} u=V \cdot \nabla u .
$$

With a formal computation we deduce that the function $u^{2}$ satisfies the same transport equation

$$
\partial_{t} u^{2}=2 u \partial_{t} u=2 u V \cdot \nabla u=V \cdot \nabla u^{2} .
$$

Integrating over space we get

$$
\partial_{t} \int u_{t}^{2}=\int\left(V \cdot \nabla u_{t}^{2}\right)=-\int(\operatorname{div} V) u_{t}^{2},
$$

and Gronwall lemma allows to conclude that

$$
\int u_{t}^{2} \leqslant\left(\int u_{0}^{2}\right) \exp \left(t\|\operatorname{div} V\|_{L^{\infty}}\right)
$$

which in particular implies uniqueness for $L^{2}$ solutions since the equation is linear. This proof has two key elements: the possibility to obtain the dynamics of $u^{2}$ and the Gronwall estimate. Even in this classical setting the weak formulation however cannot be directly used to compute the dynamics of $u^{2}$. This is a classical problem for weak solutions and a standard approach is to use a convolutional smoothing $u_{\varepsilon}$ of $u$ in order to be able to use it as a test function. The convergence as $\varepsilon \rightarrow 0$ depends on a commutator lemma and ultimately on sufficient regularity for the vectorfield $V$ which dictates sufficient conditions for uniqueness.

To reproduce this line of proof for the rough dynamics (10) we need to redo the commutator argument and find a replacement for the Gronwall lemma. Commutator arguments depends on an approximation procedure. Essentially in the same spirit, but maybe conceputally clearer, we can proceed instead to "splitting" the product $y(t, \xi)^{2}$ and analyse the dynamics of the tensorized quantity $Y\left(t, \xi, \xi^{\prime}\right)=$ $y(t, \xi) y\left(t, \xi^{\prime}\right)$. This function solves another rough PDE:

$$
\begin{equation*}
\delta Y(s, t)=\left(\Gamma_{\mathbb{A}}^{1}(s, t)+\Gamma_{\mathbb{A}}^{2}(s, t)\right) Y(s)+Y^{\natural}(s, t) \tag{17}
\end{equation*}
$$

where the tensorized driver $\Gamma_{\mathbb{A}}$ is defined in terms of $\mathbb{A}$ as

$$
\begin{gathered}
\Gamma_{\mathbb{A}}^{1}(s, t)=\mathbb{I} \otimes \mathbb{A}^{1}(s, t)+\mathbb{A}^{1} \otimes \mathbb{I}(s, t) \\
\Gamma_{\mathbb{A}}^{2}(s, t)=\mathbb{I} \otimes \mathbb{A}^{2}(s, t)+\mathbb{A}^{2} \otimes \mathbb{I}(s, t)+\mathbb{A}^{1}(s, t) \otimes \mathbb{A}^{1}(s, t)
\end{gathered}
$$

and where we understand that factor in the left and in the right of the tensor product acts respectively on the $\xi$ or $\xi^{\prime}$ variable. In order to recover informations on $y^{2}$ from $Y$ we need to test with functions $\Phi_{\varepsilon}$ of the form $\Phi_{\varepsilon}\left(\xi, \xi^{\prime}\right)=\varphi\left(\xi_{+}\right) \psi\left(\xi_{-} / \varepsilon\right) \varepsilon^{-d}$ where here $\xi_{ \pm}=\left(\xi \pm \xi^{\prime}\right) / 2$ are coordinated parallel $(+)$ and transverse $(-)$ to the diagonal $\xi=\xi^{\prime}$ in the space $\left(\xi, \xi^{\prime}\right) \in \mathbb{R}^{2}$. With this choice of test function we have

$$
y(t)^{2}(\varphi)=\int y(t)^{2}(x) \varphi(x) \mathrm{d} x=\lim _{\varepsilon \rightarrow 0} \iint y(t)(x) y(t)(y) \varepsilon^{-d} \psi\left(\frac{x-y}{\varepsilon}\right) \varphi\left(\frac{x+y}{2}\right) \mathrm{d} x \mathrm{~d} y
$$

guaranteeing that $\lim _{\varepsilon \rightarrow 0} Y(t)\left(\Phi_{\varepsilon}\right)=y(t)^{2}(\varphi)$ for all $t \geqslant 0$. In this limit however the functions $\Phi_{\varepsilon}$ become singular on the diagonal and suitable estimates are needed to control the remainder $Y^{\natural}(s, t)\left(\Phi_{\varepsilon}\right)$. A careful analysis of the argument needed to get the a priori estimates (11) shows that a key property in order to be able to pass to the limit is that quantities of the form $\Gamma_{\mathbb{A}}^{1, *}(s, t) \Phi_{\varepsilon}$ (and other similar objects) stays bounded as $\varepsilon \rightarrow 0$. We called this property renormalizability (inspired by a similar construction in the work of DiPerna and Lions [10] on renormalised solutions for transport equations). Derivatives in the $\xi_{+}$directions do not pose any problem. The derivatives in the $\xi_{-}$direction can be source of problems when $\xi_{-}$is very small. Fortunately, as some computations shows, these derivatives are always paired with factors of the form $V(\xi)-V\left(\xi^{\prime}\right)$ (or with derivatives of $V$ ) and which go to zero with $\xi_{-}$if $V$ is sufficiently smooth compensating the divergences coming from transverse derivatives of $\Phi_{\varepsilon}$. This allows to pass to the limit in Eq. (17) applied to $\Phi_{\varepsilon}$ and prove the convergence of germs

$$
Y(s)\left(\Gamma_{\mathbb{A}}^{1, *}(s, t) \Phi_{\varepsilon}+\Gamma_{\mathbb{A}}^{2, *}(s, t) \Phi_{\varepsilon}\right) \rightarrow y(s)^{2}\left(\mathbb{A}^{1, *}(s, t) \varphi+\mathbb{A}^{2, *}(s, t) \varphi\right)
$$

showing that $y^{2} \in C\left([0,1] ; L^{1}\left(\mathbb{R}^{d}\right)\right)$ satisfies again Eq. (10) but in $L^{1}$ instead of $L^{2}$. Namely

$$
\delta y^{2}(s, t)(\varphi)=y(s)^{2}\left(\mathbb{A}^{1, *}(s, t) \varphi+\mathbb{A}^{2, *}(s, t) \varphi\right)+O\left(|t-s|^{3 \gamma}\right)\|\varphi\|_{W^{3, \infty}} .
$$

If the vectorfields $V_{\alpha}$ are divergence free, testing now with the function $\varphi(\xi)=1$ gives $y(s)^{2}\left(\mathbb{A}^{1, *}(s, t) \varphi+\mathbb{A}^{2, *}(s, t) \varphi\right)=0$ and therefore $\delta y^{2}(s, t)(\varphi)=O(\mid t-$ $\left.\left.s\right|^{3 \gamma}\right)$ from which we deduce that $y_{t}^{2}(1)$ is constant in $t$ and since $y_{0}^{2}(1)=0, y_{t}=0$ for all $t \geq 0$. Consider now the case where the vectorfields are not divergence free but div $V_{\alpha} \in L^{\infty}$. In this case we have, always with $\varphi(\xi)=1$,

$$
\left|\left(V_{\alpha} \cdot \nabla\right)^{*} \varphi(\xi)\right| \lesssim \varphi(\xi), \quad\left|\left(V_{\alpha} \cdot \nabla\right)^{*}\left(V_{\beta} \cdot \nabla\right)^{*} \varphi(\xi)\right| \lesssim_{V} \varphi(\xi)
$$

Then from

$$
\delta y^{2}(s, t)(\varphi)=y(s)^{2}\left(\mathbb{A}^{1, *}(s, t) \varphi+\mathbb{A}^{2, *}(s, t) \varphi\right)+O\left(|t-s|^{3 \gamma}\right)
$$

we get

$$
h(t) \leqslant h(s)+h(s)|t-s|^{\gamma}+C\left(\underset{r \leqslant t}{C(\sup h(r))|t-s|^{3 \gamma}, ~}\right.
$$

where $h(t):=y(t)^{2}(\varphi)$. This inequality is powerful enough (a rough Gronwall lemma) to conclude that

$$
\sup _{t \leqslant T} h(t) \lesssim T h(0),
$$

and from there conclude uniqueness.

## 4 Regularization by Noise in Transport Equations

Rough dynamics can appear also in the study of interactions of two more regular dynamics. In this section we illustrate the case of the regularisation by noise of transport equation. Let $V$ be a vectorfield and $x$ the sample path of a $d$-dimensional Brownian motion. The equation for $y \in C\left([0,1], L^{\infty}\left(\mathbb{R}^{d}\right)\right)$ :

$$
\begin{equation*}
\mathrm{d} y(t, \xi)=V(\xi) \nabla y(t, \xi) \mathrm{d} t+\nabla y(t, \xi) \cdot \mathrm{d} x(t), \quad y(0, \xi)=y_{0}(\xi) \tag{18}
\end{equation*}
$$

can be easily understood as a Stratonovich SPDE or, using a rough path $\mathbb{X}$ over $x$ as a rough transport equation as in the previous section. Here we are interested in the problem of uniqueness of solutions when we do not require $V$ to be Lipshitz. In this case it is known that even when $x=0$ this PDE can have many $L^{\infty}$ weak solutions corresponding to non-uniqueness of solutions to the ODE for the characteristics. In collaboration with F. Flandoli and E. Priola [11], we showed that if $x$ is a Brownian motion then any $V$ which is of some, arbitrarily small, Hölder regularity, give rise to a unique solution of Eq. (18) when interpreted as a Stratonovich SPDE. The proof proceeds via a detailed study of the flow of stochastic characteristics. A more intrinsic approach is provided by an appropriate rough dynamical point of view on the same equation. In particular we make the change of variables $z(t, \xi)=y(t, \xi-x(t))$ which can be interpreted as an exact integration of the stochastic vector field $\dot{x}(t) \cdot \nabla$. The equation for $z$ is now a standard PDE

$$
\begin{equation*}
\mathrm{d} z(t, \xi)=V(\xi-x(t)) \nabla z(t, \xi) \mathrm{d} t, \quad z(0, \xi)=y_{0}(\xi-x(0)) \tag{19}
\end{equation*}
$$

This PDE however is not well posed in $L^{\infty}$ since $V$ is not Lipshitz. The stochastic shift however should provide some sort of regularization similar to a convolution with a smooth kernel. In order to highlight this stochastic effect we can introduce an unbounded driver $\mathbb{A}^{1}(s, t)$ as the time average of $V(\xi-x(t)) \nabla$ :

$$
\mathbb{A}^{1}(s, t)=\int_{s}^{t} V(\xi-x(r)) \nabla \mathrm{d} r .
$$

We can reformulate the ODE as a rough distributional equation

$$
\begin{equation*}
\delta z(s, t)=\mathbb{A}^{1}(s, t) z(s)+z^{\sharp}(s, t) . \tag{20}
\end{equation*}
$$

where we truncate the expansion at level 1 and require that the remainder satisfies $\left|z^{\sharp}(s, t)(\varphi)\right| \lesssim|t-s|^{2 \gamma}\|\varphi\|_{W^{2, \infty}}$ and where we choose $\gamma>1 / 2$. The rough dynamics (20) encodes the behaviour of $z$ only in terms of the rough driver $\mathbb{A}$ provided we can show that $\mathbb{A}^{1}(s, t) \lesssim|t-s|^{\gamma}$. Note that this driver is quite regular in the time variable, less so in the space one. A direct stochastic computation shows, quite surprisingly, that if $V$ is $\alpha$-Hölder in $\xi$ then for almost every sample path of a Brownian motion $B$ the random field

$$
F(t, \xi)=\int_{0}^{t} V(\xi-B(r)) \mathrm{d} r
$$

belongs locally to $C_{t}^{\gamma} C_{x}^{\alpha+1-\varepsilon}$ for some small $\varepsilon$. Here we see at work a regularisation by noise phenomenon where, due to the averaging in time along the trajectories of the Brownian motion, the random field $F$ gains almost one degree of regularity in Hölder spaces with respect to $V$. The price to pay for this effect is in the time regularity: $F$ is just $\gamma$ Hölder in time if we consider it as a $(\alpha+1-\varepsilon)$-Hölder functions in the space variable. This effect has been noted first by Davie [8], for further results and applications see [2].

Going back to the rough dynamics (20) it is possible to show that if $\alpha>1 / 2$ the rough driver $\mathbb{A}^{1}$ is renormalizable and from that deduce uniqueness via a tensorization argument in $L^{\infty}$ (a bit different from the previous one which was set up in $L^{2}$ ). This result does not recover the conclusions of our work with Flandoli and Priola (where uniqueness was proven for any $\alpha>0$ ) but being a completely deterministic argument it has other good features (e.g. contraction and stability of the flow for the SPDE) which are not know in the stochastic setting and usually nontrivial to obtain.

In [4, 6], in collaboration with K. Chouk, we used rough dynamics to study randomly modulated non-linear dispersive equations with ideas similar to those exposed in this section.

## 5 Other Rough Dynamics

In the recent paper [9], in collaboration with A. Deya, M. Hofmanová and S. Tindel, we introduce the rough dynamical point of view in the study of fully nonlinear scalar stochastic conservation laws of the form

$$
\mathrm{d} u(t, \xi)=\operatorname{div}\left(A_{\alpha}(t, x, u(t, \xi))\right) \mathrm{d} x^{\alpha} .
$$

By introducing the kinetic function $f(t, \xi, v)=\mathbb{I}_{v<u(t, \xi)}$ this equation can be transformed in a rough linear kinetic equation

$$
\begin{equation*}
\mathrm{d} f(t, \xi, v)=V_{\alpha}(\xi, v) \nabla_{\xi, v} f(t, \xi, v) \mathrm{d} x^{\alpha}+\partial_{v} \mathrm{~d}_{t} m \tag{21}
\end{equation*}
$$

where $V$ is a family of vector fields which depends on the original non-linearity $A$ and $m$ is a kinetic measure which comes as the price to pay to have linearized the equation and which essentially ensures that solutions to this linear equation have the form $\mathbb{I}_{v<u(t, \xi)}$. A solution of the kinetic equation is a pair $(f, m)$ satisfying the finite-increment version of Eq. (21). Uniqueness for kinetic solution relies on fine properties of the measure $m$ but the general scheme of proof goes via tensorization and passage to the diagonal much like in the linear transport case. The lack of precise informations about the kinetic measure $m$ is source of some complications, much like in the classical setting. Test functions in the tensorization argument has to be chosen properly in order to be able to estimate the action of the kinetic measure, for details refer to the original paper.

Other partial results deal with the description of the rough dynamics for viscosity solutions of fully non-linear SPDEs [14] or with an attempt to the rough analysis of stochastic wave equations with multiplicative noise [5].
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# Heavy Tailed Random Matrices: How They Differ from the GOE, and Open Problems 

Alice Guionnet


#### Abstract

Since the pioneering works of Wishart and Wigner on random matrices, matrices with independent entries with finite moments have been intensively studied. Not only it was shown that their spectral measure converges to the semicircle law, but fluctuations both global and local were analyzed in fine details. More recently, the domain of universality of these results was investigated, in particular by Erdos-Yau et al and Tao-Vu et al. This survey article takes the opposite point of view by considering matrices which are not in the domain of universality of Wigner matrices: they have independent entries but with heavy tails. We discuss the properties of these matrices. They are very different from Wigner matrices: the limit law of the spectral measure is not the semi-circle distribution anymore, the global fluctuations are stronger and the local fluctuations may undergo a transition and remain rather mysterious.


## 1 Introduction

Random matrices were introduced by Wishart [36] in the twenties to study large arrays of data and then in the 1950s by Wigner [35] to model Hamiltonians of quantum systems. In both cases, it appeared natural to assume the dimension of the matrices to be large. Moreover, it is natural to take the entries as independent as possible within the known constraints of the model. A typical model for such a matrix is to take a symmetric matrix filled with independent equidistributed Gaussian random variables: the so-called Gaussian orthogonal ensemble (GOE). To fix the ideas, the matrix will be $N \times N$ with independent centered Gaussian entries with variance $1 / N$ (and variance $2 / N$ on the diagonal). The properties of

[^53]the spectrum and the eigenvectors of such matrices were studied in details, thanks to the fact that the law of such matrices is invariant under multiplication by orthogonal matrices and that the law of the eigenvalues has a simple expression as particles in Coulomb-gas interaction. Understanding how the details of the model could influence the spectral properties of the random matrices then became a central question. Assuming the entries to be still independent, it was shown that if the entries have sufficiently light tails, the fluctuations of the extreme eigenvalues are similar to that of the GOE [30] and in the bulk [21]. A series of remarkable works then focussed on obtaining optimal assumptions on the tails, which are a finite fourth (respectively the second) moment to observe the same fluctuations [18, 20, 25, 33]. However, there are matrices of interest which do not belong to this domain of universality. Typically, these matrices will have most entries which are very tiny, but a finite number of entries per row or column will be of order one. This is in contrast with light tails matrices where all entries are of order $1 / \sqrt{N}$. An example is given by the adjacency matrix of an Erdös-Rényi graph whose entries are independent Bernoulli variables which are equal to one with probability $c / N$ for some finite constant $c$. Such matrices are much less known. We shall in this note outline the main results and open problems related to such matrices. Roughly, the convergence of the empirical measure of the eigenvalues can be derived under rather general assumptions, but the limiting measure is not anymore the semi-circle law and is not compactly supported $[6,7,37]$. Under slightly more demanding hypotheses, the central limit theorem around this convergence can be derived: fluctuations occur in larger scale than for light tail matrices, in fact the usual central limit rescaling by a square root of the dimension is needed as soon as the moment of order two of the entries is infinite [9]. Local law could be derived only for $\alpha$-stable entries [12, 13]. It shows a transition in the regime where $\alpha<1$ : for small eigenvalues the eigenvectors are delocalized whereas for large eigenvalues they are localized, again a phenomenon which does not occur for light tail matrices. Even words in independent heavy tail matrices behave differently: they are not asymptotically free in general and one need a new non-commutative framework, namely traffic distributions, to analyze them.

In the sequel, a Wigner matrix will be a symmetric matrix with centered independent equidistributed entries. The case of Hermitian matrices with complex entries is similar but will not be treated here for simplicity. We will denote $\mathbf{X}$ a Wigner matrix with light tails and $\mathbf{A}$ a Wigner matrix with heavy tails.

## 2 Macroscopic Limit

Going back to Wigner [35], it was shown that the spectral measure of random matrices with light tail entries converges towards the same asymptotic law: the semi-circle law. In this section, we discuss the convergence of the spectral measure of random matrices with heavy tails matrices and show that it converges towards
different limiting measures. Let us be more precise. Let $\mathbf{X}^{N}$ be a symmetric matrix so that $\left(X_{i j}^{N}\right)_{i \leq j}$ are independent and such that

$$
\begin{equation*}
\mathbb{E}\left[\mathbf{X}_{i j}^{N}\right]=0, \lim _{N \rightarrow \infty} \max _{1 \leq i, j \leq N}\left|N \mathbb{E}\left[\left|\mathbf{X}_{i j}^{N}\right|^{2}\right]-1\right|=0 . \tag{1}
\end{equation*}
$$

Assume moreover that for all $k \in \mathbb{N}$ we have

$$
\begin{equation*}
B_{k}:=\sup _{N \in \mathbb{N}} \sup _{(i, j) \in\{1, \cdots, N\}^{2}} \mathbb{E}\left[\left|\sqrt{N} \mathbf{X}_{i j}^{N}\right|^{k}\right]<\infty \tag{2}
\end{equation*}
$$

Then, Wigner proved the almost sure convergence

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Tr}\left(\left(\mathbf{X}^{N}\right)^{k}\right)= \begin{cases}0 & \text { if } \mathrm{k} \text { is odd }  \tag{3}\\ C_{\frac{k}{2}} & \text { otherwise }\end{cases}
$$

where $C_{k / 2}=\frac{\binom{k}{\frac{k}{2}}}{\frac{k}{2}+1}$ are the Catalan numbers. The proof is based on an expansion of the trace of moments of matrices in terms of the entries, together with the observation that the indices which will contribute to the first order of this expansion can be described by rooted trees. Based on the fact that the Catalan numbers are the moments of the semi-circle distribution

$$
\begin{equation*}
\sigma(d x)=\frac{1}{2 \pi} \sqrt{4-x^{2}} 1_{|x| \leq 2} d x . \tag{4}
\end{equation*}
$$

one can use density arguments (see e.g. [4]) to show that as soon as $B_{3}$ (in fact " $B_{2+\varepsilon}$ ") is finite, the eigenvalues ( $\lambda_{1}, \cdots, \lambda_{N}$ ) of $\mathbf{X}^{N}$ satisfy the almost sure convergence

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{i=1}^{N} f\left(\lambda_{i}\right)=\int f(x) d \sigma(x) \tag{5}
\end{equation*}
$$

where $f$ is a bounded continuous function.
In contrast, the limit my be different as soon as $B_{2+\varepsilon}$ is infinite. The new hypothesis is that all moments are of order $1 / N$ : Assume that $\mathbb{E}\left[\mathbf{A}_{i j}^{N}\right]=0$ and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N \mathbb{E}\left[\left(\mathbf{A}_{i j}^{N}\right)^{2 k}\right]=M_{k}, \quad \forall k \in \mathbb{N} . \tag{6}
\end{equation*}
$$

Note that this includes the case of the adjacency matrix of a Erdös-Rényi graph with $M_{k}=c$ for all $k$. Then, Zakharevich [37] showed that $N^{-1} \operatorname{Tr}\left(\left(\mathbf{A}^{N}\right)^{p}\right)$ goes to zero if $p$ is odd and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(\left(\mathbf{A}^{N}\right)^{2 k}\right)\right]=\sum_{G=(V, E) \in \mathcal{T}_{k}} \sum_{P \in P_{k}(G)} \prod_{e \in E} M_{m(P, e) / 2} \tag{7}
\end{equation*}
$$

where $\mathcal{T}_{k}$ is the set of rooted trees with at most $k$ edges, $P_{k}(G)$ the set of closed paths on $G$ with $2 k$ steps, going through all edges of $G$, starting from the root and $m(P, e)$ the (even) number of times that the path goes through the edge $e$. The probability measure with the above moments is very different from the semicircle law: in general it has unbounded support. One can generalize this result to the case where the entries have no moments at all by using convergence of the Stieltjes transform $G_{\mu}(z)=\int(z-x)^{-1} d \mu(x)$. Assume that the law $\mu_{N}$ of $A_{i j}^{N}$ satisfies

$$
\begin{equation*}
\lim _{N \rightarrow \infty} N\left(\int\left(e^{-i u x^{2}}-1\right) d \mu_{N}(x)\right)=\Phi(u) \tag{8}
\end{equation*}
$$

with $\Phi$ such that there exists $g$ on $\mathbb{R}^{+}$, with $g(y)$ bounded by $C y^{\kappa}$ for some $\kappa>-1$, such that for $u \in \mathbb{C}^{-}$,

$$
\begin{equation*}
\Phi(u)=\int_{0}^{\infty} g(y) e^{\frac{i y}{u}} d y . \tag{9}
\end{equation*}
$$

An example is given by $\alpha$ stable laws with $\Phi(u)=c(i u)^{\alpha / 2}$ and $g(y)=C y^{\alpha / 2-1}$ for some constants $c, C$. Another example is provided by the adjacency matrix of Erdös-Rényi graph with $\Phi(u)=c\left(e^{i u}-1\right)$ and $g$ a Bessel function [9]. Then, it was shown in [7, 9] that $G_{N}(z)=\frac{1}{N} \operatorname{Tr}\left(z-\mathbf{A}^{N}\right)^{-1}$ converges almost surely towards $G$ given by, for $z \in \mathbb{C}^{+}$

$$
\begin{equation*}
G(z)=i \int e^{i t z} e^{\rho_{z}(t)} d t \tag{10}
\end{equation*}
$$

where $\rho_{z}: \mathbb{R}^{+} \rightarrow\{x+i y ; x \leq 0\}$ is the unique solution analytic in $z \in \mathbb{C}^{+}$of the equation

$$
\begin{equation*}
\rho_{z}(t)=\int_{0}^{\infty} g(y) e^{\frac{i y}{t} z+\rho_{z}\left(\frac{y}{t}\right)} d y \tag{11}
\end{equation*}
$$

This entails the convergence of the spectral measure of $\mathbf{A}^{N}$ as in (5), with $\sigma$ replaced by a probability measure with Stieltjes transform given by (10). To give some heuristics of the proof of such convergence, let us take $z \in \mathbb{C} \backslash \mathbb{R}$. Then, Schur complement formula reads

$$
(z-\mathbf{A})_{i i}^{-1}=\frac{1}{z-A_{i i}-\left\langle A_{i},\left(z-\mathbf{A}^{(i)}\right)^{-1} A_{i}\right\rangle}
$$

where $A_{i}=\left(A_{i j}\right)_{j \neq i}$ and $\mathbf{A}^{(i)}$ is the $(N-1) \times(N-1)$ matrix obtained from $\mathbf{A}$ by removing the $i$ th row and column. $A_{i i}$ goes to zero with $N$, but

$$
\left\langle A_{i},\left(z-\mathbf{A}^{(i)}\right)^{-1} A_{i}\right\rangle \simeq \sum_{j \neq i} A_{i j}^{2}\left(z-\mathbf{A}^{(i)}\right)_{j j}^{-1}
$$

is a non trivial random variable in the heavy tail case. We can compute its Fourier transform thanks to our hypothesis (8), and deduce fractional moments of the resolvent as follows. Observe that for $\beta>0$, there exists a constant $C_{\beta}$ such that for all $z=a+i b, b<0$

$$
\frac{1}{z^{\beta}}=C_{\beta} \int_{0}^{\infty} d x x^{\beta-1} e^{-i x z}
$$

As a consequence, we can guess thanks to (8) that

$$
\begin{aligned}
\mathbb{E}\left[\left((z-\mathbf{A})_{i i}^{-1}\right)^{\beta}\right] & \simeq C_{\beta} \int_{0}^{\infty} d x x^{\beta-1} e^{-i x z} \mathbb{E}\left[e^{-i x \sum_{j \neq i} A_{i j}^{2}\left(z-\mathbf{A}^{(i)}\right)_{j j}^{-1}}\right] \\
& \simeq C_{\beta} \int_{0}^{\infty} d x x^{\beta-1} e^{-i x z} e^{\frac{1}{N} \sum \Phi\left(x\left(z-\mathbf{A}^{(i)}\right)_{j j}^{-1}\right)} \simeq C_{\beta} \int_{0}^{\infty} d x x^{\beta-1} e^{-i x z} e^{\rho_{z}^{N}(x)}
\end{aligned}
$$

with the order parameter $\rho_{z}^{N}(x):=\mathbb{E}\left[\frac{1}{N} \sum \Phi\left(x\left(z-\mathbf{A}^{(i)}\right)_{j j}^{-1}\right)\right]$. Here, we used self-averaging of the order parameter. We next can get an equation for the order parameter thanks to hypothesis (9) which implies, again by Schur complement formula, that

$$
\rho_{z}^{N}(x) \simeq \int_{0}^{\infty} g(y) e^{\frac{i y}{t} z+\rho_{z}^{N}\left(\frac{y}{t}\right)} d y
$$

Hence, if the above heuristics are true, we get convergence of fractional moments of the resolvent as soon as the equation for $\rho_{z}$ as a unique solution, to which the order parameter $\rho_{z}^{N}$ converges. In particular, the Stieltjes transform

$$
G_{N}(z)=\frac{1}{N} \sum_{i=1}^{N} \frac{1}{z-\lambda_{i}}=\frac{1}{N} \sum_{i=1}^{N}(z-\mathbf{A})_{i i}^{-1}
$$

converges towards $C_{1} \int_{0}^{\infty} d x x^{\beta-1} e^{-i x z} e^{\rho_{z}(x)}$. The above arguments were made rigorous in [7-9].

It is quite difficult to study the limiting probability measure whose Stieljes transform is given by the intricate fixed point Eq.(10). It is known that it has unbounded support. The case of $\alpha$-stable laws is easier: they have a smooth density except possibly at finitely many points [6], their density at the origin can be computed and this law can be interpreted as the spectral measure of the adjacency matrix of the PWIT [11]. But in general, simple properties such as the existence of
an absolutely continuous part are difficult, see e.g. [17] in the case of the ErdösRényi graph.

## 3 Central Limit Theorem for Linear Statistics

One can push the previous arguments to study the fluctuations of the linear statistics. Let us first consider light tails matrices, in fact matrices satisfying (2) and the fluctuations of

$$
\begin{equation*}
M_{k}^{N}:=\sum_{i=1}^{N}\left(\lambda_{i}^{k}-\mathbb{E}\left[\lambda_{i}^{k}\right]\right) \tag{12}
\end{equation*}
$$

Then, it was shown in [5], see also [24] for the Gaussian case, that $M_{k}^{N}$ converges in distribution towards a Gaussian variable whose covariance depends on the fourth moment of the entries. Again, such convergence can be generalized to heavier tails by replacing taking as test functions smooth enough bounded test functions instead of moment: it was indeed shown, see $[27,31]$, that $\sum_{i=1}^{N} f\left(\lambda_{i}\right)-\mathbb{E}\left[\sum_{i=1}^{N} f\left(\lambda_{i}\right)\right]$ converges in distribution to a Gaussian variable provided $f$ is $C^{1 / 2+\varepsilon}, \varepsilon>0$. One can also recenter with respect to $N \int f(x) d \sigma(x)$, see e.g. [9], inducing in general a non trivial mean to the limiting Gaussian variable.

Hence, we see that the spectral measure of light tails matrices fluctuates much less than the empirical measure of independent variables which is of order $1 / \sqrt{N}$ and not $1 / N$. The situation changes drastically when one considers heavy tails matrices, and in fact as soon as the fourth moment of the entries is infinite. If one considers $\alpha$ stable laws with $\alpha \in(2,4)$, the fluctuations are of order $N^{-1+\alpha / 4}[10]$. For heavy tails matrices satisfying (6) or (8), the fluctuations are of size $1 / \sqrt{N}$ [9], as for independent variables. Test functions are assumed to be smooth enough in these cases, and centering in general holds with respect to expectation (additional hypothesis concerning the errors in (6) or (8) are required otherwise). To give some heuristics of the proof of such central limit theorem, let us take $f=(z-.)^{-1}$ for $z \in \mathbb{C} \backslash \mathbb{R}$. Then, recall that Schur complement formula shows that

$$
(z-\mathbf{A})_{i i}^{-1} \simeq \frac{1}{z-Y_{i}^{N}(z)} \text { with } Y_{i}^{N}(z)=\sum_{j \neq i} A_{i j}^{2}\left(z-\mathbf{A}^{(i)}\right)_{j j}^{-1} .
$$

The $\left(Y_{i}^{N}(z)\right)_{1 \leq i \leq N}$ converge (jointly for finite marginals) towards independent $\alpha / 2$ stable laws with parameter $\rho_{z}$ given by (11). Hence, the diagonal elements of the resolvent behave like independent equidistributed random variables, so that their sum, once renormalized by $\sqrt{N}$, converges towards a Gaussian variable.

## 4 Local Law

In order to get more local information, one would like to be able to take less smooth functions in the previous result, in fact functions which are supported in intervals going to zero as $N$ goes to infinity. This idea was first developed for light tails matrices by Erdös-Schlein-Yau [22]. It reads as follows. Assume that $\mu$, the law of the entries, have stretched exponential decay, i.e. there exists $\alpha>0$ and $C<\infty$ such that for all $t \geq 0$

$$
\begin{equation*}
\mu\left(|x| \geq \sqrt{N}^{-1} t\right) \leq C e^{-t^{\alpha}} \tag{13}
\end{equation*}
$$

Let for $I \subset]-2,2\left[, N_{I}\right.$ be the number of eigenvalues in $I$. Then for all $\kappa \in(0,2)$,all $\eta>\frac{(\log N)^{4}}{N}$ sufficiently small, there exists $c>0$ such that we have for all $\delta \leq c \kappa$,

$$
\begin{equation*}
\mathbb{P}\left(\sup _{|E| \leq 2-\kappa}\left|\frac{N_{[E-\eta, E+\eta]}}{2 N \eta}-\rho_{s c}(E)\right|>\frac{(\log N)^{c}}{\sqrt{\eta} N}|I|\right) \leq N^{-\log \log N} . \tag{14}
\end{equation*}
$$

Such estimates were shown to hold under much weaker hypothesis afterwards and it was extended to the neighborhood of $\{-2\}$ and $\{2\}$, the boundary of the support of the semi-circle, see e.g. [19, 20, 26] or [32]. This allowed to prove that the eigenvalues are rigid, that is do not fluctuate much around their deterministic limit. Indeed, if we now order the eigenvalues $\lambda_{1} \leq \lambda_{2} \cdots \leq \lambda_{N}$ and let $\gamma_{i}^{N}$ be the $i$ th quantile given by $\sigma\left(\left[-2, \gamma_{i}^{N}\right]\right)=i / N$, then, with probability greater than $1-N^{-N}$, for all $i$

$$
\left|\lambda_{i}-\gamma_{i}^{N}\right| \leq(\log N)^{2} N^{-2 / 3} \min \left\{(N-i)^{-1 / 3}, i^{-1 / 3}\right\} .
$$

Of course, one can not expect the eigenvalues to be as rigid in the heavy tails case since this would contradict the central limit theorems of the previous section. However, one could still expect the local law to be true inside the bulk: in [9], corresponding to entries decaying like $x^{-\alpha}$ for some $\alpha \in(2,4)$, it was shown that global fluctuations hold in the scale $N^{-\alpha / 4}$ whereas local law inside the bulk was derived in [1]. Hence, in this case, large eigenvalues should be less rigid, creating large fluctuations. For heavier tails, local laws have not yet been established except for the case of $\alpha$-stable entries [12]. The following result was proved if the $A_{i j}$ are $\alpha$-stable variables: for all $t \in \mathbb{R}$,

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(i t A_{11}\right)\right]=\exp \left(-\frac{1}{N} w_{\alpha}|t|^{\alpha}\right), \tag{15}
\end{equation*}
$$

for some $0<\alpha<2$ and $w_{\alpha}=\pi /(\sin (\pi \alpha / 2) \Gamma(\alpha))$. We let $\mu_{\alpha}$ be the equilibrium measure and put

$$
\rho=\left\{\begin{array}{lll}
\frac{1}{2} & \text { if } \frac{8}{5} \leq \alpha<2  \tag{16}\\
\frac{\alpha}{8-3 \alpha} & \text { if } 1<\alpha<\frac{8}{5} \\
\frac{\alpha}{2+3 \alpha} & \text { if } 0<\alpha \leq 1
\end{array}\right.
$$

Then, there exists a finite set $\mathcal{E}_{\alpha} \subset \mathbb{R}$ such that if $K \subset \mathbb{R} \backslash \mathcal{E}_{\alpha}$ is a compact set and $\delta>0$, the following holds. There are constants $c_{0}, c_{1}>0$ such that for all integers $N \geq 1$, if $I \subset K$ is an interval of length $|I| \geq c_{1} N^{-\rho}(\log N)^{2}$, then

$$
\begin{equation*}
\left|N_{I}-N \mu_{\alpha}(I)\right| \leq \delta N|I|, \tag{17}
\end{equation*}
$$

with probability at least $1-2 \exp \left(-c_{0} N \delta^{2}|I|^{2}\right)$.
In both light and heavy tails, the main point is to estimate the Stieltjes transform $G_{N}(z)=\frac{1}{N} \sum_{i=1}^{N}\left(z-\lambda_{i}\right)^{-1}$ for $z$ going to the real axis: $z=E+i \eta$ with $\eta$ of order nearly as good as $N^{-1}$ for light tails, $N^{-\rho}$ for heavy tails. This is done by showing that $G_{N}$ is characterized approximately by a closed set of equations. In the case of lights tails, one has simply a quadratic equation for $G_{N}$ and needs to show that the error terms remain small as $z$ approaches the real line. In the heavy tails case, the equations are much more complicated, see (10), and therefore more difficult to handle. Even in the $\alpha$-stable case it is not clear what should be the optimal local law. We believe $\rho$ should be at least equal to $1 / 2$ for all $\alpha \in(1,2)$. Similar questions are completely open for other heavy tails matrices.

## 5 Localization and Delocalization of the Eigenvectors

Based on the local law, it was shown that the eigenvectors of Wigner matrices with light entries (for instance with sub exponential tail) are strongly delocalized [22, 23], for any $p \in(2, \infty]$ and $\epsilon>0$, with high probability,

$$
\begin{equation*}
\max _{1 \leq k \leq N}\left\|u_{k}\right\|_{p}=O\left(N^{1 / p-1 / 2+\epsilon}\right) \tag{18}
\end{equation*}
$$

where for $u \in \mathbb{R}^{n},\|u\|_{p}=\left(\sum_{i=1}^{n}\left|u_{i}\right|^{p}\right)^{1 / p}$ and $\|u\|_{\infty}=\max \left|u_{i}\right|$. This phenomenon seems to be quite robust and continues to hold even if a fraction of the entries vanish. For instance, if the entries vanish outside a band around the diagonal of width $W$, it is conjectured that the eigenvectors remain delocalized as long as $W \gg \sqrt{N}$, but start being localized when $W \ll \sqrt{N}$. Universality was shown for $W \simeq N$, see [15].

It was shown in [12] that the eigenvectors of matrices with $\alpha$-stable entries are also delocalized if $\alpha \in(1,2)$ : there is a finite set $\mathcal{E}_{\alpha}$ such if $K \subset \mathbb{R} \backslash \mathcal{E}_{\alpha}$ is a compact set, for any $\varepsilon>0$, with high probability,

$$
\begin{equation*}
\max \left\{\left\|u_{k}\right\|_{\infty}: 1 \leq k \leq N, \lambda_{k} \in K\right\}=O\left(N^{-\delta+\epsilon}\right) \tag{19}
\end{equation*}
$$

where $\delta=(\alpha-1) /((2 \alpha) \vee(8-3 \alpha))$. Since $\|u\|_{p} \leq\|u\|_{\infty}^{1-2 / p}\|u\|_{2}^{2 / p}$, it implies that the $L^{p}$-norm of the eigenvectors is $O\left(N^{2 \delta / p-\delta+o(1)}\right)$. Notice that when $\alpha \rightarrow 2$, then $\delta \rightarrow 1 / 4$ and it does not match with (18): we expect that this result could be improved.

However, for $\alpha \in(0,1)$, we observe a new phenomenon, closer to what can be observed for random Schrodinger operators, see e.g. [3]: eigenvectors are delocalized if they correspond to eigenvalues which are small, but are localized if they correspond to large eigenvalues. In [14], Bouchaud and Cizeau conjectured the existence of a mobility edge, $E_{\alpha}>0$ where this transition occurs (a value for $E_{\alpha}$ is predicted in [34]). However, the sense of localization/delocalization has to be precised. In [12, 13], we considered

$$
P_{I}(k)=\frac{1}{\left|\Lambda_{I}\right|} \sum_{u \in \Lambda_{I}}\left\langle u, e_{k}\right\rangle^{2}, Q_{I}=N \sum_{k=1}^{N} P_{I}(k)^{2} \in[1, N] .
$$

and showed that for $\alpha \in(0,2 / 3)$, for $I=[E-\eta, E+\eta]$ with $\eta$ going to zero with $N, Q_{I}$ goes to infinity if $E$ is large enough, whereas it is bounded for small enough $E$. This localization/delocalization of the eigenvectors should be related with the local fluctuations of the spectrum. Bouchaud and Cizeau conjectured that the small eigenvalues should behave like the eigenvalues of the Gaussian ensemble when $\alpha \in$ $(1,2)$. Also, for $\alpha \in(0,1)$ and large eigenvalues, one expects a Poisson distribution. However, for the two remaining regimes, they predict something between Poisson and Sine-kernel. In [34], the authors predict a phase transition at a mobility edge between the localized and delocalized regimes. While this article was under print, it was shown in [2] that in the regime of delocalization, the local statistics are given by the GOE statistics and that, then, the eigenvectors are completely delocalized in the sense that (19) holds with the optimal rate $\delta=1 / 2$.

## 6 Heavy-Tailed Operators in Free Probability

Another important feature of random matrices is their role in free probability, as a toy example of matrices whose large dimension limit are free. Free probability is a theory of non-commutative variables equipped with a notion of freeness. Let us consider self-adjoint non-commutative variables $X_{1}, \ldots, X_{d}$. We equip the set of
polynomials in these non-commutative variables with the involution

$$
\left(z X_{i_{1}} X_{i_{2}} \cdots X_{i_{k}}\right)^{*}=\bar{z} X_{i_{k}} \cdots X_{i_{1}} .
$$

Distributions of $d$ self adjoint variables are simply linear functions $\tau$ on this set of polynomials in non-commutative variables such that

$$
\tau\left(P P^{*}\right) \geq 0, \quad \tau(1)=1, \quad \tau(P Q)=\tau(Q P),
$$

for all choices of polynomials $P, Q$. Freeness is a condition on the joint distribution of non-commutative variables. For instance, we say that $X_{1}, \ldots, X_{d}$ are free under $\tau$ iff

$$
\begin{equation*}
\tau\left(P_{1}\left(X_{i_{1}}\right) \cdots P_{\ell}\left(X_{i_{\ell}}\right)\right)=0 \tag{20}
\end{equation*}
$$

as soon as $\tau\left(P_{j}\left(X_{j}\right)\right)=0$ for all $j$ and $i_{j} \neq i_{j+1}, 1 \leq j \leq \ell-1$. The latter property was introduced by Voiculescu and named freeness, as it is related with the usual notion of free generators of a group. Taking $d$ independent Wigner matrices $\mathbf{X}_{1}^{N}, \ldots, \mathbf{X}_{d}^{N}$ with light tails, one finds that for all choices of $i_{1}, \ldots, i_{k} \in$ $\{1, \ldots, d\}^{k}$,

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Tr}\left(\mathbf{X}_{i_{1}}^{N} \cdots \mathbf{X}_{i_{k}}^{N}\right)=\sigma^{d}\left(X_{i_{1}} \cdots X_{i_{k}}\right) \quad \text { a.s }
$$

where $\sigma^{d}$ is uniquely described by saying that the moments of a single $X_{i}$ are given by the Catalan numbers, and their joint moments satisfy (20). Voiculescu also showed that matrices $\mathbf{Y}_{j}=U_{j} D_{j} U_{j}^{*}$ with deterministic matrices $D_{j}$ and independent Haar distributed orthogonal matrices satisfy at the large $N$ limit the freeness property (20). Hence, matrices become asymptotically free if the position of their eigenvectors are "sufficiently" independent. One could then wonder whether Wigner matrices with heavy tails are also asymptotically free. All these matrices share the invariance by multiplication by permutation matrices. It is clear that matrices conjugated by independent permutation matrices are not asymptotically free. Indeed, for instance if one takes two diagonal matrices with given spectral measure, it will have a different joint law if it is conjugated by unitary matrices than if it is conjugated by permutations (which does not change the law) since then they will commute. Similarly, it is not enough to know the spectral measure of a heavy tail matrix to derive the joint law of several of them. In the one matrix case, this could already be guessed in view of the additional parameter $\rho_{z}$. In fact, this parameter appears naturally as the large $N$ limit of $\frac{1}{N} \sum_{k=1}^{N} \Phi\left(t(z-\mathbf{A})_{i i}^{-1}\right)$ which is not a function of the spectral measure. To remedy this point, another noncommutative framework was introduced by C. Male: the distribution of traffics and their free product [28]. Traffics distributions are now linear maps of a set of functionals that generalize the non-commutative polynomials, called graph polynomials. Namely, if we are given $d N \times N$ self-adjoint random matrices
$\left(A_{1}^{N}, \ldots, A_{d}^{N}\right)$, a finite connected graph $G=(V, E)$ and $\gamma$ a map from $E$ into $\{1, \ldots, d\}$, we define the observables given by

$$
\Phi_{A^{N}}(G, \gamma)=\mathbb{E}\left[\frac{1}{N} \sum_{\phi: V \mapsto\{1, \ldots, N\}} \prod_{e=(v, w) \in E} A_{\gamma(e)}(\phi(w), \phi(v))\right],
$$

where the sum is taken over all maps and $N \geq|V|$. For instance if $G$ is a cycle $V=\left\{v_{1}, \ldots, v_{k}\right\}, E=\left\{e_{\ell}=\left(v_{\ell}, v_{\ell+1}\right)\right\}_{1 \leq \ell \leq k}$ with $v_{k+1}=v_{1}$, we get the trace of the word $A_{\gamma\left(e_{1}\right)} \cdots A_{\gamma\left(e_{k}\right)}$. If $V$ is as before, but $E=\left\{e_{\ell}=\left(v_{\ell}, v_{\ell+1}\right)\right\}_{1 \leq \ell \leq k} \cup$ $\left\{e_{\ell+k}=\left(v_{\ell}, v_{\ell+1}\right)\right\}_{1 \leq \ell \leq k}$ while $\gamma\left(e_{\ell}\right)=1$ for $\ell \leq k$ and 2 for $\ell \geq k+1$, we get the trace of the $k$ th moment of the Hadamard product $A_{1}^{N} \circ A_{2}^{N}$. More generally, we can obtain all the the normalized trace of Hadamard products of polynomials in the matrices $A_{1}^{N}, \ldots, A_{d}^{N}$

$$
\mathbb{E}\left[\frac{1}{N} \operatorname{Tr}\left(P_{1}\left(A_{1}^{N}, \ldots, A_{d}^{N}\right) \circ \cdots \circ P_{k}\left(A_{1}^{N}, \ldots, A_{d}^{N}\right)\right)\right] .
$$

The collection of all $\Phi_{A^{N}}(G, \gamma)$ defines the distribution of the traffics $\left(A_{1}^{N}, \ldots, A_{d}^{N}\right)$. A sequence $\left(A_{1}^{N}, \ldots, A_{d}^{N}\right)$ of matrices converges in traffics iff $\Phi_{A^{N}}(G, \gamma)$ converges for all finite connected graphs $G$ and all map $\gamma$. The model of heavy Wigner matrices was the initial motivation to introduce it: matrices satisfying (6) can be seen to converge in traffic. Traffic distribution comes together with the notion of traffic independence, which is more complicated than freeness in the sense that it involves non algebraic (combinatorial) formulas (see [28, Definition 3.10]). However, it prescribes uniquely the traffic distribution of two families $\mathbf{A}$ and $\mathbf{B}$ from the traffic distributions of $\mathbf{A}$ and $\mathbf{B}$. One can see that traffic independence does not imply free independence. Let us consider two asymptotically traffic independent families of matrices $\mathbf{A}_{N}$ and $\mathbf{B}_{N}$ (that is with traffic distribution which converges towards a distribution of two traffic independent families). If

$$
\kappa\left(A_{N}, P\right)=\frac{1}{N} \operatorname{Tr}\left[P\left(\mathbf{A}_{N}\right) \circ P^{*}\left(\mathbf{A}_{N}\right)\right]-\left|\frac{1}{N} \operatorname{Tr} P\left(\mathbf{A}_{N}\right)\right|^{2}
$$

does not go to zero for some polynomial $P$ and the same hold for $\mathbf{B}_{N}$, then $\mathbf{A}_{N}$ and $\mathbf{B}_{N}$ are not asymptotically freely independent [28, Section 3.3]. This criterion applies for heavy Wigner matrices, which shows in particular that heavy Wigner matrices are not asymptotically freely independent, and not asymptotically freely independent with diagonal matrices. On the contrary, if $\kappa\left(A_{N}, P\right)$ and $\kappa\left(B_{N}, P\right)$ tend to zero for all polynomial $P$, then $A_{N}$ and $B_{N}$ are asymptotically free independent [16, Section 3.2]. This is the case of adjacency matrices of Erdos-Renyi matrices with parameter $\frac{c_{N}}{N}$ when $c_{N}$ goes to infinity [29]. Traffic independence is difficult to manipulate, still we can deduce from it a system of equations which characterizes the limiting distribution of independent heavy Wignerand deterministic diagonal matrices. It involves again limits of normalized trace of

Hadamard products of polynomials in matrices. It implies another characterization of the spectrum of a single heavy Wigner matrix in term of the maps $G(\lambda)^{k}=$ $\frac{1}{N} \sum_{i}\left[(\lambda-X)_{i i}^{-1}\right]^{k}[29]$.
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# An Analyst's Take on the BPHZ Theorem 

Martin Hairer


#### Abstract

We provide a self-contained formulation of the BPHZ theorem in the Euclidean context, which yields a systematic procedure to "renormalise" otherwise divergent integrals appearing in generalised convolutions of functions with a singularity of prescribed order at their origin. We hope that the formulation given in this article will appeal to an analytically minded audience and that it will help to clarify to what extent such renormalisations are arbitrary (or not). In particular, we do not assume any background whatsoever in quantum field theory and we stay away from any discussion of the physical context in which such problems typically arise.


## 1 Introduction

The BPHZ renormalisation procedure named after Bogoliubov, Parasiuk, Hepp and Zimmerman [1, 17, 21] (but see also the foundational results by Dyson and Salam [ $8,9,18,19]$ ) provides a consistent way to renormalise probability amplitudes associated to Feynman diagrams in perturbative quantum field theory (pQFT). The main aim of this article is to provide an analytical result, Theorem 3.1 below, which is a general form of the "BPHZ theorem" in the Euclidean context. To a large extent, this theorem has been part of the folklore of mathematical physics since the publication of the abovementioned works (see for example the article [11] which gives rather sharp analytical bounds and is close in formulation to our statement, as well as the series of articles [4-6] which elucidate some of the algebraic aspects of the theory, but focus on dimensional regularisation which is not available in the general context considered here), but it seems difficult to find precise analytical

[^54]statements in the literature that go beyond the specific context of pQFT. One reason seems to be that, in the context of the perturbative expansions arising in pQFT, there are three related problems. The first is to control the small-scale behaviour of the integrands appearing in Feynman diagrams (the "ultraviolet behaviour"), the second is to control their large scale ("infrared") behaviour, and the final problem is to show that the renormalisation required to deal with the first problem can be implemented by modifying (in a scale-dependent way) the finitely many coupling constants appearing in the Lagrangian of the theory at hand, so that one still has a physical theory.

The approach we take in the present article is purely analytic and completely unrelated to any physical theory, so we do not worry about the potential physical interpretation of the renormalisation procedure. We do however show in Sect. 3.3 that it has a number of very nice mathematical properties so that the renormalised integrals inherit many natural properties from their unrenormalised counterparts. We also completely discard the infrared problem by assuming that all the kernels ("propagators") under consideration are compactly supported. For the reader who might worry that this could render our main result all but useless, we give a simple separate argument showing how kernels with algebraic decay at infinity can be dealt with as well. Note also, that contrary to much of the related theoretical and mathematical physics literature, all of our arguments take place in configuration space, rather than in Fourier space. In particular, the analysis presented in this article shares similarities with a number of previous works, see for example $[7,10,11]$ and references therein.

The approach taken here is informed by some results recently obtained in the context of the analysis of rough stochastic PDEs in [2, 3, 15]. Indeed, the algebraic structure described in Sects. 2.3 and 2.4 below is very similar to the one described in $[2,15]$, with the exception that there is no "positive renormalisation" in the present context. In this sense, this article can be seen as a perhaps gentler introduction to these results, with the content of Sect. 2 roughly parallel to [2], while the content of Sect. 3 is rather close to that of [3]. In particular, Sect. 2 is rather algebraic in nature and allows to conceptualise the structure of the counterterms appearing in the renormalisation procedure, while Sect. 3 is rather analytical in nature and contains the multiscale analysis underpinning our main continuity result, Theorem 3.1. Finally, in Sect.4, we deal with kernels exhibiting only algebraic decay at infinity. While the conditions given in this section are sharp in the absence of any cancellations in the large-scale behaviour, we do not introduce an analogue of the "positive renormalisation" of [3], so that the argument remains relatively concise.

## 2 An Analytical Form of the BPHZ Theorem

Fix a countable set $\mathfrak{L}$ of labels, a map deg: $\mathfrak{L} \rightarrow \mathbf{R}$, and an integer dimension $d>0$. We assume that the set of labels has a distinguished element which we denote by $\delta \in \mathfrak{L}$ satisfying $\operatorname{deg} \delta=-d$ and that, for every multiindex $k$, there is an injective map $\mathfrak{t} \mapsto \mathfrak{t}^{(k)}$ on $\mathfrak{L}$ with $\mathfrak{t}^{(0)}=\mathfrak{t}$ and such that

$$
\begin{equation*}
\left(\mathfrak{t}^{(k)}\right)^{(\ell)}=\mathfrak{t}^{(k+\ell)}, \quad \operatorname{deg} \mathfrak{t}^{(k)}=\operatorname{deg} \mathfrak{t}-|k| . \tag{1}
\end{equation*}
$$

We also set $\mathfrak{L}_{\star}=\mathfrak{L} \backslash\left\{\delta^{(k)}: k \in \mathbf{N}^{d}\right\}$ and we assume that there is a finite set $\mathfrak{L}_{0} \subset \mathfrak{L}$ such that every element of $\mathfrak{L}$ is of the form $\mathfrak{t}^{(k)}$ for some $k \in \mathbf{N}^{d}$ and some $\mathfrak{t} \in \mathfrak{L}_{0}$. We then give the following definition.

Definition 2.1 A Feynman diagram is a finite directed graph $\Gamma=(\mathscr{V}, \mathscr{E})$ endowed with the following additional data:

- An ordered set of distinct vertices $\mathscr{L}=\{[1], \ldots,[k]\} \subset \mathscr{V}$ such that each vertex in $\mathscr{L}$ has exactly one outgoing edge (called a "leg") and no incoming edge, and such that each connected component of $\Gamma$ contains at least one leg. We will frequently use the notation $\mathscr{V}_{\star}=\mathscr{V} \backslash \mathscr{L}$, as well as $\mathscr{C}_{\star} \subset \mathscr{E}$ for the edges that are not legs.
- A decoration $\mathfrak{t}: \mathscr{E} \rightarrow \mathfrak{L}$ of the edges of $\Gamma$ such that $\mathfrak{t}(e) \in \mathfrak{L}_{\star}$ if and only if $e \in \mathscr{E}_{\star}$.

We will always use the convention of [16] that $e_{-}$and $e_{+}$are the source and target of an edge $e$, so that $e=\left(e_{-} \rightarrow e_{+}\right)$. We also label legs in the same way as the corresponding element in $\mathscr{L}$, i.e. we call the unique edge incident to the vertex [ $j$ ] the $j$ th leg of $\Gamma$. The way we usually think of Feynman diagrams is as labelled graphs $\left(\mathscr{V}_{\star}, \mathscr{C}_{\star}\right)$ with a number of legs attached to them, where the legs are ordered and each leg is assigned a $d$-dimensional multiindex. An example of Feynman diagram with three legs is shown in Fig. 1, with legs drawn in red and decorations suppressed. We do not draw the arrows on the legs since they are always incoming by definition. In this example, $|\mathscr{V}|=7$ and $\left|\mathscr{V}_{\star}\right|=4$.

Write now $\mathbf{S}=\mathbf{R}^{d}$, and assume that we are given a kernel $K_{\mathfrak{t}}: \mathbf{S} \rightarrow \mathbf{S}$ for every $\mathfrak{t} \in \mathfrak{L}_{\star}$, such that $K_{\mathfrak{t}}$ exhibits a behaviour of order deg $\mathfrak{t}$ at the origin but is smooth otherwise. For simplicity, we also assume that these kernels are all compactly supported, say in the unit ball. More precisely, we assume that for every $\mathfrak{t} \in \mathfrak{L}_{\text {* }}$ and every $d$-dimensional multiindex $k$ there exists a constant $C$ such that one has the bound

$$
\begin{equation*}
\left|D^{k} K_{\mathfrak{t}}(x)\right| \leq C|x|^{\operatorname{deg} \mathfrak{t}-|k|} \mathbf{1}_{|x| \leq 1}, \quad \forall x \in \mathbf{S} \tag{2}
\end{equation*}
$$

Fig. 1 A Feynman diagram


We also extend $K$ to all of $\mathfrak{L}$ by using the convention that $K_{\delta}=\delta$, a Dirac mass at the origin, and we impose that for every multiindex $k$ and label $\mathfrak{t} \in \mathfrak{L}$, one has

$$
\begin{equation*}
K_{\mathfrak{t}^{(k)}}=D^{k} K_{\mathfrak{t}} \tag{3}
\end{equation*}
$$

Note that (2) is compatible with (1) so that non-trivial (i.e. not just vanishing or smooth near the origin) kernel assignments do actually exist. To some extent it is also compatible with the convention $K_{\delta}=\delta$ and $\operatorname{deg} \delta=-d$ since the "delta function" on $\mathbf{R}^{d}$ is obtained as a distributional limit of functions satisfying a uniform bound of the type (2) with $\operatorname{deg} \mathfrak{t}=-d$. Given all this data, we would now like to associate to each Feynman diagram $\Gamma$ with $k$ legs a distribution $П \Gamma$ on $\mathbf{S}^{k}$ by setting

$$
\begin{equation*}
(П Г)(\varphi)=\int_{\mathbf{S}^{\mathscr{V}}} \prod_{e \in \mathscr{E}} K_{\mathfrak{t}(e)}\left(x_{e_{+}}-x_{e_{-}}\right) \varphi\left(x_{[1]}, \ldots, x_{[k]}\right) d x \tag{4}
\end{equation*}
$$

Note that of course $П \Gamma$ does not just depend on the combinatorial data $\Gamma=$ $(\mathscr{V}, \mathscr{E}, \mathscr{L}, \mathfrak{t})$, but also on the analytical data $\left(K_{\mathfrak{t}}\right)_{\mathfrak{t} \in \mathfrak{L}_{\star}}$. We sometimes suppress the latter dependency on our notation in order to keep it light, but it will be very useful later on to also allow ourselves to vary the kernels $K_{\mathfrak{t}}$. We call the map $\Pi$ a "valuation".

The problem is that on the face of it, the definition (4) does not always make sense. The presence of the (derivatives of) delta functions is not a problem: writing $v_{i} \in \mathscr{V}_{\star}$ for the unique vertex such that $\left([i] \rightarrow v_{i}\right) \in \mathscr{E}$ and $\ell_{i}$ for the multiindex such that the label of this leg is $\delta^{\left(\ell_{i}\right)}$, we can rewrite (4) as

$$
\begin{equation*}
(П Г)(\varphi)=\int_{\mathbf{S}^{\tau / \star}} \prod_{e \in \mathscr{C}_{\star}} K_{\mathfrak{t}(e)}\left(x_{e_{+}}-x_{e_{-}}\right)\left(D_{1}^{\ell_{1}} \cdots D_{k}^{\ell_{k}} \varphi\right)\left(x_{v_{1}}, \ldots, x_{v_{k}}\right) d x \tag{5}
\end{equation*}
$$

The problem instead is the possible lack of integrability of the integrand appearing in (5). For example, the simplest nontrivial Feynman diagram with two legs is given by $\Gamma=\xrightarrow{0} \xrightarrow{t} \bullet 0$ which, by (5), should be associated to the distribution

$$
\begin{equation*}
(\Pi \Gamma)(\varphi)=\int_{\mathbf{S}^{2}} K_{\mathfrak{t}}\left(y_{1}-y_{0}\right) \varphi\left(y_{0}, y_{1}\right) d y \tag{6}
\end{equation*}
$$

If it happens that $\operatorname{deg} \mathfrak{t}<-d$, then $K_{\mathfrak{t}}$ is non-integrable in general, so that this integral may not converge. It is then natural to modify our definition, but "as little as possible". In this case, we note that if the test function $\varphi$ happens to vanish near the diagonal $y_{1}=y_{0}$, then the singularity of $K_{\mathfrak{t}}$ does not matter and (6) makes perfect sense. We would therefore like to find a distribution $П Г$ which agrees with (6) on such test functions but still yields finite values for every test function $\varphi$. One way of achieving this is to set

$$
\begin{equation*}
(П Г)(\varphi)=\int_{\mathbf{S}^{2}} K_{\mathfrak{t}}\left(y_{1}-y_{0}\right)\left(\varphi\left(y_{0}, y_{1}\right)-\sum_{|k|+\operatorname{deg} \mathfrak{t} \leq-d} \frac{\left(y_{1}-y_{0}\right)^{k}}{k!} D_{2}^{k} \varphi\left(y_{0}, y_{0}\right)\right) d y \tag{7}
\end{equation*}
$$

At first glance, this doesn't look very canonical since it seems that the variables $y_{0}$ and $y_{1}$ no longer play a symmetric role in this expression. However, it is an easy exercise to see that the same distribution can alternatively also be written as

$$
(\Pi \Gamma)(\varphi)=\int_{\mathbf{S}^{2}} K_{\mathfrak{t}}\left(y_{1}-y_{0}\right)\left(\varphi\left(y_{0}, y_{1}\right)-\sum_{|k|+\operatorname{deg} \mathfrak{t} \leq-d} \frac{\left(y_{0}-y_{1}\right)^{k}}{k!} D_{1}^{k} \varphi\left(y_{1}, y_{1}\right)\right) d y
$$

The BPHZ theorem is a far-reaching generalisation of this construction. To formalise what we mean by this, write $\mathscr{K}_{\infty}^{-}$for the space of all smooth kernel assignments as above (compactly supported in the unit ball and satisfying (3)). When endowed with the system of seminorms given by the minimal constants in (2), its completion $\mathscr{K}_{0}^{-}$is a Fréchet space.

With these notations, a "renormalisation procedure" is a map $K \mapsto \Pi^{K}$ turning a kernel assignment $K \in \mathscr{K}_{0}^{-}$into a valuation $\Pi^{K}$. The purpose of the BPHZ theorem is to argue that the following question can be answered positively.
Main question: Is there a consistent renormalisation procedure such that, for every Feynman diagram, ПГ can be interpreted as a "renormalised version" of (4)?

As stated, this is a very loose question since we have not specified what we mean by a "consistent" renormalisation procedure and what properties we would like a valuation to have in order to be a candidate for an interpretation of (4). One important property we would like a good renormalisation procedure to have is the continuity of the map $K \mapsto \Pi^{K}$. In this way, we can always reason on smooth kernel assignments $K \in \mathscr{K}_{\infty}^{-}$and then "only" need to show that the procedure under consideration extends continuously to all of $\mathscr{K}_{0}^{-}$. Furthermore, we would like $\Pi^{K}$ to inherit as many properties as possible from its interpretation as the formal expression (4). Of course, as already seen, the "naïve" renormalisation procedure given by (4) itself does not have the required continuity property, so we will have to modify it.

### 2.1 Consistent Renormalisation Procedures

The aim of this section is to collect and formalise a number of properties of (4) which then allows us to formulate precisely what we mean by a "consistent" renormalisation procedure. Let us write $\mathscr{T}$ for the free (real) vector space generated by all Feynman diagrams. This space comes with a natural grading and we write $\mathscr{T}_{k} \subset \mathscr{T}$ for the subspace generated by diagrams with $k$ legs. Note that $\mathscr{T}_{0} \approx \mathbf{R}$ since there is exactly one Feynman diagram with 0 legs, which is the empty one.

Write $\delta_{k}$ for the space of all distributions on $\mathbf{S}^{k}$ that are translation invariant in the sense that, for $\eta \in \delta_{k}, h \in \mathbf{S}$, and any test function $\varphi$, one has $\eta(\varphi)=\eta\left(\varphi \circ \tau_{h}\right)$ where $\tau_{h}\left(y_{1}, \ldots, y_{k}\right)=\left(y_{1}+h, \ldots, y_{k}+h\right)$. We will write $\delta_{k}^{(c)} \subset \mathcal{S}_{k}$ for the subset of "compactly supported" distributions in the sense that there exists a compact set $\mathfrak{K} \subset \mathbf{S}^{k} / \mathbf{S}$ such that $\eta(\varphi)=0$ as soon as $\operatorname{supp} \varphi \cap \mathfrak{K}=\varnothing$.

Remark 2.2 Compactly supported distributions can be tested against any smooth function $\varphi$ with the property that for any $x \in \mathbf{S}^{k}$, the set $\left\{h \in \mathbf{S}: \varphi\left(\tau_{h}(x)\right) \neq 0\right\}$ is compact.

Note that $\delta_{1} \approx \mathbf{R}$ since translation invariant distributions in one variable are naturally identified with constant functions. We will use the convention $\delta_{0} \approx \mathbf{R}$ by identifying "functions in 0 variables" with $\mathbf{R}$. We also set $\delta=\bigoplus_{k \geq 0} \delta_{k}$, so that a valuation $\Pi$ can be viewed as a linear map $\Pi: \mathscr{T} \rightarrow \delta$ which respects the respective graduations of these spaces.

Note that the symmetric group $\mathfrak{S}_{k}$ in $k$ elements acts naturally on $\mathscr{T}_{k}$ by simply permuting the order of the legs. Similarly, $\mathfrak{S}_{k}$ acts on $\delta_{k}$ by permuting the arguments of the test functions. Given two Feynman diagrams $\Gamma_{1} \in \mathscr{T}_{k}$ and $\Gamma_{2} \in \mathscr{T}_{\ell}$, we then write $\Gamma_{1} \bullet \Gamma_{2} \in \mathscr{T}_{k+\ell}$ for the Feynman diagram given by the disjoint union of $\Gamma_{1}$ and $\Gamma_{2}$. Here, we renumber the $\ell$ legs of $\Gamma_{2}$ in an order-preserving way from $k+1$ to $k+\ell$, so that although $\Gamma_{1} \bullet \Gamma_{2} \neq \Gamma_{2} \bullet \Gamma_{1}$ in general, one has $\Gamma_{1} \bullet \Gamma_{2}=\sigma_{k, \ell}\left(\Gamma_{2} \bullet \Gamma_{1}\right)$, where $\sigma_{k, \ell} \in \mathfrak{S}_{k+\ell}$ is the permutation that swaps $(1, \ldots, \ell)$ and $(\ell+1, \ldots, \ell+k)$. Given distributions $\eta_{1} \in \mathcal{S}_{k}$ and $\eta_{2} \in \mathcal{S}_{\ell}$, we write $\eta_{1} \bullet \eta_{2} \in \mathcal{S}_{k+\ell}$ for the distribution such that

$$
\left(\eta_{1} \bullet \eta_{2}\right)\left(\varphi_{1} \otimes \varphi_{2}\right)=\eta_{1}\left(\varphi_{1}\right) \eta_{2}\left(\varphi_{2}\right)
$$

Similarly to above, one has $\eta_{1} \bullet \eta_{2}=\sigma_{k, \ell}\left(\eta_{2} \bullet \eta_{1}\right)$. We extend $\bullet$ by linearity to all of $\mathscr{T}$ and $\mathcal{S}$ respectively, thus turning these spaces into (non-commutative) algebras. This allows us to formulate the first property we would like to retain.

Property 1 A consistent renormalisation procedure should produce valuations $\Pi$ that are graded algebra morphisms from $\mathfrak{T}$ to $\mathcal{S}$ and such that, for every Feynman diagram $\Gamma$ with $k$ legs and every $\sigma \in \mathfrak{S}_{k}$, one has $\Pi \sigma(\Gamma)=\sigma(\Pi \Gamma)$. Furthermore $\Pi \Gamma \in \mathcal{S}_{k}^{(c)}$ if $\Gamma$ is connected with $k$ legs.

Similarly, consider a Feynman diagram $\Gamma$ with $k \geq 2$ legs such that the label of the $k$ th leg is $\delta$ and such that the connected component of $\Gamma$ containing $[k]$ contains at least one other leg. Let $\operatorname{Del}_{k} \Gamma$ be the Feynman diagram identical to $\Gamma$, but with the $k$ th leg removed. If the label of the $k$ th leg is $\delta^{(m)}$ with $m \neq 0$, we set $\operatorname{Del}_{k} \Gamma=0$. If we write $\iota_{k}$ for the natural injection of smooth functions on $\mathbf{S}^{k-1}$ to functions on $\mathbf{S}^{k}$ given by $\left(\iota_{k} \varphi\right)\left(x_{1}, \ldots, x_{k}\right)=\varphi\left(x_{1}, \ldots, x_{k-1}\right)$, we have the following property for (4) which is very natural to impose on our valuations..

Property 2 A consistent renormalisation procedure should produce valuations $\Pi$ such that for any connected $\Gamma$ with $k$ legs, one has $\left(\Pi \operatorname{Del}_{k} \Gamma\right)(\varphi)=(\Pi \Gamma)\left(\iota_{k} \varphi\right)$ for all compactly supported test functions $\varphi$ on $\mathbf{S}^{k-1}$.
(Note that the right hand side is well-defined by Remark 2.2 even though $t_{k} \varphi$ is no longer compactly supported.) To formulate our third property, it will be useful to have a notation for our test functions. We write $\mathscr{D}_{k}$ for the set of all $\mathscr{C}^{\infty}$ functions on $\mathbf{S}^{k}$ with compact support. It will be convenient to consider the following subspaces of $\mathscr{D}_{k}$. Let $\mathscr{A}$ be a collection of subsets of $\{1, \ldots, k\}$ such that every set $A \in \mathscr{A}$
contains at least two elements. Then, we write $\mathscr{D}_{k}^{(\mathscr{A l})} \subset \mathscr{D}_{k}$ for the set of such functions $\varphi$ which vanish in a neighbourhood of the set $\Delta_{k}^{(\mathscr{A})} \subset \mathbf{S}^{k}$ given by

$$
\begin{equation*}
\Delta_{k}^{(\mathscr{A})}=\left\{y \in \mathbf{S}^{k}: \exists A \in \mathscr{A} \text { with } y_{i}=y_{j} \forall i, j \in A\right\} \tag{8}
\end{equation*}
$$

Because of this definition, we also call a collection $\mathscr{A}$ as above a "collision set". Note that in particular one has $\mathscr{D}_{k}^{(\varnothing)}=\mathscr{D}_{k}$.

A first important question to address then concerns the conditions under which the expression (4) converges. A natural notion then is that of the degree of a subgraph of a Feynman diagram. In this article, we define a subgraph $\bar{\Gamma} \subset \Gamma$ to be a subset $\overline{\mathscr{E}}$ of the collection $\mathscr{E}_{\star}$ of internal edges and a subset $\overline{\mathscr{V}} \subset \mathscr{V}_{\star}$ of the internal vertices such that $\overline{\mathscr{V}}$ consists precisely of those vertices incident to at least one edge in $\overline{\mathscr{E}}$. (In particular, isolated nodes are not allowed in $\bar{\Gamma}$.) Given such a subgraph $\bar{\Gamma}$, we then set

$$
\begin{equation*}
\operatorname{deg} \bar{\Gamma} \stackrel{\operatorname{def}}{=} \sum_{e \in \overline{\mathscr{C}}} \operatorname{deg} \mathfrak{t}(e)+d(|\overline{\mathscr{V}}|-1) \tag{9}
\end{equation*}
$$

We define the degree of the full Feynman diagram $\Gamma$ in exactly the same way, with $\overline{\mathscr{E}}$ and $\overline{\mathscr{V}}$ replaced by $\mathscr{E}_{\star}$ and $\mathscr{V}_{\star}$. One then has the following result initially due to Weinberg [20]. See also [16, Thm A.3] for the proof of a slightly more general statement which is also notationally closer to the setting considered here.

Proposition 2.3 If $\Gamma$ is a Feynman diagram with $k$ legs such that $\operatorname{deg} \bar{\Gamma}>0$ for every subgraph $\bar{\Gamma} \subset \Gamma$, then the integral in (5) is absolutely convergent for every $\varphi \in \mathscr{D}_{k}$.

We will henceforth call a subgraph $\bar{\Gamma} \subset \Gamma$ divergent if $\operatorname{deg} \bar{\Gamma} \leq 0$. A virtually identical proof actually yields the following refined statement which tells us very precisely where exactly there is a need for renormalisation.
Proposition 2.4 Let $\Gamma$ be a Feynman diagram with $k$ legs and let $\mathscr{A}$ be a collision set such that, for every connected divergent subgraph $\bar{\Gamma} \subset \Gamma$, there exists $A \in \mathscr{A}$ such that every leg in $A$ is adjacent to $\bar{\Gamma}$. Then (5) is absolutely convergent for every $\varphi \in \mathscr{D}_{k}^{(S A)}$.
Remark 2.5 Here and below we say that an edge $e$ is adjacent to a subgraph $\bar{\Gamma} \subset \Gamma$ (possibly itself consisting only of a single edge) if $e$ is not an edge of $\bar{\Gamma}$, but shares a vertex with such an edge.

Proof Since the main idea will be useful in the general result, we sketch it here. Note first that we can assume without loss of generality that, for every $A \in \mathscr{A}$, the vertices of $\mathscr{V}_{\star}$ to which the legs in $A$ are attached are all distinct, since otherwise (5) vanishes identically for $\varphi \in \mathscr{D}_{k}^{(S d)}$.

The key remark is that, for every configuration of points $x \in \mathbf{S}^{\mathcal{T}_{\star}}$ we can find a binary tree $T$ with leaves given by $\mathscr{V}_{\star}$ and a label $\mathbf{n}_{u} \in \mathbf{N}$ for every inner vertex $u$
of $T$ in such a way that $\mathbf{n}$ is increasing when going from the root to the leaves of $T$ and, for any $v, \bar{v} \in \mathscr{V}_{\star}$, one has

$$
\begin{equation*}
C^{-1} 2^{-\mathbf{n}_{u}} \leq\left\|x_{v}-x_{\bar{v}}\right\| \leq C 2^{-\mathbf{n}_{u}} \tag{10}
\end{equation*}
$$

where $u=v \wedge \bar{v}$ is the least common ancestor of $v$ and $\bar{v}$ in $T$. Here, the constant $C$ only depends on the size of $\mathscr{V}_{\star}$. (Simply take for $T$ the minimal spanning tree of the point configuration.) Writing $\mathbf{T}=(T, \mathbf{n})$ for this data, we then let $D_{\mathbf{T}} \subset \mathbf{S}^{\mathbb{V} *}$ be the set of configurations giving rise to the data $\mathbf{T}$. By analogy with the construction of [17], we call $D_{\mathbf{T}}$ a "Hepp sector".

Remark 2.6 While the type of combinatorial data ( $T, \mathbf{n}$ ) used to index Hepp sectors is identical to that appearing in "Gallavotti-Nicolo trees" $[12,13]$ and the meaning of the index $\mathbf{n}$ is similar in both cases, there does not appear to be a direct analogy between the terms indexed by this data in both cases.

Remark 2.7 Thanks to the tree structure of $T$, the quantity $d_{\mathbf{T}}$ given by $d_{\mathbf{T}}(v, \bar{v})=$ $2^{-\mathbf{n}_{u}}$ as above is an ultrametric.

Writing $\mathbf{n}(e)$ for the value of $\mathbf{n}_{e^{\uparrow}}$, with $e^{\uparrow}=e_{-} \wedge e_{+}$, the integrand of (5) is then bounded by some constant times $\prod_{e \in \mathscr{C}_{\star}} 2^{-\mathbf{n}(e) \operatorname{deg} \mathfrak{t}(e)}$. Identifying $T$ with its set of internal nodes, one can also show that the measure of $D_{\mathbf{T}}$ is bounded by $\prod_{u \in T} 2^{-d \mathbf{n}_{u}}$. Finally, by the definition of $\mathscr{D}_{k}^{(S A)}$, there exists a constant $N_{0}$ such that the integrand vanishes on sets $D_{\mathbf{T}}$ such that $\sup _{A \in \mathscr{A}} \mathbf{n}_{A \uparrow} \geq N_{0}$, where $A^{\uparrow}$ is the least common ancestor in $T$ of the collection of elements of $\mathscr{V}_{\star}$ incident to the legs in $A$. Writing

$$
\mathscr{T}_{\mathscr{A}}=\left\{(T, \mathbf{n}): \sup _{A \in \mathscr{A}} \mathbf{n}_{A^{\uparrow}}<N_{0}\right\},
$$

we conclude that (5) is bounded by some constant multiple of

$$
\begin{equation*}
\sum_{\mathbf{T} \in \mathscr{T}_{\mathscr{A}}} \prod_{u \in T} 2^{-\eta_{u}}, \quad \eta=d+\sum_{e \in \mathscr{C}_{\star}} \mathbf{1}_{e^{\uparrow}} \operatorname{deg} \mathfrak{t}(e) . \tag{11}
\end{equation*}
$$

We now note that the assumption on $\mathscr{A}$ guarantees that, for every node $u \in T$, one has either $\sum_{v \geq u} \eta_{v}>0$, or there exists some $A \in \mathscr{A}$ such that $u \leq A^{\uparrow}$. In the latter case, $\mathbf{n}_{u}$ is bounded from above by $N_{0}$. Furthermore, as a consequence of the fact that each connected component of $\Gamma$ has at least one leg and the kernels $K_{\mathfrak{t}}$ are compactly supported, (5) vanishes on all Hepp sectors with some $\mathbf{n}_{u}$ sufficiently negative. Combining these facts, and performing the sum in (11) "from the leaves inwards" as in [16, Lem. A.10], it is then straightforward to see that it does indeed converge, as claimed.

In other words, Proposition 2.4 tells us that the only region in which the integrand of (5) diverges in a non-integrable way consists of an arbitrarily small neighbourhood of those points $x$ for which there exists a divergent subgraph
$\bar{\Gamma}=(\overline{\mathscr{V}}, \overline{\mathscr{C}})$ such that $x_{u}=x_{v}$ for all vertices $u, v \in \overline{\mathscr{V}}$. It is therefore very natural to impose the following.

Property 3 A consistent renormalisation procedure should produce valuations $\Pi$ that agree with (4) for test functions and Feynman diagrams satisfying the assumptions of Proposition 2.4.

Finally, a natural set of relations of the canonical valuation $\Pi$ given by (4) which we would like to retain is those given by integration by parts. In order to formulate this, it is convenient to introduce the notion of a half-edge. A half-edge is a pair $(e, v)$ with $e \in \mathscr{E}$ and $v \in\left\{e_{+}, e_{-}\right\}$. It is said to be incoming if $v=e_{+}$and outgoing if $v=e_{-}$. Given an edge $e$, we also write $e_{\leftarrow}$ and $e_{\rightarrow}$ for the two half-edges ( $e, e_{-}$) and $\left(e, e_{+}\right)$. Given a Feynman diagram $\Gamma$, a half-edge $(e, v)$, and $k \in \mathbf{N}^{d}$, we then write $\partial_{(e, v)}^{k} \Gamma$ for the element of $\mathscr{T}$ obtained from $\Gamma$ by replacing the decoration $\mathfrak{t}$ of the edge $e$ by $\mathfrak{t}^{(k)}$ and then multiplying the resulting Feynman diagram by $(-1)^{|k|}$ if the half-edge $(e, v)$ is outgoing. We then write $\partial \mathscr{T}$ for the smallest subspace of $\mathscr{T}$ such that, for every Feynman diagram $\Gamma$, every $i \in\{1, \ldots, d\}$ and every inner vertex $v \in \mathscr{V}_{\star}$ of $\Gamma$, one has

$$
\begin{equation*}
\sum_{e \sim v} \partial_{(e, v)}^{\delta_{i}} \Gamma \in \partial \mathscr{T}, \tag{12}
\end{equation*}
$$

where $e \sim v$ signifies that the edge $e$ is incident to the vertex $v$ and $\delta_{i}$ is the $i$ th canonical element of $\mathbf{N}^{d}$. By integration by parts, it is immediate that if the kernels $K_{\mathfrak{t}}$ are all smooth, then the canonical valuation (4) satisfies $П \partial \mathscr{T}=0$. It is therefore natural to impose the following.

Property 4 A consistent renormalisation procedure should produce valuations $\Pi$ that vanish on $\partial \mathscr{T}$.

Setting $\mathscr{H}=\mathscr{T} / \partial \mathscr{T}$, we can therefore consider a valuation as a map $\Pi: \mathscr{H} \rightarrow \delta$. Note that since $\partial \mathscr{T}$ is an ideal of $\mathscr{T}$ which respects its grading, $\mathscr{H}$ is again a graded algebra. Furthermore, since $\partial \mathscr{T}$ is invariant under the action of the symmetric group, $\mathfrak{S}_{k}$ acts naturally on $\mathscr{H}_{k}$. In particular, Property 1 can be formulated in $\mathscr{H}$ rather than $\mathscr{T}$ and it is not difficult to see that the deletion operation $\mathrm{Del}_{k}$ introduced in Property 2 also makes sense on $\mathscr{H}$. This motivates the following definition.

Definition 2.8 A valuation $\Pi: \mathscr{H} \rightarrow \delta$ is consistent for the kernel assignment $K$ if it satisfies Properties 1, 2 and 3.

### 2.2 Some Algebraic Operations on Feynman Diagrams

In order to satisfy Property 3, we will consider valuations that differ from the canonical one only by counterterms of the same form, but with some of the factors of (4) corresponding to divergent subgraphs replaced by a suitable derivative of a delta function, just like what we did in (7).

These counterterms can again be encoded into Feynman diagrams with the same number of legs as the original diagram, multiplied by a suitable weight. We are therefore looking for a procedure which, given a smooth kernel assignment $K \in$ $\mathscr{K}_{\infty}^{-}$, builds a linear map $M^{K}: \mathscr{T} \rightarrow \mathscr{T}$ such that if we define a "renormalised" valuation $\hat{\Pi}^{K}$ by

$$
\begin{equation*}
\hat{\Pi}^{K} \Gamma=\Pi^{K} M^{K} \Gamma \tag{13}
\end{equation*}
$$

with $\Pi^{K}$ the canonical valuation given by (4), then $K \mapsto \hat{\Pi}^{K}$ is a renormalisation procedure which extends continuously to all of $\mathscr{K}_{0}^{-}$. We would furthermore like $M^{K}$ to differ from the identity only by terms of the form described above, obtained by contracting divergent subgraphs to a derivative of a delta function.

The procedure (7) is exactly of this form with


Note that the condition $\operatorname{deg} \mathfrak{t} \leq-d$ which is required for $M^{K}$ to differ from the identity is precisely the condition that the subgraph $\bullet \xrightarrow{\mathrm{t}}$ is divergent, which then guarantees that this example satisfies Property 3.

It is natural to index the constants appearing in the terms of such a renormalisation map by the corresponding subgraphs that were contracted. These subgraphs then have no legs anymore, but may require additional decorations describing the powers of $x$ appearing in the expression for $c_{k}$ above. We therefore give the following definition, where the choice of terminology is chosen to be consistent with the QFT literature.

Definition 2.9 A vacuum diagram consists of a Feynman diagram $\Gamma=(\mathcal{V}, \mathscr{E})$ with exactly one leg per connected component, endowed additionally with a node decoration $\mathfrak{n}: \mathscr{V}_{\star} \rightarrow \mathbf{N}^{d}$. We also impose that each leg has label $\delta$. We say that a connected vacuum diagram is divergent if $\operatorname{deg} \Gamma \leq 0$, where

$$
\operatorname{deg} \Gamma=\sum_{e \in \mathscr{C}} \mathfrak{t}(e)+\sum_{v \in \mathscr{V}}|\mathfrak{n}(v)|+d(|\mathscr{V}|-1) .
$$

We extend this to arbitrary vacuum diagrams by imposing that $\operatorname{deg}\left(\Gamma_{1} \bullet \Gamma_{2}\right)=$ $\operatorname{deg} \Gamma_{1}+\operatorname{deg} \Gamma_{2}$.

One should think of a connected vacuum diagram $\Gamma$ as encoding the constant

$$
\begin{equation*}
\Pi_{-}^{K} \Gamma \stackrel{\text { def }}{=} \int_{\mathbf{S}^{\left.\mathscr{V} \star \mid v_{\star}\right\}}} \prod_{e \in \mathscr{G}_{\star}} K_{\mathfrak{t}(e)}\left(x_{e_{+}}-x_{e_{-}}\right) \prod_{w \in \mathscr{V}_{\star}}\left(x_{w}-x_{v_{\star}}\right)^{\mathfrak{n}(w)} d x \tag{15}
\end{equation*}
$$

where $v_{\star}$ is the element of $\mathscr{V}_{\star}$ that has the unique leg attached to it. This is then extended multiplicatively to all vacuum diagrams. In view of this, it is also natural to ignore the ordering of the legs for vacuum diagrams, and we will always do this from now on.

Write now $\hat{\mathscr{T}}_{-}$for the algebra of all vacuum diagrams such that each connected component has at least one internal edge and by $\mathscr{T}_{-} \subset \hat{\mathscr{T}}_{-}$for the subalgebra generated by those diagrams such that each connected components is divergent. Since we ignored the labelling of legs, the product $\bullet$ turns $\hat{\mathscr{T}}_{-}$into a commutative algebra. Note that if we write $\mathcal{I}_{+} \subset \hat{\mathscr{T}}_{-}$for the ideal generated by all vacuum diagrams $\Gamma$ with deg $\Gamma>0$, then we have a natural isomorphism

$$
\mathscr{I}_{-} \approx \hat{\mathscr{J}}_{-} / \mathscr{F}_{+} .
$$

Similarly to above, it is natural to identify vacuum diagrams related to each other by integration by parts, but also those related by changing the location of the leg(s). In order to formalise this, we reinterpret a connected vacuum diagram as above as a Feynman diagram "with 0 legs", but with one of the vertices being distinguished, which is of course completely equivalent, and we write it as ( $\Gamma, v_{\star}, \mathfrak{n}$ ). With this notation, we define $\partial \hat{\mathscr{T}}_{-}$as the smallest ideal of $\hat{\mathscr{T}}_{-}$such that, for every connected $\left(\Gamma, v_{\star}, \mathfrak{n}\right)$ one has the following.

- For every vertex $v \in \mathscr{V} \backslash\left\{v_{\star}\right\}$ and every $i \in\{1, \ldots, d\}$, one has

$$
\begin{equation*}
\sum_{e \sim v}\left(\partial_{(e, v)}^{\delta_{i}} \Gamma, v_{\star}, \mathfrak{n}\right)+\mathfrak{n}(v)_{i}\left(\Gamma, v_{\star}, \mathfrak{n}-\delta_{i} \mathbf{1}_{v}\right) \in \partial \hat{\mathscr{T}}_{-}, \tag{16}
\end{equation*}
$$

where $\mathbf{1}_{v}$ denotes the indicator function of $\{v\}$.

- One has

$$
\begin{equation*}
\sum_{e \sim v_{\star}}\left(\partial_{\left(e, v_{\star}\right)}^{\delta_{i}} \Gamma, v_{\star}, \mathfrak{n}\right)-\sum_{v \in \overline{\mathscr{V}}} \mathfrak{n}(v)_{i}\left(\Gamma, v_{\star}, \mathfrak{n}-\delta_{i} \mathbf{1}_{v}\right) \in \partial \hat{\mathscr{T}}_{-}, \tag{17}
\end{equation*}
$$

- For every vertex $v \in \mathscr{V}$, one has

$$
\begin{equation*}
\left(\Gamma, v_{\star}, \mathfrak{n}\right)-\sum_{\mathfrak{m}: \mathscr{V} \rightarrow \mathbf{N}^{d}}(-1)^{|\mathfrak{m}|}\binom{\mathfrak{n}}{\mathfrak{m}}\left(\Gamma, v, \mathfrak{n}-\mathfrak{m}+\Sigma \mathfrak{m} \mathbf{1}_{v_{\star}}\right) \in \partial \hat{\mathscr{T}}_{-}, \tag{18}
\end{equation*}
$$

where $\Sigma \mathfrak{m}=\sum_{u} \mathfrak{m}(u)$ and we use the convention $\mathfrak{m}!=\prod_{u \in \mathscr{V}} \prod_{i=1}^{d} \mathfrak{m}(u)_{i}$ ! to define the binomial coefficients, with the additional convention that the coefficient vanishes unless $\mathfrak{m} \leq \mathfrak{n}$ everywhere.

Remark 2.10 One can verify that if $K \in \mathscr{K}_{\infty}^{-}$and $\Pi_{-}^{K}$ is given by (15), then $\partial \hat{\mathscr{T}}_{-} \in$ $\operatorname{ker} \Pi_{-}^{K}$. In the case of (16) and (17), this is because the integrand is then a total derivative with respect to $\left(x_{v}\right)_{i}$ and $\left(x_{v_{\star}}\right)_{i}$ respectively. In the case of (18), this can be seen by writing $\left(x_{w}-x_{v_{\star}}\right)^{\mathfrak{n}(w)}=\left(\left(x_{w}-x_{v}\right)-\left(x_{v_{\star}}-x_{v}\right)\right)^{\mathfrak{n}(w)}$ and applying the multinomial theorem.

Fig. 2 Example of a subgraph (shaded) and its boundary (green)


Remark 2.11 The expressions (16) and (17) are consistent with (12) in the special case $\mathfrak{n}=0$. Considering the case $v=v_{\star}$ in (18), it is also straightforward to verify that $\left(\Gamma, v_{\star}, \mathfrak{n}\right) \in \partial \hat{\mathscr{T}}_{-}$as soon as $\mathfrak{n}\left(v_{\star}\right) \neq 0$.

As before, we then write $\hat{\mathscr{H}}_{-}$as a shorthand for $\hat{\mathscr{T}}_{-} / \partial \hat{\mathscr{T}}_{-}$and similarly for $\mathscr{H}_{-}$. (This is well-defined since $\partial \hat{\mathscr{T}}_{-}$does not mix elements of different degree.) As a consequence of Remark 2.10, we see that every $K \in \mathscr{K}_{\infty}^{-}$yields a character $\Pi_{-}^{K}$ of $\hat{\mathscr{H}}_{-}$and therefore also of $\mathscr{H}_{-}$.

Given a Feynman diagram $\Gamma$ and a subgraph $\bar{\Gamma} \subset \Gamma$, we can (and will) identify $\bar{\Gamma}$ with an element of $\hat{\mathscr{H}}_{-}$, obtained by setting all the node decorations to 0 . By (18) we do not need to specify where we attach leg(s) to $\bar{\Gamma}$ since these elements are all identified in $\hat{\mathscr{H}}_{-}$. We furthermore write $\partial \bar{\Gamma}$ for the set of all half-edges adjacent to $\bar{\Gamma}$. Figure 2 shows an example of a Feynman diagram with a subgraph $\bar{\Gamma}$ shaded in grey and $\partial \bar{\Gamma}$ indicated in green. Legs can also be part of $\partial \bar{\Gamma}$ as is the case in our example, but they can not be part of $\bar{\Gamma}$ by our definition of a subgraph. Note also that the edge joining the two vertices at the top appears as two distinct half-edges in $\partial \bar{\Gamma}$. Given furthermore a map $\ell: \partial \bar{\Gamma} \rightarrow \mathbf{N}^{d}$ (canonically extended to vanish on all other half-edges of $\Gamma$ ), we then define the following two objects.

- A vacuum diagram $(\bar{\Gamma}, \pi \ell)$ which consists of the graph $\bar{\Gamma}$ endowed with the edge decoration inherited from $\Gamma$, as well as the node decoration $\mathfrak{n}=\pi \ell$ given by $(\pi \ell)(v)=\sum_{e:(e, v) \in \partial \Gamma} \ell(e, v)$.
- A Feynman diagram $\Gamma /(\bar{\Gamma}, \ell)$ obtained by contracting the connected components of $\bar{\Gamma}$ to nodes and applying $\ell$ to the resulting diagram in the sense that, for edges $e \in \mathscr{E} \backslash \overline{\mathscr{E}}$ adjacent to $\partial \bar{\Gamma}$ and with label (in $\Gamma$ ) given by $\mathfrak{t}$, we replace their label by $\mathfrak{t}^{\left(\ell\left(e_{\leftarrow}\right)+\ell\left(e_{\rightarrow}\right)\right)}$.

In the example of Fig. 2, where non-zero values of $\ell$ are indicated by small labels, we have

where a label $k$ on an edge means that if it had a decoration $t$ in $\Gamma$, then it now has a decoration $\mathfrak{t}^{(k)}$. Given a map $\ell: \partial \bar{\Gamma} \rightarrow \mathbf{N}^{d}$ as above, we also write "out $\ell$ " as a shorthand for the restriction of $\ell$ to outgoing half-edges. With these notations at hand, we define a map $\Delta: \mathscr{T} \rightarrow \mathscr{H}_{-} \otimes \mathscr{H}$ by

$$
\begin{equation*}
\Delta \Gamma=\sum_{\bar{\Gamma} \subset \Gamma \ell: \partial \bar{\Gamma} \rightarrow \mathbf{N}^{d}} \frac{(-1)^{\mid \text {out } \ell \mid}}{\ell!}(\bar{\Gamma}, \pi \ell) \otimes \Gamma /(\bar{\Gamma}, \ell), \tag{19}
\end{equation*}
$$

where we use the same conventions for factorials as in (18). Note that since the right hand side is identified with an element of $\mathscr{H}_{-} \otimes \mathscr{H}$, this sum is finite. Indeed, unless $(\bar{\Gamma}, \pi \ell) \in \mathscr{T}_{-}$, which only happens for finitely many choices of $\ell$, the corresponding factor is identified with 0 in $\mathscr{H}_{-}$.

Remark 2.12 For any fixed $\Gamma$ this sum is actually finite since there are only finitely many subgraphs and since, for large enough $\ell,(\bar{\Gamma}, \pi \ell)$ is no longer in $\mathscr{J}_{-}$.
Remark 2.13 The factor $(-1)^{\mid \text {out } \ell \mid}$ appearing here encodes the fact that for an edge $e$, having $\ell(e, u)=k$ means that in the resulting Feynman diagram $\Gamma /(\bar{\Gamma}, \ell)$, one would like to replace the factor $K_{\mathfrak{t}}\left(x_{e_{+}}-x_{e_{-}}\right)$by its $k$ th derivative with respect to $x_{u}$, which is precisely what happens when one replaces the corresponding connected component of $\bar{\Gamma}$ by a derivative of a delta function. In the case when $u=e_{-}$, namely when the half-edge is outgoing, this is indeed the same as $(-1)^{|k|}\left(D^{k} K_{\mathfrak{t}}\right)\left(x_{e_{+}}-x_{e_{-}}\right)$, while the factor $(-1)^{|k|}$ is absent for incoming half-edges.

It turns out that one has the following.
Proposition 2.14 The map $\Delta$ is well-defined as a map from $\mathscr{H}^{\text {to }} \mathscr{H}_{-} \otimes \mathscr{H}$.
Before we start our proof, recall the following version of the Chu-Vandermonde identity

Lemma 2.15 Given finite sets $S, \bar{S}$ and maps $\pi: S \rightarrow \bar{S}$ and $\ell: S \rightarrow \mathbf{N}$, we define $\pi_{\star} \ell: \bar{S} \rightarrow \mathbf{N}$ by $\pi_{\star} \ell(x)=\sum_{y \in \pi^{-1}(x)} \ell(y)$.

Then, for every finite set $S$ and every $k: S \rightarrow \mathbf{N}$, one has the identity

$$
\sum_{\ell: \pi_{\star} \ell}\binom{k}{\ell}=\binom{\pi_{\star} k}{\pi_{\star} \ell}
$$

where the sum runs over all possible choices of $\ell$ such that $\pi_{\star} \ell$ is fixed.
Proof (of Proposition 2.14) We first show that for $\Gamma \in \mathscr{T}$ the right hand side of (19) is well-defined as an element of $\mathscr{H}_{-} \otimes \mathscr{H}$, which is a priori not obvious since we did not specify where the legs of $(\bar{\Gamma}, \ell)$ are attached. Our aim therefore is to show that, for any fixed $L \in \mathbf{N}^{d}$, the expression

$$
\begin{equation*}
\sum_{\substack{\ell: \partial \bar{\Gamma} \rightarrow \mathcal{N}^{d} \\ \Sigma \ell=L}} \frac{(-1)^{\mid \text {out } \ell \mid}}{\ell!}(\bar{\Gamma}, v, \pi \ell) \otimes \Gamma /(\bar{\Gamma}, \ell) \tag{20}
\end{equation*}
$$

is independent of $v \in \overline{\mathscr{V}}$ in $\mathscr{H}_{-} \otimes \mathscr{H}$. By Remark 2.11, we can restrict the sum over $\ell$ to those values such that $\ell$ vanishes on the set $A_{v}$ of all half-edges incident to $v$ since $(\bar{\Gamma}, v, \ell)=0$ in $\mathscr{H}_{-}$for those $\ell$ for which this is not the case. Fixing some arbitrary $u \neq v$ and using (18) as well as Lemma 2.15, we then see that (20) equals

$$
\sum_{\substack{\ell: \partial \bar{\Gamma} \backslash A_{v} \rightarrow \mathbf{N}^{d} \\ \Sigma \ell=L}} \sum_{m: \partial \bar{\Gamma} \rightarrow \mathbf{N}^{d}} \frac{(-1)^{\mid \text {out } \ell|+|m|}}{\ell!}\binom{\ell}{m}\left(\bar{\Gamma}, u, \pi \ell-\pi m+\Sigma m \mathbf{1}_{v}\right) \otimes \Gamma /(\bar{\Gamma}, \ell)
$$

Writing $k=\ell-m$, we rewrite this expression as

$$
\sum_{\substack{k: \partial \bar{\Gamma} \backslash A_{v} \rightarrow \mathbf{N}^{d} \\ \Sigma k \leq L}} \sum_{\substack{m: \partial \backslash A_{v} \rightarrow \mathrm{~N}^{d} \\ \Sigma m=L-\Sigma k}} \frac{(-1)^{\mid \text {out } k|+| \text { out } m|+|m|}}{k!m!}\left(\bar{\Gamma}, u, \pi k+\Sigma m \mathbf{1}_{v}\right) \otimes \Gamma /(\bar{\Gamma}, k+m) .
$$

At this stage we note that, as a consequence of (12), we have for every subset $A \subset$ $\partial \bar{\Gamma}$ and every $M \in \mathbf{N}^{d}$ the identity

$$
\sum_{\substack{m: \partial \bar{\Gamma} \backslash A \rightarrow \mathbb{N}^{d} \\ \Sigma m=M}} \frac{(-1)^{\mid \text {out } m \mid}}{m!} \Gamma /(\bar{\Gamma}, k+m)=\sum_{\substack{n: A \rightarrow \mathbf{N}^{d} \\ \Sigma n=M}} \frac{(-1)^{|n|+\mid \text { out } n \mid}}{n!} \Gamma /(\bar{\Gamma}, k+n) .
$$

Inserting this into the above expression and noting that for functions $n$ supported on $A_{v}$ one has $\pi n=\Sigma n \mathbf{1}_{v}$, we conclude that it equals

$$
\sum_{\substack{k: \partial \bar{\Gamma} \backslash A_{v} \rightarrow \mathbf{N}^{d} \\ \Sigma k \leq L}} \sum_{\substack{n: A v \rightarrow \mathbf{N}^{d} \\ \Sigma n=L-\Sigma k}} \frac{(-1)^{\mid \text {out } k|+| \text { out } n \mid}}{k!n!}(\bar{\Gamma}, u, \pi k+\pi n) \otimes \Gamma /(\bar{\Gamma}, k+n) .
$$

Setting $\ell=k+n$ and noting that $k!n!=(k+n)!$ since $k$ and $n$ have disjoint support, we see that this is indeed equal to (20) with $v$ replaced by $u$, as claimed.
 for $\tau \in \partial \mathscr{T}$. Choose a Feynman diagram $\Gamma$, an inner vertex $v \in \mathscr{T}_{\star}$, an index $i \in\{1, \ldots, d\}$, and a subgraph $\bar{\Gamma} \subset \Gamma$. Writing $\bar{A}_{v}$ for the half-edges in $\bar{\Gamma}$ adjacent to $v$ and $A_{v}$ for the remaining half-edges adjacent to $v$ (so that $A_{v} \subset \partial \bar{\Gamma}$ ), it suffices to show that

$$
\begin{align*}
& \sum_{h \in A_{v}} \sum_{\substack{: \partial \bar{\Gamma} \rightarrow \mathrm{N}^{d} \\
(\bar{\Gamma}, \ell) \in \mathcal{T}_{-}}} \frac{(-1)^{\mid \text {out } \ell \mid}}{\ell!}(\bar{\Gamma}, \pi \ell) \otimes \partial_{h}^{\delta_{i}} \Gamma /(\bar{\Gamma}, \ell) \\
& \quad+\sum_{h \in \bar{A}_{v}} \sum_{\substack{\ell: \partial \partial \bar{\Gamma}, \mathbb{N}^{d} \\
\partial_{i, v}\left(\bar{\Gamma}, \ell \in \mathscr{I}_{-}\right.}} \frac{(-1)^{\mid \text {out } \ell \mid}}{\ell!} \partial_{h}^{\delta_{i}}(\bar{\Gamma}, \pi \ell) \otimes \Gamma /(\bar{\Gamma}, \ell)=0 \tag{21}
\end{align*}
$$

in $\mathscr{H}_{-} \times \mathscr{H}$, where we used the shorthand notation $\partial_{i, v}(\bar{\Gamma}, \ell) \in \mathscr{T}_{-}$for the condition $\partial_{h}^{\delta_{i}}(\bar{\Gamma}, \ell) \in \mathscr{J}_{-}$, which is acceptable since this condition does not depend on which half-edge $h$ one considers. If $v$ is not contained in $\bar{\Gamma}$, then the second term vanishes and $A_{v}$ consists exactly of all edges adjacent to $v$ in $\Gamma /(\bar{\Gamma}, \ell)$, so that the first term vanishes as well by (12). If $v$ is contained in $\bar{\Gamma}$, then we attach the leg of the corresponding connected component $\bar{\Gamma}_{0}$ of $\bar{\Gamma}$ to $v$ itself, so that in particular the sum over $\ell$ can be restricted to values supported on $\partial \bar{\Gamma} \backslash A_{v}$. By (17), the second term is then equal to

$$
\sum_{h \in \partial \bar{\Gamma}_{0} \backslash A_{v}} \sum_{\substack{\ell: \partial \bar{\Gamma} \backslash \lambda_{v} \rightarrow \mathbf{N}^{d} \\ \partial_{i, v}(\bar{\Gamma}, \ell) \in \mathcal{I}_{-}}} \frac{(-1)^{\mid \text {out } \ell \mid}}{\ell!} \ell(h)_{i}\left(\bar{\Gamma}, v, \pi\left(\ell-\delta_{i} \mathbf{1}_{h}\right)\right) \otimes \Gamma /(\bar{\Gamma}, \ell),
$$

which can be rewritten as

$$
\sum_{h \in \partial \bar{\Gamma}_{0} \backslash A_{v}} \sum_{\substack{\ell: \bar{\partial} \vec{\Gamma} \rightarrow \mathbb{N}^{d} \\(\bar{\Gamma}, \ell) \in \mathcal{T}_{-}}} \frac{(-1)^{\mid \text {out } \ell \mid+\delta_{h \in \text { out }}}}{\ell!}(\bar{\Gamma}, v, \pi \ell) \otimes \Gamma /\left(\bar{\Gamma}, \ell+\delta_{i} \mathbf{1}_{h}\right) .
$$

Inserting this into (21), we conclude that this expression equals

$$
\sum_{h \in \partial \bar{\Gamma}_{0}} \sum_{\substack{\ell: \partial \bar{\Gamma} \vec{\Gamma}^{d} \\(\bar{\Gamma}, \ell) \in \mathbb{T}_{-}}} \frac{(-1)^{\mid \text {out } \ell \mid}}{\ell!}(\bar{\Gamma}, \pi \ell) \otimes \partial_{h}^{\delta_{i}} \Gamma /(\bar{\Gamma}, \ell)
$$

which vanishes in $\mathscr{H}_{-} \otimes \mathscr{H}$ by (12) since the half-edges in $\partial \bar{\Gamma}_{0}$ are precisely all the half-edges adjacent in $\Gamma /(\bar{\Gamma}, \ell)$ to the node that $\bar{\Gamma}_{0}$ was contracted to.

For any element $g: \mathscr{H}_{-} \rightarrow \mathbf{R}$ of the dual of $\mathscr{H}_{-}$, we now have a linear map $M^{g}: \mathscr{H} \rightarrow \mathscr{H}$ by

$$
M^{g} \Gamma=(g \otimes \mathrm{id}) \Delta \Gamma
$$

which leads to a valuation $\Pi_{g}^{K}: \mathscr{H} \rightarrow \delta$ by setting

$$
\begin{equation*}
\Pi_{g}^{K}=\Pi^{K} \circ M^{g} \tag{22}
\end{equation*}
$$

as in (13), with $\Pi^{K}$ the canonical valuation (4). Note that this is well-defined since $\Pi^{K} \partial \mathscr{T}=0$, as already remarked. In particular, we can also view $\Pi_{g}^{K}$ as a map from $\mathscr{T}$ to $\mathcal{S}$.

For any choice of $g$ (depending on the kernel assignment $K$ ), such a valuation then automatically satisfies Properties 3 and 4, since these were encoded in the definition of the space $\mathscr{H}$, as well as Property 2 since the action of $\Delta$ commutes with the operation of "amputation of the $k$ th leg" on the subspace on which the
latter is defined. In general, such a valuation may fail to satisfy Property 1 , but if we restrict ourselves to elements $g: \mathscr{H}_{-} \rightarrow \mathbf{R}$ that are also characters, one has

$$
M^{g}\left(\Gamma_{1} \bullet \Gamma_{2}\right)=\left(M^{g} \Gamma_{1}\right) \bullet\left(M^{g} \Gamma_{2}\right) .
$$

Since $\partial \mathscr{T}$ is an ideal, this implies that the valuation $\Pi_{g}^{K}$ is multiplicative as a map from $\mathscr{T}$ to $\mathcal{S}$, as required by Property 1 . We have therefore shown the following.

Proposition 2.16 For every character $g: \mathscr{H}_{-} \rightarrow \mathbf{R}$, the valuation $\Pi_{g}^{K}$ is consistent for $K$ in the sense of Definition 2.8.

Writing $\mathscr{G}_{-}$for the space of characters of $\mathscr{T}_{-}$, it is therefore natural to define a "consistent renormalisation procedure" as a map $\mathscr{R}: \mathscr{K}_{\infty}^{-} \rightarrow \mathscr{G}_{-}$such that the map

$$
\begin{equation*}
K \mapsto \hat{\Pi}^{K}=\Pi^{K} \circ M^{\mathscr{R}(K)}, \tag{23}
\end{equation*}
$$

where $\Pi^{K}$ denotes the canonical valuation given by (4), extends continuously to all of $\mathscr{K}_{0}^{-}$. Our question now turns into the question whether such a map exists.

Remark 2.17 We do certainly not want to impose that $\mathscr{R}$ extends continuously to all of $\mathscr{K}_{0}^{-}$since this would then imply that $\Pi^{K}$ extends to all of $\mathscr{K}_{0}^{-}$which is obviously false.

### 2.3 A Hopf Algebra

In this subsection, we address the following point. We have seen that every character $g$ of $\mathscr{H}_{-}$allow us to build a new valuation $\Pi_{g}$ from the canonical valuation $\Pi$ associated to a smooth kernel assignment. We can then take a second character $h$ and build a new valuation $\Pi_{g} \circ M^{h}$. It is natural to ask whether this would give us a genuinely new valuation or whether this valuation is again of the form $\Pi_{\bar{g}}$ for some character $\bar{g}$. In other words, does $\mathscr{G}_{-}$have a group structure, so that $g \mapsto M^{g}$ is a left action of this group on the space of all valuations?

In order to answer this question, we first define a map $\Delta^{-}: \hat{\mathscr{T}}_{-} \rightarrow \mathscr{H}_{-} \otimes \hat{\mathscr{H}}_{-}$in a way very similar to the map $\Delta$, but taking into account the additional labels $\mathfrak{n}$ :

$$
\begin{equation*}
\Delta^{-}\left(\Gamma, v_{\star}, \mathfrak{n}\right)=\sum_{\overline{\bar{\Gamma} \subset \Gamma}} \sum_{\substack{\bar{\ell}: \partial \bar{\Gamma} \rightarrow \mathbf{N}^{d} \\ \bar{n}: \overline{\mathscr{V}} \rightarrow \mathbf{N}^{d}}} \frac{(-1)^{\mid \text {out } \bar{\ell} \mid}}{\bar{\ell}!}\binom{\mathfrak{n}}{\overline{\mathfrak{n}}}(\bar{\Gamma}, \overline{\mathfrak{n}}+\pi \bar{\ell}) \otimes\left(\Gamma, v_{\star}, \mathfrak{n}-\overline{\mathfrak{n}}\right) /(\bar{\Gamma}, \bar{\ell}) . \tag{24}
\end{equation*}
$$

Here, we define $\left(\Gamma, v_{\star}, \mathfrak{n}\right) /(\bar{\Gamma}, \bar{\ell})$ similarly to before, with the node-label of the quotient graph obtained by summing over the labels of all the nodes that get contracted to the same node. If $\bar{\Gamma}$ completely contains one (or several) connected components of $\Gamma$, then this definition could create graphs that contain isolated
nodes, which is forbidden by our definition of $\hat{\mathscr{T}}_{-}$. Given (15), it is natural to identify isolated nodes with vanishing node-label with the empty diagram 1 , while we identify those with non-vanishing node-labels with 0 . In particular, it follows that

$$
\Delta^{-} \tau=\tau \otimes \mathbf{1}+\mathbf{1} \otimes \tau+\Delta^{\prime} \tau
$$

where each of the terms appearing in $\Delta^{\prime} \tau$ is such that both factors contain at least one edge.

Note the strong similarity with [2, Def. 3.3] which looks formally almost identical, but with graphs replaced by trees. As before, one then has
Proposition 2.18 The map $\Delta^{-}$is well-defined both as a map $\hat{\mathscr{H}}_{-} \rightarrow \mathscr{H}_{-} \otimes \hat{\mathscr{H}}_{-}$and a map $\mathscr{H}_{-} \rightarrow \mathscr{H}_{-} \otimes \mathscr{H}_{-}$.

It follows immediately from the definitions that $\Delta^{-}$is multiplicative. What is slightly less obvious is that it also has a nice coassociativity property as follows.

## Proposition 2.19 The identities

$$
\begin{equation*}
\left(\Delta^{-} \otimes \mathrm{id}\right) \Delta=(\mathrm{id} \otimes \Delta) \Delta, \quad\left(\Delta^{-} \otimes \mathrm{id}\right) \Delta^{-}=\left(\mathrm{id} \otimes \Delta^{-}\right) \Delta^{-} \tag{25}
\end{equation*}
$$

hold between maps $\mathscr{B} \rightarrow \mathscr{H}_{-} \otimes \mathscr{B} \otimes \mathscr{B}$ for $\mathscr{B}=\mathscr{H}$ in the case of the first identity and for $\mathscr{B} \in\left\{\mathscr{H}_{-}, \hat{\mathscr{H}}_{-}\right\}$in the case of the second one.

Proof We only verify the second identity since the first one is essentially a special case of the second one. The difference is the presence of legs, which are never part of the subgraphs appearing in the definition of $\Delta$, but otherwise play the same role as a "normal" edge.

Fix now a Feynman diagram $\Gamma$ as well as two subgraphs $\Gamma_{1}$ and $\Gamma_{2}$ with the property that each connected component of $\Gamma_{1}$ is either contained in $\Gamma_{2}$ or vertexdisjoint from it. We also write $\bar{\Gamma}=\Gamma_{1} \cup \Gamma_{2}$ and $\Gamma_{1,2}=\Gamma_{1} \cap \Gamma_{2}$. There is then a natural bijection between the terms appearing in $\left(\Delta^{-} \otimes \mathrm{id}\right) \Delta^{-}$and those appearing in $\left(\mathrm{id} \otimes \Delta^{-}\right) \Delta^{-}$obtained by noting that first extracting $\bar{\Gamma}$ from $\Gamma$ and then extracting $\Gamma_{1}$ from $\bar{\Gamma}$ is the same as first extracting $\Gamma_{1}$ from $\Gamma$ and then extracting $\Gamma_{2} / \Gamma_{1,2}$ from $\Gamma / \Gamma_{1}$. It therefore remains to show that the labellings and combinatorial factors appearing for these terms are also the same. This in turn is a consequence from a generalisation of the Chu-Vandermonde identity and can be obtained in almost exactly the same way as [2, Prop. 3.9].

If we write $\mathbf{1}$ for the empty vacuum diagram and $\mathbf{1}^{*}$ for the element of $\mathscr{G}_{-}$ that vanishes on all non-empty diagrams, then we see that $\left(\mathscr{H}_{-}, \Delta^{-}, \bullet, \mathbf{1}, \mathbf{1}^{*}\right)$ is a bialgebra. Since it also graded (by the number of edges of a diagram) and connected (the only diagram with 0 edges is the empty one), it is a Hopf algebra so that $\mathscr{G}_{-}$is indeed a group with product

$$
f \circ g \stackrel{\text { def }}{=}(f \otimes g) \Delta^{-},
$$

and inverse $g^{-1}=g \mathscr{A}$, where $\mathscr{A}$ is the antipode. The first identity in (25) then implies that the map $g \mapsto M^{g}=(g \otimes \mathrm{id}) \Delta$ does indeed yield a group action on the space of valuations, thus answering positively the question asked at the start of this section.

### 2.4 Twisted Antipodes and the BPHZ Theorem

An arbitrary character $g$ of $\mathscr{H}_{-}$is uniquely determined by its value on connected vacuum diagrams $\Gamma$ with deg $\Gamma \leq 0$. Comparing (14) with (19), this would suggest that a natural choice of renormalisation procedure $\mathscr{R}$ is given by simply setting

$$
\mathscr{R}(K) \Gamma=-\Pi_{-}^{K} \Gamma,
$$

as this would indeed reproduce the expression (7). Unfortunately, while this choice does yield valuations that extend continuously to all kernel assignments in $\mathscr{K}_{0}^{-}$for a class of "simple" Feynman diagrams, it fails to do so for all of them.

Following [5, 6], a more sophisticated guess would be to set $\mathscr{R}(K) \Gamma=\Pi_{-}^{K} \mathscr{A} \Gamma$, for $\mathscr{A}$ the antipode of $\mathscr{H}_{-}$endowed with the Hopf algebra structure described in the previous section. The reason why this identity also fails to do the trick can be illustrated with the following example. Consider the case $d=1$ and two labels with $\left|\mathfrak{t}_{1}\right|=-1 / 3$ and $\left|\mathfrak{t}_{2}\right|=-4 / 3$. Drawing edges decorated with $\mathfrak{t}_{1}$ in black and edges decorated with $\mathfrak{t}_{2}$ in blue, we then consider

which has degree deg $\Gamma=0$. Since $\Gamma$ has only one leg, the naive valuation $\Pi^{K} \Gamma$ can be identified with the real number

$$
\Pi^{K} \Gamma=\left(K_{1} * K_{2} * K_{1}\right)(0),
$$

where we wrote $K_{i} \stackrel{\text { def }}{=} K_{\mathfrak{t}_{i}}$ and $*$ denotes convolution. Since this might diverge for a generic kernel assignment in $\mathscr{K}_{0}^{-}$, even if $K_{2}$ is replaced by its renormalised version, there appears to be no good canonical renormalised value for $\hat{\Pi}^{K} \Gamma$, so we would expect to just have $\hat{\Pi}^{K} \Gamma=0$.

Let's see what happens instead if we choose the renormalisation procedure $\mathscr{R}(K) \Gamma=\Pi_{-}^{K} \mathscr{A} \Gamma$. It follows from the definition of $\Delta$ that
since $\bullet \longrightarrow$ and remains above -1 so that no node-decorations are added. Note furthermore that in $\mathscr{H}_{\text {- }}$ one has the identities



The reason why there is no additional term analogous to the middle term of (26) appearing in the second identity is that the corresponding factor would be of positive degree and therefore vanishes when viewed as an element of $\mathscr{H}_{-}$. As a consequence, we have $\mathscr{A} \tau=-\tau$ in both cases, so that the first and last terms of (26) cancel out and we are eventually left with

$$
\hat{\Pi}^{K} \Gamma=-\left(K_{1} * K_{1}\right)(0) \cdot K_{2}(0),
$$

which is certainly not desirable since it might diverge as well.
The way out of this conundrum is to define a twisted antipode $\hat{\mathscr{A}}: \mathscr{H}_{-} \rightarrow \hat{\mathscr{H}}_{-}$ which is defined by a relation very similar to that defining the antipode, but this time guaranteeing that the renormalised valuation vanishes on those diagrams that encode "potentially diverging constants" as above. Here, the renormalised valuation is defined by setting

$$
\begin{equation*}
\mathscr{R}(K) \Gamma=\Pi_{-}^{K} \hat{\mathscr{A}} \Gamma, \tag{27}
\end{equation*}
$$

where $\Pi_{-}^{K}$ is defined by (15). Writing $\mathcal{M}: \hat{\mathscr{H}}_{-} \otimes \hat{\mathscr{H}}_{-} \rightarrow \hat{\mathscr{H}}_{-}$for the product, we define $\hat{\mathscr{A}}$ to be such that

$$
\begin{equation*}
\mathcal{M}(\hat{\mathscr{A}} \otimes \mathrm{id}) \Delta^{-} \Gamma=0, \tag{28}
\end{equation*}
$$

for every non-empty connected vacuum diagram $\Gamma \in \hat{\mathscr{H}}_{-}$with deg $\Gamma \leq 0$. At first sight, this looks exactly like the definition of the antipode. The difference is that the map $\Delta^{-}$in the above expression goes from $\hat{\mathscr{H}}_{-}$to $\mathscr{H}_{-} \otimes \hat{\mathscr{H}}_{-}$, so that no projection onto diverging diagrams takes place on the right factor. If we view $\mathscr{H}_{-}$as a subspace of $\hat{\mathscr{H}}_{-}$, then the antipode satisfies the identity

$$
M\left(\mathscr{A} \otimes \pi_{-}\right) \Delta^{-} \Gamma=0,
$$

where $\pi_{-}: \hat{\mathscr{H}}_{-} \rightarrow \mathscr{H}_{-}$is the projection given by quotienting by the ideal $\mathscr{F}_{+}$ generated by diagrams with strictly positive degree. We have the following simple lemma.

Lemma 2.20 There exists a unique map $\hat{\mathscr{A}}: \mathscr{H}_{-} \rightarrow \hat{\mathscr{H}}_{-}$satisfying (28). Furthermore, the map $\Pi_{\text {вpHz }}^{K}$ given by (23) with $\mathscr{R}(K)=\Pi_{-}^{K} \hat{\mathcal{A}}$ is indeed a valuation.

Proof The existence and uniqueness of $\hat{\mathscr{A}}$ is immediate by performing an induction over the number of edges. Defining $\Delta^{\prime(k)}: \mathscr{H}_{-} \rightarrow \hat{\mathscr{H}}_{-}^{\otimes(k+1)}$ inductively by $\Delta^{\prime(0)}=\imath$ and then

$$
\Delta^{\prime(k+1)}=\left(\Delta^{\prime(k)} \otimes \mathrm{id}\right) \Delta^{\prime} \iota
$$

where $\iota: \mathscr{H}_{-} \rightarrow \hat{\mathscr{H}}_{-}$is the canonical injection, one obtains the (locally finite) Neumann series

$$
\begin{equation*}
\hat{\mathscr{A}}=\sum_{k \geq 0}(-1)^{k+1} \mathcal{M}^{(k)} \Delta^{\prime(k)} \tag{29}
\end{equation*}
$$

where $\mathscr{M}^{(k)}: \hat{\mathscr{H}}_{-}^{\otimes(k+1)} \rightarrow \hat{\mathscr{H}}_{-}$is the multiplication operator. The uniqueness also immediately implies that $\hat{\mathscr{A}}$ is multiplicative, so that $\mathscr{R}(K)$ as defined above is indeed a character for every $K \in \mathscr{K}_{\infty}^{-}$.
Definition 2.21 We call the renormalisation procedure defined by $\mathscr{R}(K)=\Pi_{-}^{K} \hat{\mathscr{A}}$ the "BPHZ renormalisation".

It follows from (29) that in the above example the twisted antipode satisfies

so that

which makes it straightforward to verify that indeed $\Pi_{\text {врнz }}^{K} \Gamma=0$. The following general statement should make it clear that this is indeed the "correct" way of renormalising Feynman diagrams.

Proposition 2.22 The BPHZ renormalisation is characterised by the fact that, for every $k \geq 1$ and every connected Feynman diagram $\Gamma$ with $k$ legs and $\operatorname{deg} \Gamma \leq 0$, there exists a constant $C$ such that if $\varphi$ is a test function on $\mathbf{S}^{k}$ of the form $\varphi=\varphi_{0} \cdot \varphi_{1}$ such that $\varphi_{1}$ depends only on $x_{1}+\ldots+x_{k}, \varphi_{0}$ depends only on the differences of the $x_{i}$, and there exists a polynomial $P$ with $\operatorname{deg} P+\operatorname{deg} \Gamma \leq 0$ and

$$
\begin{equation*}
\varphi_{0}\left(x_{1}, \ldots, x_{k}\right)=P\left(x_{2}-x_{1}, \ldots, x_{k}-x_{1}\right), \quad|x| \leq C \tag{30}
\end{equation*}
$$

then $\left(\Pi_{\text {вphz }}^{K} \Gamma\right)(\varphi)=0$.
Remark 2.23 One way to interpret this statement is that, once we have defined $\Pi_{\text {BPHz }}^{K} \Gamma$ for test functions in $\mathscr{D}_{k}^{(\mathscr{A})}$ with $\mathscr{A}=\{\{1, \ldots, k\}\}$, the canonical way of extending it to all test functions is to subtract from it the linear combination of
derivatives of delta functions which has precisely the same effect when testing it against all polynomials of degree at most $-\operatorname{deg} \Gamma$.

Proof The statement follows more or less immediately from the following observation. Take a valuation of the form $\Pi_{g}^{K}$ as in (22) for some $K \in \mathscr{K}_{\infty}^{-}$and some $g \in \mathscr{G}_{-}$. Fixing the Feynman diagram $\Gamma$ from the statement, we write $\partial \Gamma=\{[1], \ldots,[k]\}$ for its $k$ legs, and we fix a function $\mathfrak{n}: \partial \Gamma \rightarrow \mathbf{N}^{d}$ with $|\mathfrak{n}|+\operatorname{deg} \Gamma \leq 0$. Write furthermore $\overline{\mathfrak{n}}: \partial \Gamma \rightarrow \mathbf{N}^{d}$ for the function such that the $\ell$ th leg has label $\delta^{(\overline{\mathfrak{n}}([\ell]))}$. We assume without loss of generality that $\overline{\mathfrak{n}}([1])=0$ since we can always reduce ourselves to this case by (12).

Let then $P$ be given by

$$
P(x)=P_{\mathfrak{n}}(x)=\prod_{i=[2]}^{[k]}\left(x_{i}-x_{[1]}\right)^{\mathfrak{n}(i)},
$$

let $\varphi_{0}$ be as in (30), and let $\varphi_{1}$ be a test function depending only on the sums of the coordinates and integrating to 1 . We then claim that, writing $\bar{\Gamma} \subset \Gamma$ for the maximal subgraph where we only discarded the legs and $v_{\star}$ for the vertex of $\Gamma$ incident to the first leg, one has

$$
\left(\Pi_{g}^{K} \Gamma\right)(\varphi)=\binom{\mathfrak{n}}{\overline{\mathfrak{n}}}\left(g \otimes \Pi_{-}^{K}\right) \Delta^{-}\left(\bar{\Gamma}, v_{\star}, \pi(\mathfrak{n}-\overline{\mathfrak{n}})\right)
$$

(In particular $\left(\Pi_{g}^{K} \Gamma\right)(\varphi)=0$ unless $\overline{\mathfrak{n}} \leq \mathfrak{n}$.) Indeed, comparing (5)-(15), it is clear that this is the case when $g=\mathbf{1}^{*}$, noting that

$$
\begin{equation*}
D_{2}^{\overline{\mathfrak{n}}([2])} \cdots D_{k}^{\overline{\mathfrak{n}}([k])} P_{\mathfrak{n}}=\binom{\mathfrak{n}}{\overline{\mathfrak{n}}} P_{\mathfrak{n}-\overline{\mathfrak{n}}} . \tag{31}
\end{equation*}
$$

The general case then follows by comparing the definitions of $\Delta$ and $\Delta^{-}$, noting that by (31) the effect of the label $\overline{\mathfrak{n}}$ in (24) is exactly the same of that of the components of $\ell$ supported on the "legs" in (19). In other words, when comparing the two expressions one should set $\bar{\ell}(h)=\ell(h)$ for the half-edges $h$ that are not legs and $\overline{\mathfrak{n}}(v)=\sum \ell(e, v)$, where the sum runs over all legs (if any) adjacent to $v$.

The claim now follows immediately from the definition of the twisted antipode and the BPHZ renormalisation:

$$
\begin{aligned}
\left(\Pi_{\mathrm{BPHz}}^{K} \Gamma\right)(\varphi) & =\binom{\mathfrak{n}}{\overline{\mathfrak{n}}}\left(\Pi_{-}^{K} \hat{\mathscr{A}} \otimes \Pi_{-}^{K}\right) \Delta^{-}\left(\bar{\Gamma}, v_{\star}, \pi(\mathfrak{n}-\overline{\mathfrak{n}})\right) \\
& =\binom{\mathfrak{n}}{\overline{\mathfrak{n}}} \Pi_{-}^{K} M(\hat{\mathscr{A}} \otimes \mathrm{id}) \Delta^{-}\left(\bar{\Gamma}, v_{\star}, \pi(\mathfrak{n}-\overline{\mathfrak{n}})\right)=0,
\end{aligned}
$$

since the degrees of $\Gamma$ and of $\left(\bar{\Gamma}, v_{\star}, \pi(\mathfrak{n}-\overline{\mathfrak{n}})\right)$ agree (and are negative) by definition.

## 3 Statement and Proof of the Main Theorem

We now have all the definitions in place in order to be able to state the BPHZ theorem.

Theorem 3.1 The valuation $\Pi_{\text {grhz }}^{K}$ is consistent for $K$ and extends continuously to all $K \in \mathscr{K}_{0}^{-}$.

By Proposition 2.16, we only need to show the continuity part of the statement. Before we turn to the proof, we give an explicit formula for the valuation $\Pi_{\text {gryz }}^{K}$ instead of the implicit characterisation given by (28). This is nothing but Zimmermann's celebrated "forest formula".

### 3.1 Zimmermann's Forest Formula

So what are these "forests" appearing in the eponymous formula? Given any Feynman diagram $\Gamma$, the set $\mathscr{G}_{\Gamma}^{-}$of all connected vacuum diagrams $\bar{\Gamma} \subset \Gamma$ with $\operatorname{deg} \bar{\Gamma} \leq 0$ is endowed with a natural partial order given by inclusion. A subset $\mathscr{F} \subset \mathscr{G}_{\Gamma}^{-}$is called a "forest" if any two elements of $\mathscr{F}$ are either comparable in $\mathscr{G}_{\Gamma}^{-}$ or vertex-disjoint as subgraphs of $\Gamma$.

Given a forest $\mathscr{F}$ and a subgraph $\bar{\Gamma} \in \mathscr{F}$, we say that $\bar{\Gamma}_{1}$ is a child of $\bar{\Gamma}$ if $\bar{\Gamma}_{1}<\bar{\Gamma}$ and there exists no $\bar{\Gamma}_{2} \in \mathscr{F}$ with $\bar{\Gamma}_{1}<\bar{\Gamma}_{2}<\bar{\Gamma}$. Conversely, we then say that $\bar{\Gamma}$ is $\bar{\Gamma}_{1}$ 's parent. (The forest structure of $\mathscr{F}$ guarantees that its elements have at most one parent.) An element without children is called a leaf and one without parent a root. If we connect parents to their children in $\mathscr{F}$, then it does indeed form a forest with arrows pointing away from the roots and towards the leaves. We henceforth write $\mathscr{F}_{\Gamma}^{-}$for the set of all forests for $\Gamma$.

Given a diagram $\Gamma$, we now consider the space $\mathscr{T}_{\Gamma}$ generated by all diagrams $\hat{\Gamma}$ such that each connected component has either at least one leg or a distinguished vertex $v_{\star}$, but not both. We furthermore endow $\hat{\Gamma}$ with an $\mathbf{N}^{d}$-valued vertex decoration $\mathfrak{n}$ supported on the leg-less components and, most importantly, with a bijection $\tau: \hat{\mathscr{E}} \rightarrow \mathscr{E}$ between the edges of $\hat{\Gamma}$ and those of $\Gamma$, such that legs get mapped to legs. The operation of discarding $\tau$ yields a natural injection $\mathscr{T}_{\Gamma} \hookrightarrow$ $\hat{\mathscr{T}}_{-} \otimes \mathscr{T}$ by keeping the components with a distinguished vertex in the first factor and those with legs in the second factor. (The space $\mathscr{T}_{\Gamma}$ itself however is not a tensor product due to the constraint that $\tau$ is a bijection, which exchanges information between the two factors.) We can also define $\partial \mathscr{T}_{\Gamma}$ analogously to (12) and (16), (17), and (18), so that $\mathscr{H}_{\Gamma}=\mathscr{T}_{\Gamma} / \partial \mathscr{T}_{\Gamma}$ naturally injects into $\hat{\mathscr{H}}_{-} \otimes \mathscr{H}$.

Given a connected subgraph $\gamma \subset \Gamma$, we then define a contraction operator $\mathscr{C}_{\gamma}$ acting on $\mathscr{H}_{\Gamma}$ in the following way. Given an element $(\hat{\Gamma}, \mathfrak{n}) \in \mathscr{T}_{\Gamma}$, we write $\hat{\gamma}$ for the subgraph of $\hat{\Gamma}$ such that $\tau$ is a bijection between the edges of $\hat{\gamma}$ and those of $\gamma$.

If $\hat{\gamma}$ is not connected, then we set $\mathscr{C}_{\gamma}(\hat{\Gamma}, \mathfrak{n})=0$. Otherwise, we set as in (24)

$$
\begin{equation*}
\mathscr{C}_{\gamma}(\hat{\Gamma}, \mathfrak{n})=\sum_{\substack{\bar{\ell}: \partial \gamma \rightarrow \mathbf{N}^{d} \\ \overline{\mathfrak{n}}: \mathscr{V}_{\gamma} \rightarrow \mathbf{N}^{d}}} \frac{(-1)^{\mid \text {out } \bar{\ell} \mid}}{\bar{\ell}!} \mathbf{1}_{\operatorname{deg}(\hat{\gamma}, \overline{\mathfrak{n}}+\pi \bar{\ell}) \leq 0}\binom{\mathfrak{n}}{\overline{\mathfrak{n}}}(\hat{\gamma}, \overline{\mathfrak{n}}+\pi \bar{\ell}) \cdot(\hat{\Gamma}, \mathfrak{n}-\overline{\mathfrak{n}}) /(\hat{\gamma}, \bar{\ell}), \tag{32}
\end{equation*}
$$

with the obvious bijections between the edges of $\hat{\gamma} \cdot \hat{\Gamma} / \hat{\gamma}$ and those of $\Gamma$. This time we explicitly include the restriction to terms such that $\operatorname{deg}(\hat{\gamma}, \overline{\mathfrak{n}}+\pi \bar{\ell}) \leq 0$, which replaces the projection to $\mathscr{H}_{-}$in (24). An important fact is then the following.
Lemma 3.2 Let $\gamma_{1}, \gamma_{2}$ be two subgraphs of $\Gamma$ that are vertex-disjoint and let $\hat{\Gamma} \in$ $\mathscr{T}_{\Gamma}$ be such that $\hat{\gamma}_{1}$ and $\hat{\gamma}_{2}$ are vertex disjoint. Then $\mathscr{C}_{\gamma_{1}} \mathscr{C}_{\gamma_{2}} \hat{\Gamma}=\mathscr{C}_{\gamma_{2}} \mathscr{C}_{\gamma_{1}} \hat{\Gamma}$.

We will use the natural convention that $\phi \in \mathscr{F}_{\Gamma}^{-}$. For any $\mathscr{F} \in \mathscr{F}_{\Gamma}^{-}$, we then write $\mathscr{C F F}^{F} \Gamma$ for the element of $\mathscr{H}_{\Gamma}$ defined recursively in the following way. For $\mathscr{F}=\varnothing$, we set $\mathscr{C} \varnothing \Gamma=\Gamma$. For non-empty $\mathscr{F}$, we write $\varrho(\mathscr{F}) \subset \mathscr{F}$ for the set of roots of $\mathscr{F}$ and we set recursively

$$
\mathscr{C}_{\mathscr{F}} \Gamma=\mathscr{C}_{\mathscr{F} \backslash \varrho(\mathscr{F})} \prod_{\gamma \in \varrho(\mathscr{F})} \mathscr{C}_{\gamma} \Gamma .
$$

The order of the product doesn't matter by Lemma 3.2, since the roots of $\mathscr{F}$ are all vertex-disjoint. With these notations at hand, Zimmermann's forest formula [21] then reads

Proposition 3.3 The BPHZ renormalisation procedure is given by the identity

$$
\begin{equation*}
(\hat{\mathscr{A}} \otimes \mathrm{id}) \Delta \Gamma=\mathscr{R} \Gamma \stackrel{\text { def }}{=} \sum_{\mathscr{F} \in \mathscr{F}_{\Gamma}^{-}}(-1)^{|\mathscr{F}|} \mathscr{C}_{\mathscr{F}} \Gamma, \tag{33}
\end{equation*}
$$

where we implicitly use the injection $\mathscr{H}_{\Gamma} \hookrightarrow \hat{\mathscr{H}}_{-} \otimes \mathscr{H}$ for the right hand side.
Proof This follows from the representation (29). Another way of seeing it is to first note that $\mathscr{R}$ is indeed of the form $(\mathscr{B} \otimes \mathrm{id}) \Delta \Gamma$ for some $\mathscr{B}: \mathscr{H}_{-} \rightarrow \hat{\mathscr{H}}_{-}$and to then make use of the characterisation (28) of the twisted antipode $\hat{\mathscr{A}}$. This implies that it suffices to show that $\mathscr{R} \Gamma=0$ for every connected $\Gamma$ with a distinguished vertex and a node-labelling such that $\operatorname{deg} \Gamma \leq 0$.

The idea is to observe that $\mathscr{F}_{\Gamma}^{-}$can be partitioned into two disjoint sets that are in bijection with each other: those that contain $\Gamma$ itself and the complement $\hat{\mathscr{F}}_{\Gamma}^{-}$of those forest that don't. Furthermore, it follows from the definition that $\mathscr{C}_{\Gamma} \Gamma=\Gamma$, so that

$$
\sum_{\mathscr{F} \in \mathscr{F} \Gamma}(-1)^{|\mathscr{F}|} \mathscr{C}_{\mathscr{F}} \Gamma=\sum_{\mathscr{F} \in \hat{\mathscr{F}}_{\Gamma}^{-}}(-1)^{|\mathscr{F}|}\left(\mathscr{C}_{\mathscr{F}} \Gamma-\mathscr{C} \mathscr{F} \cup[\Gamma\} \Gamma\right)=\sum_{\mathscr{F} \in \hat{\mathscr{F}}_{\Gamma}^{-}}(-1)^{|\mathscr{F}|}\left(\mathscr{C}_{\mathscr{F}} \Gamma-\mathscr{C}_{\mathscr{F}} \Gamma\right),
$$

which vanishes thus completing the proof.

In order to analyse (33), it will be very convenient to have ways of resumming its terms in order to make cancellations more explicit. These resummations are based on the following trivial identity. Given a finite set $A$ and operators $X_{i}$ with $i \in A$, one has

$$
\begin{equation*}
\prod_{i \in A}\left(\operatorname{id}-X_{i}\right)=\sum_{B \subset A}(-1)^{B} \prod_{j \in B} X_{j} \tag{34}
\end{equation*}
$$

provided that the order in which the operators are composed is the same in each term and that the empty product is interpreted as the identity. The right hand side of this expression is clearly reminiscent of (33) while the left hand side encodes cancellations if the $X_{i}$ are close to the identity in some sense. If $\mathscr{G}_{\Gamma}^{-}$itself happens to be a forest, then $\mathscr{F}_{\Gamma}^{-}$consists simply of all subsets of $\mathscr{G}_{\Gamma}^{-}$, so that one can indeed write

$$
\begin{equation*}
(\hat{\mathscr{A}} \otimes \mathrm{id}) \Delta \Gamma=\mathscr{R}_{G_{\Gamma}^{-}} \Gamma, \tag{35}
\end{equation*}
$$

where $\mathscr{R}_{\mathscr{F}} \Gamma$ is defined by $\mathscr{R}_{\varnothing} \Gamma=\Gamma$ and then via the recursion

$$
\begin{equation*}
\mathscr{R}_{\mathscr{F}} \Gamma=\mathscr{R}_{\mathscr{F} \backslash \varrho(\mathscr{F})} \prod_{\gamma \in \varrho(\mathscr{F})}\left(\mathrm{id}-\mathscr{C}_{\gamma}\right) \Gamma . \tag{36}
\end{equation*}
$$

In general however this is not the case, and this is precisely the problem of "overlapping divergences". In order to deal with this, we introduce the following variant of (35) which still works in the general case. To formulate it, we introduce the notion of a "forest interval" $\mathbb{M}$ for $\Gamma$ which is a subset of $\mathscr{F}_{\Gamma}^{-}$of the form $[\underline{\mathbb{M}}, \overline{\mathbb{M}}]$ in the sense that it consists precisely of all those forests $\mathscr{F} \in \mathscr{F}_{\Gamma}^{-}$such that $\underline{\mathbb{M}} \subset \mathscr{F} \subset \overline{\mathbb{M}}$. An alternative description of $\mathbb{M}$ is that there is a forest $\delta(\mathbb{M})=\overline{\mathbb{M}} \backslash \underline{\mathbb{M}}$ disjoint from $\mathbb{M}$ and such that $\mathbb{M}$ consists of all forests of the type $\underline{\mathbb{M}} \cup \mathscr{F}$ with $\mathscr{F} \subset \delta(\mathbb{M})$. Given a forest interval, we define an operation $\mathscr{R}_{\mathbb{M}}$ which renormalises all subgraphs in $\delta(\mathbb{M})$ and contracts those subgraphs in $\mathbb{M}$. In other words, we set $\mathscr{R}_{\mathbb{M}}=\mathscr{R}_{\mathbb{M}}^{\bar{M}}$, where $\mathscr{R}_{\mathbb{M}}^{\mathscr{F}}$ is defined recursively by

$$
\mathscr{R}_{\mathbb{M}}^{\mathscr{F}} \Gamma=\mathscr{R}_{\mathbb{M}}^{\mathscr{F} \backslash \varrho(\mathscr{F})} \prod_{\gamma \in \varrho(\mathscr{F})} \mathscr{C}_{\gamma}^{\sharp} \Gamma, \quad \mathscr{C}_{\gamma}^{\sharp}=\left\{\begin{array}{cl}
\text { id }-\mathscr{C}_{\gamma} \text { if } \gamma \in \delta(\mathbb{M}), \\
-\mathscr{C}_{\gamma} & \text { otherwise } .
\end{array}\right.
$$

This definition is consistent with (36) in the sense that one has $\mathscr{R}_{\mathscr{F}}=\mathscr{R}_{\mathbb{M}}$ for $\mathbb{M}=[\varnothing, \mathscr{F}]$. Combining Proposition 3.3 with (34), we then obtain the following alternative characterisation of our renormalisation map.

Lemma 3.4 Let $\Gamma$ be a Feynman diagram and let $\mathscr{P}$ be a partition of $\mathscr{F}_{\Gamma}^{-}$consisting of forest intervals. Then, one has the identity $(\hat{\mathscr{A}} \otimes \mathrm{id}) \Delta \Gamma=\sum_{\mathbb{M} \in \mathscr{P}} \mathscr{R}_{\mathbb{M}} \Gamma$.

### 3.2 Proof of the BPHZ Theorem, Theorem 3.1

We now have all the ingredients in place to prove Theorem 3.1. We only need to show that for every (connected) Feynman diagram $\Gamma$ there are constants $C_{\Gamma}$ and $N_{\Gamma}$ such that for every test function $\varphi$ with compact support in the ball of radius 1 one has the bound

$$
\begin{equation*}
\left|\left(\Pi_{\mathrm{BPHZ}}^{K} \Gamma\right)(\varphi)\right| \leq C_{\Gamma} \prod_{e \in \mathscr{E}}\left|K_{\mathfrak{t}(e)}\right|_{N_{\Gamma}} \sup _{|k| \leq N_{\Gamma}}\left\|D^{(k)} \varphi\right\|_{L^{\infty}}, \tag{37}
\end{equation*}
$$

where $\left|K_{\mathfrak{t}}\right|_{N}$ denotes the smallest constant $C$ such that (2) holds for all $|k| \leq N$.
The proof of (37) follows the same lines as that of the main result in [3], but with a number of considerable simplifications:

- There is no "positive renormalisation" in the present context so that we do not need to worry about overlaps between positive and negative renormalisations. As a consequence, we also do not make any claim on the behaviour of (37) when rescaling the test function. In general, it is false that (37) obeys the naive powercounting when $\varphi$ is replaced by $\varphi^{\lambda}$ and $\lambda \rightarrow 0$ as in [16, Lem. A.7].
- The BPHZ renormalisation procedure studied in the present article is directly formulated at the level of graphs. In [2, 3] on the other hand, it is formulated at the level of trees (which are the objects indexing a suitable family of stochastic processes) and then has to be translated into a renormalisation procedure on graphs which, depending on how trees are glued together in order to form these graphs, creates additional "useless" terms.
- We only consider kernels with a single argument, corresponding to "normal" edges in our graphs, while [3] deals with non-Gaussian processes which then gives rise to Feynman diagrams containing some "multiedges".

We therefore only give an overview of the main steps, but we hope that the style of our exposition is such that the interested reader will find it possible to fill in the missing details without undue effort.

As in the proof of Proposition 2.4, we break the domain of integration into Hepp sectors $D_{\mathbf{T}}$ and we estimate terms separately on each sector. The main trick is then to resum the terms as in Lemma 3.4, but by using a partition $\mathscr{P}_{\mathbf{T}}$ that is adapted to the Hepp sector $\mathbf{T}$ in such a way that the occurrences of (id $-\mathscr{C}_{\gamma}$ ) create cancellations that are useful on $D_{\mathbf{T}}$.

In order to formulate this, it is convenient to write all the terms appearing in the definition of $\Pi_{\mathrm{BPHZ}}^{K} \Gamma$ as integrals over the same set of variables. For this, we henceforth fix a connected Feynman diagram $\Gamma$ once and for all, together with an arbitrary total order for its vertices.

We then define the space $\hat{\mathscr{T}}_{\Gamma}$ generated by connected Feynman diagrams $\bar{\Gamma}$ with edges and vertices in bijection with those of $\Gamma$ via a map $\tau:(\overline{\mathcal{E}}, \overline{\mathscr{V}}) \rightarrow(\mathscr{E}, \mathscr{V})$, together with a vertex labelling $\mathfrak{n}$, as well as a map $\mathfrak{d}: \overline{\mathscr{E}} \rightarrow \mathbf{N}$ which vanishes on all legs of $\bar{\Gamma}$. The goal of this map is to allow us to keep track on which parts of $\Gamma$ were
contracted, as well as the structure of nested contractions: $\mathfrak{d}$ measures how "deep" a given edge lies within nested contractions. In particular, it is natural to impose that $\mathfrak{d}$ vanishes on legs since they are never contracted. We furthermore impose that for every $j>0$, every connected component $\hat{\gamma}$ of $\mathfrak{d}^{-1}(j)$ has the following two properties.

- The highest vertex $v_{\star}(\hat{\gamma})$ of $\hat{\gamma}$ has an incident edge $e$ with $\mathfrak{d}(e)<j$. (Here, "highest" refers to the total order we fixed on vertices of $\Gamma$, which is transported to $\bar{\Gamma}$ by the bijection between vertices of $\Gamma$ and $\bar{\Gamma}$.)
- All edges $e$ incident to a vertex of $\hat{\gamma}$ other than $v_{\star}(\hat{\gamma})$ satisfy $\mathfrak{d}(e) \geq j$.

Writing $\overline{\mathscr{V}}^{c} \subset \overline{\mathscr{V}}$ for those vertices $v$ with at least one edge $e$ incident to $v$ such that $\mathfrak{d}(e)>0$, we also impose that $\mathfrak{n}(v)=0$ for $v \notin \overline{\mathscr{V}}^{c}$. We view $\Gamma$ itself as an element of $\hat{\mathscr{T}}_{\Gamma}$ by setting $\mathfrak{d} \equiv 0$. Note that this data defines a map $v \mapsto v_{\star}$ from $\overline{\mathscr{V}}^{c}$ to $\overline{\mathscr{V}}^{c}$ such that $v \mapsto v_{\star}(\hat{\gamma})$ for $\hat{\gamma}$ the connected component of $\mathfrak{d}^{-1}(j)$ with the lowest possible value of $j$ containing $v$.

For $\gamma \subset \Gamma$ as above, we then define maps $\hat{\mathscr{C}}_{\gamma}$ on $\hat{\mathscr{T}}_{\Gamma}$ similarly to (32). This time however, we set $\hat{\mathscr{C}}_{\gamma} \bar{\Gamma}=0$ unless the following conditions are met.

- The graph $\tau^{-1}(\gamma) \subset \bar{\Gamma}$ is connected.
- For every edge $e$ adjacent to $\tau^{-1}(\gamma)$, one has $\mathfrak{d}(e) \leq \inf _{\hat{e} \in \hat{\mathscr{C}}} \mathfrak{d}(\hat{e})$.

We also restrict the sum over labels $\ell$ supported on edges with $\mathfrak{d}(e)=\inf _{\hat{e} \in \hat{\mathscr{C}}} \mathfrak{d}(\hat{e})$. In order to remain in $\hat{\mathscr{T}}_{\Gamma}$, instead of extracting $\hat{\gamma}=\tau^{-1}(\gamma)$, we reconnect the edges of $\bar{\Gamma}$ adjacent to $\hat{\gamma}$ to the highest vertex $\hat{v}$ of $\hat{\gamma}$ and we increase $\mathfrak{d}(e)$ by 1 on all edges $e$ of $\hat{\gamma}$. We similarly define elements $\hat{\mathscr{R}}_{\mathbb{M}} \Gamma$ as above with every instance of $\mathscr{C}_{\gamma}$ replaced by $\hat{\mathscr{C}}_{\gamma}$. We also view $\Gamma$ itself as an element of $\hat{\mathscr{T}}_{\Gamma}$ by setting both $\mathfrak{d}$ and $\mathfrak{n}$ to 0 .

Let us illustrate this by taking for $\Gamma$ the diagram of Fig. 2 and for $\gamma$ the triangle shaded in grey. In this case, assuming that the order on our vertices is such that the first vertex is the leftmost one and that the degree of $\gamma$ is above -1 so that no node-decorations are needed, we have

with $\mathfrak{d}(v)$ equal to 1 in the shaded region of the diagram on the right. The green node then denotes the element $v_{\star}$ for all the nodes $v$ in that region. This time, it follows in virtually the same way as the proof of Proposition 2.19 that if $\gamma_{1}$ and $\gamma_{2}$ are either vertex disjoint or such that one is included in the other, then the operators $\hat{\mathscr{C}}_{\gamma_{1}}$ and
$\hat{\mathscr{C}}_{\gamma_{2}}$ commute. In particular, we can simply write

$$
\begin{equation*}
\hat{\mathscr{R}}_{\mathbb{M}} \Gamma=\left(\prod_{\gamma \in \delta(\mathbb{M})}\left(\mathrm{id}-\hat{\mathscr{C}}_{\gamma}\right) \prod_{\bar{\gamma} \in \mathbb{\mathbb { M }}}\left(-\hat{\mathscr{C}}_{\bar{\gamma}}\right)\right) \Gamma, \tag{38}
\end{equation*}
$$

without having to worry about the order of the operations as in (36).
For every $K \in \mathscr{K}_{\infty}^{-}$and every test function $\varphi$, we then have a linear map $\mathscr{W}^{K}: \hat{\mathscr{T}}_{\Gamma} \rightarrow \mathscr{C}^{\infty}\left(\mathbf{S}^{\mathscr{V} \star}\right)$ given by

$$
\begin{aligned}
\left(\mathscr{W}^{K} \bar{\Gamma}\right)(x)= & \prod_{e \in \overline{\mathscr{B}}_{\star}} K_{\mathfrak{t}(e)}\left(x_{\tau\left(e_{+}\right)}-x_{\tau\left(e_{-}\right)}\right) \prod_{v \in \overline{\mathscr{T}}_{\star}}\left(x_{\tau(v)}-x_{\tau\left(v_{\star}\right)}\right)^{\mathfrak{n}(v)} \\
& \times\left(D_{1}^{\ell_{1}} \cdots D_{k}^{\ell_{k}} \varphi\right)\left(x_{v_{1}}, \ldots, x_{v_{k}}\right),
\end{aligned}
$$

where $\tau: \overline{\mathscr{V}} \cup \overline{\mathscr{E}} \rightarrow \mathscr{V} \cup \mathscr{E}$ is the bijection between edges and vertices of $\bar{\Gamma}$ and those of $\Gamma, v_{i}$ are the vertices to which the $k$ legs of $\Gamma$ are attached, and $\ell_{i}$ are the corresponding multiindices as in (5). With this notation, our definitions show that, for every partition $\mathscr{P}$ of $\mathscr{F}_{\Gamma}^{-}$into forest intervals, one has

$$
\left(\Pi_{\mathrm{BPHZ}}^{K} \Gamma\right)(\varphi)=\sum_{\mathbb{M} \in \mathscr{P}} \int_{\mathbf{S}^{\tau_{\star}}}\left(\mathscr{W}^{K} \hat{\mathscr{R}}_{\mathbb{M}} \Gamma\right)(x) d x .
$$

We bound this rather brutally by

$$
\begin{align*}
\left|\left(\Pi_{\text {BPHz }}^{K} \Gamma\right)(\varphi)\right| & \leq \sum_{\mathbf{T}} \sum_{\mathbb{M} \in \mathscr{P}_{\mathbf{T}}} \int_{D_{\mathbf{T}}}\left|\left(\mathscr{W}^{K} \hat{\mathscr{R}}_{\mathbb{M}} \Gamma\right)(x)\right| d x  \tag{39}\\
& \leq \sum_{\mathbf{T}} \sum_{\mathbb{M} \in \mathscr{P}_{\mathbf{T}}} \sup _{x \in D_{\mathbf{T}}}\left|\left(\mathscr{W}^{K} \hat{\mathscr{R}}_{\mathbb{M}} \Gamma\right)(x)\right| \prod_{u \in T} 2^{-d \mathbf{n}_{u}} .
\end{align*}
$$

At this stage, we would like to make a smart choice for the partition $\mathscr{P}_{\mathbf{T}}$ which allows us to obtain a summable bound for this expression. In order to do this, we would like to guarantee that a cancellation (id- $\hat{\mathscr{C}}_{\gamma}$ ) appears for all of the subgraphs $\gamma$ that are such that the length of all adjacent edges (as measured by the quantity $\left.\left|x_{\tau\left(e_{+}\right)}-x_{\tau\left(e_{-}\right)}\right|\right)$is much greater than the diameter of $\gamma$ (measured in the same way).

In order to achieve this, we first note that by Proposition 3.11 and (56) below, we can restrict ourselves in (39) to the case where $\mathscr{P}_{\mathbf{T}}$ is a partition of the subset $\hat{\mathscr{F}}_{\Gamma}^{-} \subset \mathscr{F}_{\Gamma}^{-}$of all forests containing only subgraphs that are full in $\Gamma$. (Recall that a subgraph $\bar{\gamma} \subset \Gamma$ is full in $\Gamma$ if it is induced by a subset of the vertices of $\Gamma$ in the sense that it consists of all edges of $\Gamma$ connecting two vertices of the subset in question.) We then consider the following construction. For any forest $\mathscr{F} \in \hat{\mathscr{F}}_{\Gamma}^{-}$, write $\mathfrak{K}_{\mathscr{F}} \Gamma$ for the Feynman diagram obtained by performing the contractions of $\hat{\mathscr{C}}_{\mathscr{F}} \Gamma$. (So that $\hat{\mathscr{C}}_{\mathscr{F}} \Gamma$ is a linear combination of terms obtained from $\mathfrak{K} \mathscr{F} \Gamma$ by adding
node-labels $\mathfrak{n}$ and the corresponding derivatives on incident edges.) As above, write $\tau$ for the corresponding bijection between edges and vertices of $\mathfrak{K} \digamma$ and those of $\Gamma$. Given a Hepp sector $\mathbf{T}=(T, \mathbf{n})$ for $\Gamma$ and an edge $e$ of $\Gamma$, we then write $\operatorname{scale}_{\mathbf{T}}^{\mathscr{F}}(e)=\mathbf{n}\left(v_{e}\right)$, where $v_{e}=\tau\left(\tau^{-1}(e)_{-}\right) \wedge \tau\left(\tau^{-1}(e)_{+}\right)$is the common ancestor in $T$ of the two vertices incident to $e$, but when viewed as an edge of $\mathfrak{K q} \Gamma$. (Since we only consider forests consisting of full subgraphs, $\tau^{-1}(e)_{-}$and $\tau^{-1}(e)_{+}$are distinct, so this is well-defined.) Given $\gamma \in \mathscr{F}$, we then set

$$
\operatorname{int}_{\mathbf{T}}^{\mathscr{F}}(\gamma)=\inf _{e \in \mathscr{C}_{\gamma}^{\mathscr{F}}} \operatorname{scale}_{\mathbf{T}}^{\mathscr{F}}(e), \quad \operatorname{ext}_{\mathbf{T}}^{\mathscr{F}}(\gamma)=\sup _{e \in \partial \mathscr{C}_{\gamma}^{\mathscr{F}}} \operatorname{scale}_{\mathbf{T}}^{\mathscr{F}}(e),
$$

where $\mathscr{E}_{\gamma}^{\mathscr{F}}$ denotes the edges belonging to $\gamma$, but not to any of the children of $\gamma$ in $\mathscr{F}$, while $\partial \mathscr{E}_{\gamma}^{\mathscr{F}}$ denotes the edges adjacent to $\gamma$ and belonging to the parent $\mathscr{A}(\gamma)$ of $\gamma$ in $\mathscr{F}$ (with the convention that if $\gamma$ has no parent, then $\mathscr{A}(\gamma)=\Gamma$ ). With these notations, we then make the following definition.
Definition 3.5 Fix a Hepp sector T. Given a forest $\mathscr{F} \in \hat{\mathscr{F}}_{\Gamma}^{-}$, we say that $\gamma \in \mathscr{F}$ is safe in $\mathscr{F}$ if $\operatorname{ext}_{\mathbf{T}}^{\mathscr{F}}(\gamma) \geq \inf _{\mathbf{T}}^{\mathscr{F}}(\gamma)$ and that it is unsafe in $\mathscr{F}$ otherwise. Given a forest $\mathscr{F}$ and a subgraph $\gamma \in \mathscr{G}_{\Gamma}^{-}$, we say that $\gamma$ is safe/unsafe for $\mathscr{F}$ if $\mathscr{F} \cup\{\gamma\} \in \hat{\mathscr{F}}_{\Gamma}^{-}$and $\gamma$ is safe/unsafe in $\mathscr{F} \cup\{\gamma\}$. Finally, we say that a forest $\mathscr{F}$ is safe if every $\gamma \in \mathscr{F}$ is safe in $\mathscr{F}$.

The following remark is then crucial.
Lemma 3.6 Let $\mathscr{F}_{s} \in \hat{\mathscr{F}}_{\Gamma}^{-}$be a safe forest and write $\mathscr{F}_{u}$ for the collection of all $\gamma \in \mathscr{G}_{\Gamma}^{-}$that are unsafe for $\mathscr{F}_{s}$. Then, one has $\mathscr{F}_{s} \cup \mathscr{F}_{u} \in \hat{\mathscr{F}}_{\Gamma}^{-}$and furthermore every $\gamma$ in $\mathscr{F}_{s} \mathscr{F}_{u}$ is safelunsafe in $\mathscr{F}_{s} \cup \mathscr{F}_{u}$.

Proof Fix $\mathscr{F}_{s}$ and write again $\tau$ for the corresponding bijection between edges and vertices of $\mathfrak{K}_{\mathscr{F}_{s}} \Gamma$ and those of $\Gamma$. For each $\gamma \in \mathscr{F}_{s}$, write $\mathscr{V}_{\gamma}^{\mathscr{F}_{s}} \subset \mathscr{V}$ for the set of vertices of the form $\tau\left(\tau^{-1}(e)_{ \pm}\right)$for $e \in \mathscr{E}_{\gamma}^{\mathscr{F}_{s}}$, as well as $v_{\star, \gamma}^{\mathscr{F}_{s}} \in \mathscr{C}_{\gamma}^{\mathscr{F}_{s}}$ for the highest one of these vertices. (This is the vertex that edges outside of $\gamma$ were reconnected to by the operation $\mathfrak{K}_{\mathscr{F}_{s}}$.) We also write $\partial \mathscr{V}_{\gamma}^{\mathscr{F}_{s}} \subset \mathscr{V}$ for all vertices of the form $\tau\left(\tau^{-1}(e)_{ \pm}\right)$for $e \in \partial \mathscr{C}_{\gamma}^{\mathscr{F}_{s}}$ that are not in $\mathscr{V}_{\gamma}^{\mathscr{F}_{s}}$.

With this notation, $\operatorname{int}_{\mathbf{T}}^{\mathscr{F}}(\gamma)=\mathbf{n}\left(\left(\mathscr{V}_{\gamma}^{\mathcal{F}_{s}}\right)^{\uparrow}\right)$ and there exists a vertex $w \in \partial \mathscr{V}_{\gamma}^{\mathscr{F}_{s}}$ for $\mathscr{A}(\gamma)$ the parent of $\gamma$ in $\mathscr{F}_{s}$ (with the convention as above) such that $\operatorname{ext}_{\mathbf{T}}^{\mathscr{F}}(\gamma)=$ $\mathbf{n}\left(v_{\star, \gamma}^{\mathscr{F}_{s}} \wedge w\right)$. Since both $\left(\mathscr{V}_{\gamma}^{\mathscr{F}_{s}}\right)^{\uparrow}$ and $v_{\star, \gamma}^{\mathscr{F}_{s}} \wedge w$ lie on the path connecting the root of $T$ to $v_{\star, \gamma}$, it follows from the definition of a safe forest that one necessarily has $v_{\star, \gamma}^{\mathscr{F}_{s}} \wedge w>\left(\mathscr{V}_{\gamma}^{\mathscr{F}_{s}}\right)^{\uparrow}$.

Let now $\bar{\gamma} \in \mathscr{G}_{\Gamma}^{-} \backslash \mathscr{F}_{s}$ be such that $\mathscr{F}_{s} \cup\{\bar{\gamma}\} \in \hat{\mathscr{F}}_{\Gamma}^{-}$and set $\mathscr{T}_{\bar{\gamma}}=\mathscr{V}_{\bar{\gamma}}^{\mathscr{F}_{s} \cup\{\bar{\gamma}\}}$ as well as $\partial \mathscr{C}_{\bar{\gamma}}=\partial \mathscr{V}_{\bar{\gamma}}^{\mathscr{F}_{s} \cup\{\bar{\gamma}\}}$. It follows from the definitions that $\bar{\gamma} \in \mathscr{F}_{u}$ if and only if none of the descendants of $\mathscr{V}_{\bar{\gamma}}^{\uparrow}$ in $T$ belongs to $\partial \mathscr{V}_{\bar{\gamma}}$. As a consequence of this characterisation, any two graphs $\gamma_{1}, \gamma_{2} \in \mathscr{F}_{u}$ are either vertex-disjoint, or one of them is included in the other one. Indeed, assume by contradiction that neither is
included in the other one and that their intersection $\gamma_{\cap}$ contains at least one vertex. Writing $\hat{\gamma}_{\cap}$ for one of the connected components of $\gamma_{\cap}$, there exist edges $e_{i}$ in $\gamma_{i}$ that are adjacent to $\hat{\gamma}_{\cap}$ : otherwise, since the $\gamma_{i}$ are connected, one of them would be contained in $\hat{\gamma}_{\cap}$. Write $v_{i}$ for the vertex of $e_{i}$ that does not belong to $\hat{\gamma}_{\cap}$. Such a vertex exists since otherwise it would not be the case that $\hat{\gamma}_{\cap}$ is full in $\gamma^{\uparrow}=\mathscr{A}\left(\gamma_{1}\right)=$ $\mathscr{A}\left(\gamma_{2}\right)$. Since $\gamma_{1}$ is unsafe, it follows that $v_{2}$ is not a descendent of $\left(\mathscr{V}_{\hat{\gamma}_{\cap}} \cup\left\{v_{1}\right\}\right)^{\uparrow}$, so that in particular, for every vertex $v \in \hat{\gamma}_{\cap}$, one has $v_{1} \wedge v>v_{2} \wedge v$. The same argument with the roles of $\gamma_{1}$ and $\gamma_{2}$ reversed then leads to a contradiction.

This shows that $\mathscr{F}_{s} \cup \mathscr{F}_{u}$ is indeed again a forest so that it remains to show the last statement. We will show a slightly stronger statement namely that, given an arbitrary forest $\mathscr{F}$, the property of $\gamma \in \mathscr{F}$ being safe or unsafe does not change under the operation of adding to $\mathscr{F}$ a graph $\bar{\gamma}$ that is unsafe for $\mathscr{F}$. Given the definitions, there are three potential cases that could affect the "safety" of $\gamma$ : either $\bar{\gamma} \subset \gamma$, or $\gamma \subset \bar{\gamma}$, or $\bar{\gamma} \subset \mathscr{A}(\gamma)$ and there exists an edge $e$ adjacent to both $\gamma$ and $\bar{\gamma}$. We consider these three cases separately and we write $\overline{\mathscr{F}}=\mathscr{F} \cup\{\bar{\gamma}\}$.

In the case $\bar{\gamma} \subset \gamma$, it follows from the ultrametric property and the fact that $\bar{\gamma}$ is unsafe that int $\mathbf{T}_{\mathbf{F}}^{\mathscr{F}}(\gamma)=\operatorname{int}_{\mathbf{T}}^{\mathscr{F}}(\gamma)$ whence the desired property follows. In the case $\gamma \subset$ $\bar{\gamma}$, it is $\operatorname{ext}_{\mathbf{T}}^{\mathscr{F}}(\gamma)$ which could potentially change since $\partial \mathscr{C}_{\gamma}^{\mathscr{F}}$ becomes smaller when adding $\bar{\gamma}$. Note however that by the ultrametric property, combined with the fact that $\bar{\gamma}$ is unsafe, the edges $e$ in $\partial \mathscr{C}_{\gamma}^{\mathscr{F}} \backslash \partial \mathscr{E}_{\gamma}^{\bar{F}}$ satisfy $\operatorname{scale}_{\mathbf{T}}^{\mathscr{F}}(e)=\operatorname{scale}_{\mathbf{T}}^{\bar{F}}(e)$. Furthermore, again as a consequence of $\bar{\gamma}$ being unsafe, one has $\operatorname{scale}_{\mathbf{T}}^{\overline{\mathscr{F}}}(e)<\operatorname{scale}_{\mathbf{T}}^{\overline{\mathscr{F}}}(\bar{e})$ for every edge $\bar{e}$ in $\bar{\gamma}$ which is not in $\gamma$, so in particular for $\bar{e} \in \partial \mathscr{C}_{\gamma}^{\bar{Y}}$. This shows again that $\operatorname{ext}_{\mathbf{T}}^{\mathscr{F}}(\gamma)=\operatorname{ext}_{\mathbf{T}}{ }^{\bar{F}(\gamma)}$ as required. The last case can be dealt with in a very similar way, thus concluding the proof.

As a corollary of the proof, we see that the definition of the notion of "safe forest" as well as the construction of $\mathscr{F}_{u}$ given a safe forest $\mathscr{F}_{s}$ only depend on the topology of the tree $T$ and not on the specific scale assignment $\mathbf{n}$. It also follows that, given an arbitrary $\mathscr{F} \in \hat{\mathscr{F}}_{\Gamma}^{-}$, there exists a unique way of writing $\mathscr{F}=\mathscr{F}_{s} \cup \mathscr{F}_{u}$ with $\mathscr{F}_{s}$ a safe forest and $\mathscr{F}_{u}$ being unsafe for $\mathscr{F}_{s}$ (and equivalently for $\mathscr{F}$ ). In particular, writing $\mathscr{F}_{\Gamma}^{(s)}(T)$ for the collection of safe forests for the tree $T$, the collection $\mathscr{P}_{\mathbf{T}}=$ $\left\{\left[\mathscr{F}_{s}, \mathscr{F}_{s} \cup \mathscr{F}_{u}\right]: \mathscr{F}_{s} \in \mathscr{F}_{\Gamma}^{(s)}(T)\right\}$ where, for any $\mathscr{F}_{s}$, the forest $\mathscr{F}_{u}$ is defined as in Lemma 3.6, forms a partition of $\hat{\mathscr{F}}_{\Gamma}^{-}$into forest intervals. It then follows from (39) that

$$
\left|\left(\Pi_{\mathrm{BPHz}}^{K} \Gamma\right)(\varphi)\right| \leq \sum_{T} \sum_{\mathscr{F}_{s} \in \mathscr{F}_{\Gamma}^{(s)}(T)} \sum_{\mathbf{n}} \sup _{x \in D_{\mathbf{T}}}\left|\left(\mathscr{N}^{K} \hat{\mathscr{R}}_{\left[\mathscr{F}_{s}, \mathscr{F}_{s} \cup \mathscr{F}_{u}\right]} \Gamma\right)(x)\right| \prod_{v \in T} 2^{-d \mathbf{n}_{v}}
$$

where $\mathbf{n}$ runs over all monotone integer labels for $T$ and the construction of $\mathscr{F}_{u}$ given $\mathscr{F}_{s}$ and $T$ is as above. We note that the first two sums are finite, so that as in the proof of Proposition 2.4 it is sufficient, for any given choice of $T$ and safe forest $\mathscr{F}_{s}$, to find a collection real-valued function $\left\{\eta_{i}\right\}_{i \in I}$ (for some finite index set $I$ ) on
the interior vertices of $T$ such that

$$
\begin{equation*}
\sum_{\mathbf{n}} \sup _{x \in D_{\mathbf{T}}}\left|\left(\mathscr{W}^{K} \hat{\mathscr{R}}_{\left[\mathscr{F}_{s}, \mathscr{F}_{s} \cup \mathscr{F}_{u}\right]} \Gamma\right)(x)\right| \prod_{v \in T} 2^{-d \mathbf{n}_{v}} \leq \sum_{i \in I} \sum_{\mathbf{n}} \prod_{v \in T} 2^{-\eta_{i}(v) \mathbf{n}_{v}} \tag{40}
\end{equation*}
$$

and such that

$$
\begin{equation*}
\sum_{w \geq v} \eta_{i}(w)>0, \quad \forall v \in T, \quad \forall i \in I \tag{41}
\end{equation*}
$$

which then guarantees that the above expression converges.
Before we turn to the construction of the $\eta_{i}$, let us examine in a bit more detail the structure of the graph $\mathfrak{K}_{\mathscr{F}} \Gamma=\left(\mathscr{V}_{\mathcal{F}}, \mathscr{E}_{\mathscr{F}}\right)$. Writing $\tau$ for the bijection between $\mathfrak{K}_{\mathscr{F}} \Gamma$ and $\Gamma$, every $\gamma \in \mathscr{F}$ yields a subgraph $\mathfrak{K}(\gamma)=\left(\mathscr{V}_{\gamma}, \mathscr{E}_{\gamma}\right)$ of $\mathfrak{K}_{\mathscr{F}} \Gamma$ whose edge set is given by the preimage under $\tau$ of the edge set of $\gamma \backslash \bigcup \mathscr{C}(\gamma)$, where $\mathscr{C}(\gamma)$ denotes the set of all children of $\gamma$ in $\mathscr{F}$. Furthermore, $\mathfrak{K}(\gamma)$ is connected by exactly one vertex to $\mathfrak{K}(\bar{\gamma})$, for $\bar{\gamma} \in \mathscr{C}(\gamma) \cup\{\mathscr{A}(\gamma)\}$, and it is disconnected from $\mathfrak{K}(\bar{\gamma})$ for all other elements $\gamma \in \mathscr{F}$. This is also the case if $\gamma$ is a root of $\mathscr{F}$, so that $\mathscr{A}(\gamma)=\Gamma$ by our usual convention, if we set $\mathfrak{K}(\Gamma)$ to be the preimage in $\mathfrak{K} \mathscr{F} \Gamma$ of the complement of all roots of $\mathscr{F}$. We henceforth write $v_{\star}(\gamma)$ for the unique vertex connecting $\mathfrak{K}(\gamma)$ to $\mathfrak{K}(\mathscr{A}(\gamma))$ and we write $\mathscr{V}_{\gamma}^{\star}=\mathscr{V}_{\gamma} \backslash\left\{v_{\star}(\gamma)\right\}$, so that one has a partition $\mathscr{V}_{\mathscr{F}}=\mathscr{V}_{\Gamma} \sqcup \bigsqcup_{\gamma \in \mathscr{F}} \mathscr{V}_{\gamma}{ }^{\star}$.

In this way, the tree structure of $\mathscr{F}$ is reflected in the topology of $\mathfrak{K}_{\mathscr{F}} \Gamma$, as illustrated in Fig. 3, where each $\mathfrak{K}(\gamma)$ is stylised by a coloured shape, with parents having lighter shades than their children and connecting vertices drawn in red. Recall that we also fixed a total order on the vertices of $\Gamma$ (and therefore those of $\mathfrak{K}_{\mathscr{F}} \Gamma$ ) and that the construction of $\mathfrak{K}_{\mathscr{F}} \Gamma$ implies that the corresponding order on $\left\{v_{\star}(\gamma)\right\}_{\gamma \in \mathscr{F}}$ is compatible with the partial order on $\mathscr{F}$ given by inclusion. For $e \in \mathscr{E} \mathscr{F}$, write $M_{e} \subset\{+,-\}$ for those ends such that $\tau(e) \bullet \neq \tau\left(e_{\bullet}\right)$ for $\bullet \in M_{e}$ and set

$$
\mathscr{E}_{\mathscr{F}}^{\bullet}=\left\{(e, \bullet): e \in \mathscr{E}_{\mathscr{F}}^{m}, \bullet \in M_{e}\right\} .
$$

Then, by the construction of $\mathfrak{K}_{\mathscr{F}} \Gamma$, for every $\bullet \in M_{e}$ there exists a unique $\gamma_{\bullet}(e) \in \mathscr{F}$ and vertex $e_{0} \in \mathscr{T}_{\mathcal{F}}$ such that

$$
\begin{equation*}
e_{\bullet}=v_{\star}\left(\gamma_{\bullet}(e)\right), \quad e_{\circ}=\tau^{-1}\left(\tau(e)_{\bullet}\right) \in \mathscr{V}_{\gamma_{\bullet}(e)}, \quad e \in \mathscr{E}_{\mathbb{S}\left(\gamma_{\bullet}(e)\right)} . \tag{42}
\end{equation*}
$$

Fig. 3 Structure of $\mathfrak{K}_{\mathscr{F}} \Gamma$


Given $\ell: \mathscr{C}_{\mathscr{F}}^{\bullet} \rightarrow \mathbf{N}^{d}$, we then define a canonical basis element $\mathscr{D}_{\mathscr{F}}^{\ell} \Gamma \in \hat{\mathscr{T}}_{\Gamma}$ by

$$
\mathscr{D}_{\mathscr{F}}^{\ell} \Gamma=\left(\mathfrak{K}_{\mathscr{F}} \Gamma, \mathfrak{t}^{(\ell)}, \pi \ell\right),
$$

where $\mathfrak{t}^{(\ell)}$ is the edge-labelling given by $\mathfrak{t}^{(\ell)}(e)=\mathfrak{t}(\tau(e))+\sum_{\bullet \in M_{e}} \ell(e, \bullet)$, with $\mathfrak{t}$ the original edge-labelling of $\Gamma$, and $\pi \ell$ is the node-labelling given by $\pi \ell(v)=\sum\left\{\ell(e, \bullet): e_{\circ}=v\right\}$. Given $\gamma \in \mathscr{F}$ and $\ell$ as above, we also set $\ell(\gamma)=\sum\left\{|\ell(e, \bullet)|: \gamma_{\bullet}(e)=\gamma\right\}$.

We now return to the bound (40) and first consider the special case when $\mathscr{F}_{s}$ is a safe forest such that $\mathscr{F}_{u}=\varnothing$. By (32) and (38), $\hat{\mathscr{R}}_{\mathscr{F}_{s}} \Gamma$ can then be written as

$$
\begin{equation*}
\hat{\mathscr{R}}_{\mathscr{F}_{s}} \Gamma=(-1)^{\left|\mathscr{F}_{s}\right|} \sum_{\ell: \mathscr{E}_{\mathscr{F}_{s} \rightarrow \mathbf{N}^{d}}} \frac{(-1)^{\ell \text { out }}}{\ell!} \mathscr{D}_{\mathscr{F}_{s}}^{\ell} \Gamma, \tag{43}
\end{equation*}
$$

where $\ell_{\text {out }}=\sum\{|\ell(e, \bullet)|: \bullet=-\}$ and the sum in (43) is restricted to those choices of $\ell$ such that, for every $\gamma \in \mathscr{F}_{s}$, one has $\operatorname{deg} \gamma+\ell(\gamma) \leq 0$.

In this case, we take as the index set $I$ appearing in (41) all those functions $\ell$ appearing in the sum (43) (recall that the sum is restricted to finitely many such functions) and we set

$$
\eta_{\ell}(u)=d+\sum_{e \in \mathscr{C}_{\mathscr{F}_{s}}} \mathfrak{t}^{(\ell)}(e) \mathbf{1}_{e \uparrow}(u)+\sum_{(e, \bullet) \in \mathscr{C}_{\mathscr{F}_{\mathscr{F}_{s}}}}|\ell(e)| \mathbf{1}_{(e, \bullet)^{\uparrow}}(u),
$$

where, for $e \in \mathscr{E}_{\mathscr{F}_{s}}, e^{\uparrow}$ denotes the node of $T$ given by $\tau\left(e_{-}\right) \wedge \tau\left(e_{+}\right)$and, for $(e, \bullet) \in \mathscr{E}_{\mathscr{F}_{s}}^{\bullet},(e, \bullet)^{\uparrow}$ denotes the node $\tau\left(e_{\circ}\right) \wedge \tau\left(e_{\bullet}\right)$.

It follows from the definition of $\mathscr{W}^{K}$ that this choice does indeed satisfy (40). We now claim that as a consequence of the fact that $\mathscr{F}_{s}$ is such that $\mathscr{F}_{u}=\varnothing$, it also satisfies (41). Assume by contradiction that there exists a node $u$ of $T$ and a labelling $\ell$ such that $a \stackrel{\text { def }}{=} \sum_{v \geq u} \eta_{\ell}(v) \leq 0$. Write $\mathscr{V}_{0} \subset \mathscr{V}_{\mathscr{F}_{s}}$ for the vertices $v$ such that $\tau(v) \geq u$ in $T$ and $\Gamma_{0}=\left(\mathscr{E}_{0}, \mathscr{V}_{0}\right) \subset \mathfrak{K}_{\mathscr{F}_{s}} \Gamma$ for the corresponding subgraph. In general, $\Gamma_{0}$ does not need to be connected, so we write $\Gamma_{0}^{(i)}=\left(\mathscr{E}_{0}^{(i)}, \mathscr{V}_{0}^{(i)}\right)$ for its connected components. We then set

$$
a_{i} \stackrel{\text { def }}{=}\left|\mathscr{V}_{0}^{(i)}\right|-1+\sum_{e \in \mathscr{C}_{0}^{(i)}} \mathfrak{t}^{(\ell)}(e)+\sum_{(e, \bullet) \in \mathscr{C}_{\mathscr{F}_{s}}}|\ell(e)| \mathbf{1}_{\left\{e_{\bullet}, e_{0}\right\} \subset \mathscr{V}_{0}^{(i)}},
$$

so that $\sum_{i} a_{i} \leq a$, with equality if $\Gamma_{0}$ happens to be connected. Since $a \leq 0$, there exists $i$ such that $a_{i} \leq 0$. Furthermore, $i$ can be chosen such that $\left|\mathscr{V}_{0}^{(i)}\right| \geq 2$, since $\left|\mathscr{V}_{0}\right| \geq 2$ and we would otherwise have $a=\left|\mathscr{V}_{0}\right|-1 \geq 1$.

Set $\mathscr{V}_{0, \gamma}=\mathscr{V}_{0} \cap \mathscr{V}_{\gamma}$ and let $\mathscr{F}_{s}^{(i)} \subset \mathscr{F}_{s} \cup\{\Gamma\}$ be the subtree consisting of those $\gamma$ such that either $\mathscr{E}_{\gamma} \cap \mathscr{E}_{0}^{(i)} \neq \varnothing$ or $v_{\star}(\gamma) \in \mathscr{V}_{0}^{(i)}$ (or both). We also break $a_{i}$ into
contributions coming from each $\gamma \in \mathscr{F}_{s}^{(i)}$ by setting

$$
\begin{equation*}
a_{i, \gamma} \stackrel{\text { def }}{=}\left|\mathscr{V}_{0, \gamma}\right|-1+\sum_{e \in \mathscr{C}_{\gamma} \cap \mathscr{C}_{0}} \mathfrak{t}^{(\ell)}(e)+\sum_{(e, \bullet) \in \mathscr{C}_{\mathscr{F}_{s}}} \mathbf{1}_{\gamma_{\bullet}(e)=\gamma}|\ell(e)| \mathbf{1}_{\left\{e_{\bullet}, e_{\bullet}\right\} \subset \mathscr{V}_{0}^{(i)}} \tag{44}
\end{equation*}
$$

We claim that $\sum_{\gamma} a_{i, \gamma}=a_{i}$ : recalling that one always has $\Gamma \in \mathscr{F}_{s}^{(i)}$ by definition, the only part which is not immediate is that $\sum_{\gamma}\left(\left|\mathscr{V}_{0, \gamma}\right|-1\right)=\left|\mathscr{V}_{0}^{(i)}\right|-1$. This is a consequence of the fact that in the sum $\sum_{\gamma}\left|\mathcal{V}_{0, \gamma}\right|$, each "connecting vertex" is counted double. Since $\mathscr{F}_{s}^{(i)}$ is a tree, the number of these equals $\left|\mathscr{F}_{s}^{(i)}\right|-1$, whence the claim follows.

We introduce the following terminology. An element $\gamma \in \mathscr{F}_{s} \cup\{\Gamma\}$ is said to be "full" if $\mathscr{E}_{\gamma} \cap \mathscr{E}_{0}^{(i)}=\mathscr{E}_{\gamma}$, "empty" if $\mathscr{E}_{\gamma} \cap \mathscr{E}_{0}^{(i)}=\varnothing$, and "normal" otherwise. We also set $a_{i, \gamma}=0$ for all empty $\gamma$ with $\mathscr{V}_{0, \gamma}=\varnothing$. Recall furthermore the definition of $\operatorname{deg} \gamma$ for $\gamma \in \mathscr{F}_{s}$ given in (9) and the definition of $\ell(\gamma)$ given above. With this terminology, we then have the following.

Lemma 3.7 A full subgraph $\gamma$ cannot have an empty parent and one has

$$
\begin{array}{ll}
a_{i, \gamma}=\operatorname{deg} \gamma+\ell(\gamma)-\sum_{\bar{\gamma} \in \mathscr{C}(\gamma)}(\operatorname{deg} \bar{\gamma}+\ell(\bar{\gamma})) & \text { if } \gamma \text { is full, } \\
a_{i, \gamma}=0 & \text { if } \gamma \text { is empty, }  \tag{45}\\
a_{i, \gamma}>-\sum_{\bar{\gamma} \in \mathscr{C}_{\star}(\gamma)}(\operatorname{deg} \bar{\gamma}+\ell(\bar{\gamma})) & \text { if } \gamma \text { is normal, },
\end{array}
$$

where $\mathscr{C}_{\star}(\gamma)$ consists of those children $\bar{\gamma}$ of $\gamma$ such that $v_{\star}(\bar{\gamma}) \in \mathscr{V}_{0}^{(i)}$.
Before we proceed to prove Lemma 3.7, let us see how this leads to a contradiction. By (43), one has $\operatorname{deg} \bar{\gamma}+\ell(\bar{\gamma}) \leq 0$ for every $\gamma \in \mathscr{F}_{s}$ and a fortiori $\operatorname{deg} \bar{\gamma}<0$. Furthermore, since $\left|\mathscr{V}_{0}^{(i)}\right| \geq 2$, there exists at least one subgraph $\gamma$ which is either full or normal. Since full subgraphs can only have parents that are either full or normal and since $\Gamma$ itself cannot be full (since legs are never contained in $\mathscr{E}_{0}^{(i)}$ ), we have at least one normal subgraph. Since each of the negative terms $\operatorname{deg} \gamma+\ell(\gamma)$ appearing in the right hand side of the bound of $a_{i, \gamma}$ for $\gamma$ full is compensated by a corresponding term in its parent, and since we use the strict inequality appearing for normal $\gamma$ at least once, we conclude that one has indeed $\sum_{\gamma} a_{i, \gamma}>0$ as required.
Proof of Lemma 3.7 Let us first show that the bounds (45) hold. If $\gamma$ is empty, one has either $\gamma \notin \mathscr{F}_{s}^{(i)}$ in which case $\mathscr{V}_{0, \gamma}=\varnothing$ and $a_{i, \gamma}=0$ by definition, or $\mathscr{V}_{0, \gamma}=$ $v_{\star}(\gamma)$ in which case $a_{i, \gamma}=0$ by (44). If $\gamma$ is full, then it follows immediately from the definition of $\operatorname{deg} \gamma$ that one would have $a_{i, \gamma}=\operatorname{deg} \gamma-\sum_{\bar{\gamma} \in \mathscr{C}(\gamma)} \operatorname{deg} \bar{\gamma}$ if it weren't for the presence of the labels $\ell$. If $\gamma$ is full then, whenever $(e, \bullet)$ is such that $\gamma_{\bullet}(e)=\gamma$, one also has $\left\{e_{\bullet}, e_{0}\right\} \subset \mathscr{V}_{0}^{(i)}$ by (42) and the definition of being full. Similarly, one has $e \in \mathscr{E}_{\gamma} \cap \mathscr{E}_{0}$ whenever $\gamma_{\bullet}(e) \in \mathscr{C}(\gamma)$. The first identity in
(45) then follows from the fact that each edge with $\gamma_{\bullet}(e)=\gamma$ contributes $|\ell(e)|$ to the last term in (44) while each edge with $\gamma_{\bullet}(e) \in \mathscr{C}(\gamma)$ contributes $-|\ell(e)|$ to the penultimate term.

Regarding the last identity in (45), given a normal subgraph $\gamma$, write $\hat{\gamma}$ for the subgraph of $\Gamma$ with edge set given by

$$
\begin{equation*}
\hat{\mathscr{E}}=\tau\left(\mathscr{C}_{\gamma} \cap \mathscr{C}_{0}^{(i)}\right) \cup \bigcup_{\bar{\gamma} \in \mathscr{C}_{\star}(\gamma)} \mathscr{E}(\bar{\gamma}) . \tag{46}
\end{equation*}
$$

In exactly the same way as for a full subgraph, one then has $a_{i, \gamma} \geq \operatorname{deg} \hat{\gamma}-$ $\sum_{\bar{\gamma} \in \mathscr{C}_{\star}(\gamma)}(\operatorname{deg} \bar{\gamma}+\ell(\bar{\gamma}))$. The reason why this is an inequality and not an equality is that we may have additional positive contributions coming from those $\ell(e)$ with $\gamma_{m}(e)=\gamma$ and such that $e_{\circ} \in \mathscr{V}_{0}^{(i)}$, while we do not have any negative contributions from those $\ell(e)$ with $\gamma_{m}(e) \in \mathscr{C}_{\star}(\gamma)$ but $e \notin \mathscr{C}_{0}^{(i)}$. The claim then follows from the fact that one necessarily has $\operatorname{deg} \hat{\gamma}>0$ by the assumption that $\mathscr{F}_{u}=\varnothing$. Indeed, it follows from its definition and the construction of the Hepp sector $T$ that the subgraph $\Gamma_{0}$ satisfies that scale $\mathbf{T}_{\mathbf{T}}^{\mathscr{F}_{s}}(e)>\operatorname{scale}_{\mathbf{T}}^{\mathscr{F}_{s}}(e)$ for every edge $e \in \mathscr{E}_{0}$ and every edge $\bar{e}$ adjacent to $\Gamma_{0}$ in $\mathfrak{K}_{\mathscr{F}_{s}} \Gamma$, so that one would have $\hat{\gamma} \in \mathscr{F}_{u}$ otherwise.

It remains to show that if $\gamma$ is a full subgraph, then it cannot have empty parents. This follows in essentially the same way as above, noting that if it were the case that $\gamma$ has an empty parent, then it would be unsafe in $\mathscr{F}_{s}$, in direct contradiction with the fact that $\mathscr{F}_{s}$ is a safe forest.

In order to complete the proof of Theorem 3.1, it remains to consider the general case when $\mathscr{F}_{u} \neq \varnothing$. In this case, setting $\mathbb{M}=\left[\mathscr{F}_{s}, \mathscr{F}_{s} \cup \mathscr{F}_{u}\right]$, we have

$$
\begin{equation*}
\hat{\mathscr{R}}_{\mathbb{M}} \Gamma=(-1)^{\left|\mathscr{F}_{s}\right|} \sum_{\ell: \mathscr{C}_{\mathscr{F}_{s}}^{m} \rightarrow \mathbf{N}^{d}} \frac{(-1)^{\ell \text { out }}}{\ell!}\left(\prod_{\gamma \in \mathscr{F}_{u}}\left(\mathrm{id}-\hat{\mathscr{C}}_{\gamma}\right)\right) \mathscr{D}_{\mathscr{F}_{s}}^{\ell} \Gamma, \tag{47}
\end{equation*}
$$

with the sum over $\ell$ restricted in the same ways as before. Again, we bound each term in this sum separately, so that our index set $I$ consists again of the subset of functions $\ell: \mathscr{E}_{\mathscr{F}_{s}}^{m} \rightarrow \mathbf{N}^{d}$ such that $\operatorname{deg} \gamma+\ell(\gamma)<0$ for every $\gamma \in \mathscr{F}_{s}$, but this time each of these summands is still comprised of several terms generated by the action of the operators $\hat{\mathscr{C}}_{\gamma}$ for the "unsafe" graphs $\gamma$.

For any $\gamma \in \mathscr{F}_{u}$, we define a subgraph $\mathfrak{K}(\gamma)$ of $\mathscr{K}_{\mathscr{F}_{s}} \Gamma$ as before, with the children of $\gamma$ being those in $\mathscr{F}_{s} \cup\{\gamma\}$ not in all of $\mathscr{F}_{s} \cup \mathscr{F}_{u}$. The definition of $\gamma$ being "unsafe" then guarantees that there exists a vertex $\gamma^{\uparrow}$ in $T$ such that $\tau\left(\mathscr{V}_{\gamma}\right)=\{v \in \mathscr{V}: v \geq$ $\left.\gamma^{\uparrow}\right\}$. We furthermore define

$$
\gamma^{\uparrow \uparrow}=\sup \left\{e^{\uparrow}: e \in \mathscr{E}_{\mathscr{A l}(\gamma)} \& e \sim \mathfrak{K}(\gamma)\right\}
$$

with " $\sim$ " meaning "adjacent to", which is well-defined since all of the elements appearing under the sup lie on the path joining $\gamma^{\uparrow}$ to the root of $T$. In particular, one has $\gamma^{\uparrow}>\gamma^{\uparrow \uparrow}$. We also set $N(\gamma)=1+\lfloor-\operatorname{deg} \gamma\rfloor$ with the convention that $N(\gamma)=0$ for $\gamma \notin \mathscr{F}_{u}$.

We claim that this time, if we set
$\eta_{\ell}(u)=d+\sum_{e \in \mathscr{C}_{\mathscr{F}_{s}}} \mathfrak{t}^{(\ell)}(e) \mathbf{1}_{e \uparrow}(u)+\sum_{e \in \mathbb{C}_{\mathscr{F}_{s}}^{m}}|\ell(e)| \mathbf{1}_{e_{m}^{\uparrow}}(u)+\sum_{\gamma \in \mathscr{F}_{u}} N(\gamma)\left(\mathbf{1}_{\gamma^{\uparrow}}(u)-\mathbf{1}_{\gamma^{\uparrow}}(u)\right)$,
then $\eta_{\ell}$ does indeed satisfy the required properties, which then concludes the proof. As before, we assume by contradiction that there is $u$ such that $a=\sum_{v \geq u} \eta_{\ell}(v) \leq 0$ and we define, for each connected component $\Gamma_{0}^{(i)}$ of $\Gamma_{0}$,
$a_{i} \stackrel{\text { def }}{=}\left|\mathscr{V}_{0}^{(i)}\right|-1+\sum_{e \in \mathscr{G}_{0}^{(i)}} \mathfrak{t}^{(\ell)}(e)+\sum_{e \in \mathscr{C}_{\mathscr{F}_{s}}^{m}}|\ell(e)| \mathbf{1}_{\left\{e, e_{0}\right\} \subset \mathscr{V}_{0}^{(i)}}+\sum_{\gamma \in \mathscr{F}_{u}} N(\gamma) \mathbf{1}_{\mathfrak{K}(\gamma)=\Gamma_{0}^{(i)} \cap \mathfrak{K}(\mathcal{A}(\gamma))}$.
It is less obvious than before to see that $\sum a_{i} \leq a$ because of the presence of the last term. Given $\gamma \in \mathscr{F}_{u}$, there are two possibilities regarding the corresponding term in (48). If $\gamma^{\uparrow}<u$ in $T$, then it does not contribute to $a$ at all. Otherwise, $\tau^{-1}(\gamma)$ is included in $\Gamma_{0}$ and we distinguish two cases. In the first case, one has $\mathfrak{K}(\gamma)=\mathfrak{K}(\mathscr{A}(\gamma)) \cap \Gamma_{0}$. In this case, since the inclusion $\gamma \subset \mathscr{A}(\gamma)$ is strict, there is at least one edge in $\mathfrak{K}(\mathscr{A}(\gamma))$ adjacent to $\mathfrak{K}(\gamma)$. Since this edge is also adjacent to $\Gamma_{0}$, it follows that in this case $\gamma^{\uparrow \uparrow}<u$ so that we have indeed a contribution $N(\gamma)$ to $a$. In the remaining case, the corresponding term may or may not contribute to $a$, but if it does, then its contribution is necessarily positive, so we can discard it and still have $\sum a_{i} \leq a$ as required.

As before, we then write $a_{i}=\sum_{\gamma \in \mathscr{F}_{s}^{(i)}} a_{\gamma, i}$ with

$$
\begin{align*}
& a_{i, \gamma} \stackrel{\text { def }}{=}\left|\mathscr{V}_{0, \gamma}\right|-1+\sum_{e \in \mathscr{C}_{\gamma} \cap \mathscr{E}_{0}} \mathfrak{t}^{(\ell)}(e)+\sum_{e \in \mathscr{C}_{\mathscr{F}}^{m}}^{m} \\
& \mathbf{1}_{\gamma_{m}(e)=\gamma}|\ell(e)| \mathbf{1}_{\left\{e_{\bullet}, e_{0}\right\} \subset \mathscr{V}_{0}^{(i)}}  \tag{49}\\
& \quad+\sum_{\bar{\gamma} \in \mathscr{F}_{u}} N(\bar{\gamma}) \mathbf{1}_{\mathfrak{K}(\bar{\gamma})=\Gamma_{0}^{(i)} \cap \mathfrak{K}(\gamma)} .
\end{align*}
$$

We claim that the statement of Lemma 3.7 still holds in this case. Indeed, the only case that requires a slightly different argument is that when $\gamma$ is "normal". In this case, defining again $\hat{\gamma}$ as in (46), we have

$$
a_{i, \gamma} \geq \operatorname{deg} \hat{\gamma}+N(\hat{\gamma})-\sum_{\bar{\gamma} \in \mathscr{C}_{\star}(\gamma)}(\operatorname{deg} \bar{\gamma}+\ell(\bar{\gamma})),
$$

since the last term in (49) contributes precisely when $\hat{\gamma} \in \mathscr{F}_{u}$ and then only the term with $\bar{\gamma}=\hat{\gamma}$ is selected by the indicator function. The remainder of the argument, including the fact that this then yields a contradiction with the assumption that $a \leq$ 0 , is then identical to before since one always has $\operatorname{deg} \hat{\gamma}+N(\hat{\gamma})>0$.

In order to complete the proof of our main theorem, it thus remains to show that the choice of $\eta_{\ell}$ given in (48) allows to bound from above the contribution of the

Hepp sector indexed by $T$, in the sense that the bound (40) holds. The only nontrivial part of this is the presence of a term

$$
N(\gamma)\left(\mathbf{1}_{\gamma^{\uparrow}}(u)-\mathbf{1}_{\gamma^{\uparrow \uparrow}}(u)\right)
$$

for each factor of $\left(1-\hat{\mathscr{C}}_{\gamma}\right)$ in (47). This will be a consequence of the following bound.

Lemma 3.8 Let $K_{i}: \mathbf{S} \rightarrow \mathbf{R}$ be kernels satisfying the bound (2) with $\operatorname{deg} \mathfrak{t}=$ $-\alpha_{i}<0$ for $i \in I$ with I a finite index set, and write $I_{\star}=I \sqcup\{\star\}$. Let furthermore $x_{i}, y_{i} \in \mathbf{S}$ such that $\left|x_{i}-x_{j}\right| \leq \delta<\Delta \leq\left|x_{i}-y_{j}\right|$ for all $i, j \in I_{\star}$ and let $N \geq 0$ be an integer. Then, one has the bound

$$
\begin{align*}
&\left|\prod_{i \in I} K_{i}\left(x_{i}-y_{i}\right)-\sum_{|\ell|<N} \frac{1}{\ell!} \prod_{i \in I}\left(x_{i}-x_{\star}\right)^{\ell_{i}}\left(D^{\ell_{i}} K_{i}\right)\left(x_{\star}-y_{i}\right)\right|  \tag{50}\\
& \lesssim \delta^{N} \Delta^{-N} \prod_{i \in I}\left|y_{i}-x_{i}\right|^{-\alpha_{i}}
\end{align*}
$$

Proof The proof is a straightforward application of Taylor's theorem to the function $x \mapsto \prod_{i \in I} K_{i}\left(x_{i}\right)$ defined on $\mathbf{S}^{I}$. For example, the version given in [14, Prop. A.1] shows that for every $\tilde{\ell}: I \rightarrow \mathbf{N}^{d}$ with $|\tilde{\ell}|=N$, there exist measures $\mathbb{Q}_{\tilde{\ell}}$ on $\mathbf{S}^{I}$ with total variation $\frac{1}{\tilde{\ell}!} \prod_{i}\left|\left(x_{i}-x_{\star}\right)^{\tilde{\varphi}_{i}}\right| \lesssim \delta^{N}$ and support in the ball of radius $K \delta$ around ( $x_{\star}, \ldots, x_{\star}$ ) (for some $K$ depending only on $|I|$ and $d$ ) such that

$$
\begin{align*}
& \prod_{i \in I} K_{i}\left(x_{i}-y_{i}\right)-\sum_{|\ell|<N} \frac{1}{\ell!} \prod_{i \in I}\left(x_{i}-x_{\star}\right)^{\ell_{i}}\left(D^{\ell_{i}} K_{i}\right)\left(x_{\star}-y_{i}\right)  \tag{51}\\
&=\sum_{|\tilde{\ell}|=N} \int \prod_{i \in I}\left(D^{\tilde{\ell}_{i}} K_{i}\right)\left(z_{i}-y_{i}\right) \mathbb{Q}_{\tilde{\ell}}(d z)
\end{align*}
$$

If $\Delta>(K+1) \delta$, then the claim follows at once from the fact that

$$
\left|\left(D^{\tilde{\ell}_{i}} K_{i}\right)\left(z_{i}-y_{i}\right)\right| \lesssim\left|z_{i}-y_{i}\right|^{-\alpha_{i}-\left|\tilde{\ell}_{i}\right|} \lesssim \Delta^{-\left|\tilde{\ell}_{i}\right|}\left|x_{i}-y_{i}\right|^{-\alpha_{i}}
$$

If $\Delta \leq(K+1) \delta$ on the other hand, each term in the left hand side of (50) already satisfies the required bound individually.

It now remains to note that each occurence of $\left(1-\hat{\mathscr{C}}_{\gamma}\right)$ in (47) produces precisely one factor of the type considered in Lemma 3.8, with the set $I$ consisting of the edges in $\mathcal{A}(\gamma)$ adjacent to $\gamma, \delta=2^{-\mathbf{n}\left(\gamma^{\uparrow}\right)}$ and $\Delta=2^{-\mathbf{n}\left(\gamma^{\uparrow \uparrow}\right)}$. The additional factor $\delta^{N(\gamma)} \Delta^{-N(\Gamma)}$ produced in this way precisely corresponds to the additional term $N(\gamma)\left(\mathbf{1}_{\gamma \uparrow}(u)-\mathbf{1}_{\gamma \uparrow \uparrow}(u)\right)$ in our definition of $\eta$. The only potential problem that could arise is when some edges are involved in the renormalisation of more than
one different subgraph. The explicit formula (51) however shows that this is not a problem. The proof of Theorem 3.1 is complete.

### 3.3 Properties of the BPHZ Valuation

In this section, we collect a few properties of the BPHZ valuation $\Pi_{\text {вphz }}^{K}$. In order to formulate the main tool for this, we first introduce a "gluing operator" $\mathfrak{G}: \hat{\mathscr{T}}_{-} \rightarrow$ $\hat{\mathscr{J}}_{\text {- }}$ such that $\mathfrak{G} \Gamma$ is the connected vacuum diagram obtained by identifying all the marked vertices of $\Gamma$, for example

where the marked vertices are indicated in green. It follows from the definition (15) that the linear map $\Pi_{-}^{K}$ satisfies the identity

$$
\begin{equation*}
\Pi_{-}^{K} \mathfrak{G} \tau=\Pi_{-}^{K} \tau, \quad \tau \in \hat{\mathscr{T}}_{-} \tag{52}
\end{equation*}
$$

We claim that the same also holds for $\Pi_{-}^{K} \hat{\mathscr{A}} \pi$, where $\pi: \hat{\mathscr{T}}_{-} \rightarrow \mathscr{H}_{-}$is the canonical projection.
Lemma 3.9 One has $\Pi_{-}^{K} \hat{\mathscr{A}} \pi \mathfrak{G} \tau=\Pi_{-}^{K} \hat{\mathscr{A}} \pi \tau$ for all $\tau \in \hat{\mathscr{T}}_{-}$.
Proof By induction on the number of connected components and since $\Pi_{-}^{K}, \hat{A}$ and $\pi$ are all multiplicative, it suffices to show that, for every element $\tau$ of the form $\tau=\gamma_{1} \gamma_{2}$ where the $\gamma_{i}$ are connected and non-empty, one has the identity

$$
\Pi_{-}^{K} \hat{\mathscr{A}} \pi \mathfrak{G} \tau=\Pi_{-}^{K} \hat{\mathscr{A}} \pi \gamma_{1} \cdot \Pi_{-}^{K} \hat{\mathscr{A}} \pi \gamma_{2}=\Pi_{-}^{K}\left(\hat{\mathscr{A}} \pi \gamma_{1} \cdot \hat{\mathscr{A}} \pi \gamma_{2}\right) .
$$

In particular, one has $\Pi_{-}^{K} \hat{\mathcal{A}} \tau=0$ for every $\tau$ with $\operatorname{deg} \tau \leq 0$ of the form $\mathfrak{G}\left(\gamma_{1} \gamma_{2}\right)$, as soon as one of the factors has strictly positive degree.

We will use the fact that, as a consequence of (28) combined with the definition of $\Delta^{-}$, one has for connected $\sigma=\left(\Gamma, v_{\star}, \mathfrak{n}\right)$ with $\operatorname{deg} \sigma \leq 0$ the identity

$$
\begin{equation*}
\hat{\mathscr{A}} \sigma=-\sigma-\sum_{\substack{\bar{\Gamma} \subset \Gamma \\ \Gamma \not \subset \mid \varnothing, \Gamma\}}} \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathcal{X}_{\bar{\Gamma}} \sigma, \tag{53}
\end{equation*}
$$

where we made use of the operators

$$
X_{\bar{\Gamma}} \sigma=\sum_{\substack{\bar{\ell}: \partial \overline{\bar{\Gamma}} \rightarrow \mathbf{N}^{d} \\ \bar{n}:: \bar{V} \rightarrow \mathbf{N}^{d}}} \frac{(-1)^{\mid \text {out } \bar{\ell} \mid}}{\bar{\ell}!}\binom{\mathfrak{n}}{\overline{\mathfrak{n}}}(\bar{\Gamma}, \star, \overline{\mathfrak{n}}+\pi \bar{\ell}) \otimes\left(\Gamma, v_{\star}, \mathfrak{n}-\overline{\mathfrak{n}}\right) /(\bar{\Gamma}, \bar{\ell})
$$

and $\star$ denotes some arbitrary choice of distinguished vertex. (Here, $X$ stands for "extract".) Note that the nonvanishing terms in (53) are always such that the degree of $\bar{\Gamma}$ (not counting node-decorations) is negative.

The proof of the lemma now goes by induction on the number of edges of $\tau=$ $\gamma_{1} \gamma_{2}$. In the base case, each of the $\gamma_{i}$ has one edge and there are two non-trivial cases. In the first case, $\operatorname{deg} \gamma_{i} \leq 0$ for both values of $i$. In this case, it follows from the above formula that, since $v_{\star}$ is the vertex in $\mathfrak{G} \tau$ at which both edges are connected and since $\hat{\mathscr{A}} \gamma_{1}=-\gamma_{i}$, one has

$$
\hat{\mathfrak{A} G} \tau=-\mathfrak{G} \tau+2 \tau,
$$

 second case, one has $\operatorname{deg} \gamma_{1} \leq 0$ and $\operatorname{deg} \gamma_{2}>0$, but $\operatorname{deg} \gamma_{1}+\operatorname{deg} \gamma_{2} \leq 0$ so that $\pi \mathfrak{G} \tau=\mathfrak{G} \tau$. In this case, the only subgraph of $\mathfrak{G} \tau$ of negative degree is $\gamma_{1}$, so that

$$
\hat{\mathscr{A} \mathfrak{G} \tau=-\mathfrak{G} \tau+\tau, ~}
$$

thus yielding $\Pi_{-}^{K} \hat{\mathscr{A}} \mathfrak{G} \tau=0$ as required.
We now write $\Gamma$ for the graph associated to $\mathfrak{G} \tau$ and $\Gamma_{i} \subset \Gamma$ for the subgraphs associated to each of the factors $\gamma_{i}$. Writing $U_{\Gamma}$ for the set of all non-empty proper subgraphs of $\Gamma$, we then have a natural bijection

$$
\begin{gather*}
\mathcal{U}_{\Gamma}=\mathcal{U}_{\Gamma_{1}} \sqcup\left\{\bar{\gamma}_{1} \sqcup \Gamma_{2}: \bar{\gamma}_{1} \in \mathcal{U}_{\Gamma_{1}}\right\} \sqcup U_{\Gamma_{2}} \sqcup\left\{\bar{\gamma}_{2} \sqcup \Gamma_{1}: \bar{\gamma}_{2} \in \mathcal{U}_{\Gamma_{2}}\right\} \\
\sqcup\left\{\bar{\gamma}_{1} \sqcup \bar{\gamma}_{2}: \bar{\gamma}_{1} \in \mathcal{U}_{\Gamma_{1}}, \bar{\gamma}_{2} \in \mathcal{U}_{\Gamma_{2}}\right\} \sqcup\left\{\Gamma_{1}, \Gamma_{2}\right\} . \tag{54}
\end{gather*}
$$

Take now an element of the form $\bar{\gamma}_{1} \sqcup \Gamma_{2}$ from the first set above. As before, there are no edges in $\Gamma$ adjacent to $\Gamma_{1}$ other than those incident to $v_{\star}$. Furthermore, $\bar{\gamma}_{1} \sqcup \Gamma_{2}$ has strictly less edges than $\Gamma$, so we can apply our induction hypothesis, yielding

$$
\begin{aligned}
\Pi_{-}^{K} \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1} \sqcup \Gamma_{2}} \mathfrak{G} \tau & =\Pi_{-}^{K} \mathcal{M}\left(\hat{\mathscr{A}} \pi \mathcal{M}_{\gamma_{2}} \otimes \mathrm{id}\right) \mathscr{X}_{\bar{\gamma}_{1}} \gamma_{1} \\
& =\Pi_{-}^{K}\left(\hat{\mathscr{A}} \pi \gamma_{2} \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) X_{\bar{\gamma}_{1} \gamma_{1}}\right),
\end{aligned}
$$

where $\mathcal{M}_{\gamma_{2}}: \gamma \mapsto \mathfrak{G}\left(\gamma \cdot \gamma_{2}\right)$. In a similar way, we obtain the identities

$$
\begin{aligned}
\Pi_{-}^{K} \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1}} \mathfrak{G} \tau & =\Pi_{-}^{K}\left(\gamma_{2} \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1}} \gamma_{1}\right), \\
\Pi_{-}^{K} \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1} \sqcup \bar{\gamma}_{2}} \mathfrak{G} \tau & =\Pi_{-}^{K}\left(\mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1}} \gamma_{1} \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{2}} \gamma_{2}\right), \\
\Pi_{-}^{K} \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\gamma_{1}} \mathfrak{G} \tau & =\Pi_{-}^{K}\left(\gamma_{2} \cdot \hat{\mathscr{A}} \pi \gamma_{1}\right),
\end{aligned}
$$

as well as the corresponding identities with 1 and 2 exchanged. Inserting these identities into (53) (with the sum broken up according to (54)), we obtain

$$
\begin{aligned}
\Pi_{-}^{K} \hat{\mathscr{A}} \mathfrak{G} \tau=- & \Pi_{-}^{K} \mathfrak{G} \tau- \\
& -\sum_{\bar{\gamma}_{1} \in \mathscr{U}_{\Gamma_{1}}} \Pi_{-}^{K}\left(\left(\gamma_{2}+\hat{\mathscr{A}} \pi \gamma_{2}\right) \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1}} \gamma_{1}\right) \\
& -\sum_{-}^{K}\left(\left(\gamma_{1}+\hat{\mathscr{A}} \pi \gamma_{1}\right) \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{2}} \gamma_{2}\right) \\
& \sum_{\bar{\gamma}_{1} \in U_{\Gamma_{1}}} \Pi_{-}^{K}\left(\mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1}} \gamma_{1} \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{2}} \gamma_{2}\right) \\
& -\Pi_{-}^{K}\left(\gamma_{2} \cdot \hat{\mathscr{A}} \pi \gamma_{1}\right)-\Pi_{-}^{K}\left(\gamma_{1} \cdot \hat{\mathscr{A}} \pi \gamma_{2}\right) .
\end{aligned}
$$

At this stage, we differentiate again between the case in which $\operatorname{deg} \gamma_{i} \leq 0$ for both $i$ and the case in which one of the two has positive degree. (The case in which both have positive degree is again trivial.) In the former case, $\pi \gamma_{i}=\gamma_{i}$ and one has

$$
\gamma_{2}+\hat{\mathscr{A}} \pi \gamma_{2}=-\sum_{\bar{\gamma}_{2} \in \mathcal{U}_{\Gamma_{2}}} M(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) X_{\bar{\gamma}_{2}} \gamma_{2} .
$$

In particular, the second and third terms are the same as the fourth, but with opposite sign and one has

$$
\begin{aligned}
\Pi_{-}^{K} \hat{\mathscr{A} G} \tau= & \sum_{\bar{\gamma}_{1} \in \mathscr{U}_{\Gamma_{1}}} \sum_{\bar{\gamma}_{2} \in \mathscr{U}_{\Gamma_{2}}} \Pi_{-}^{K}\left(\mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{1}} \gamma_{1} \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{2}} \gamma_{2}\right) \\
& -\Pi_{-}^{K}\left(\gamma_{1} \cdot \gamma_{2}\right)-\Pi_{-}^{K}\left(\gamma_{2} \cdot \hat{\mathscr{A}} \gamma_{1}\right)-\Pi_{-}^{K}\left(\gamma_{1} \cdot \hat{\mathscr{A}} \gamma_{2}\right) \\
= & \Pi_{-}^{K}\left(\left(\hat{\mathscr{A}} \gamma_{1}+\gamma_{1}\right) \cdot\left(\hat{\mathscr{A}} \gamma_{2}+\gamma_{2}\right)\right) \\
& -\Pi_{-}^{K}\left(\gamma_{1} \cdot \gamma_{2}\right)-\Pi_{-}^{K}\left(\gamma_{2} \cdot \hat{\mathscr{A}} \gamma_{1}\right)-\Pi_{-}^{K}\left(\gamma_{1} \cdot \hat{\mathscr{A}} \gamma_{2}\right) \\
= & \Pi_{-}^{K}\left(\hat{\mathscr{A}}_{\gamma_{1}} \cdot \hat{\mathscr{A}} \gamma_{2}\right),
\end{aligned}
$$

as claimed. Consider now the case $\operatorname{deg} \gamma_{1}>0$. Then, the two terms containing $\hat{\mathscr{A}} \pi \gamma_{1}$ vanish and we obtain similarly

$$
\begin{aligned}
\Pi_{-}^{K} \hat{\mathscr{A}} \mathfrak{G} \tau & =-\Pi_{-}^{K} \mathfrak{G} \tau-\sum_{\bar{\gamma}_{1} \in \mathscr{U}_{\Gamma_{1}}} \Pi_{-}^{K}\left(\gamma_{1} \cdot \mathcal{M}(\hat{\mathscr{A}} \pi \otimes \mathrm{id}) \mathscr{X}_{\bar{\gamma}_{2}} \gamma_{2}\right)-\Pi_{-}^{K}\left(\gamma_{1} \cdot \hat{\mathscr{A}} \gamma_{2}\right) \\
& =-\Pi_{-}^{K}\left(\gamma_{1} \cdot \gamma_{2}\right)+\Pi_{-}^{K}\left(\gamma_{1} \cdot\left(\hat{\mathscr{A}} \gamma_{2}+\gamma_{2}\right)\right)-\Pi_{-}^{K}\left(\gamma_{1} \cdot \hat{\mathscr{A}} \gamma_{2}\right)=0
\end{aligned}
$$

as claimed, thus concluding the proof.

As a consequence of this result, we have the following. Recall that $\delta_{k}^{(c)}$ is the space of translation invariant compactly supported (modulo translations) distributions in $k$ variables. Given $x \in \mathbf{S}^{k}, y \in \mathbf{S}^{\ell}$, we also write $x \sqcup y=$ $\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{\ell}\right) \in \mathbf{S}^{k+\ell}$. For any $k, \ell \geq 1$, we then have a bilinear "convolution operator" $\star: \delta_{k}^{(c)} \times \delta_{\ell}^{(c)} \rightarrow \delta_{k+\ell-2}^{(c)}$ obtained by setting

$$
(\eta \star \zeta)(x \sqcup y)=\int_{\mathbf{S}} \eta(x \sqcup z) \zeta(z \sqcup y) d z, \quad x \in \mathbf{S}^{k-1}, y \in \mathbf{S}^{\ell-1}
$$

whenever $\eta$ and $\zeta$ are represented by continuous functions. It is straightforward to see that this extends continuously to all of $\delta_{k}^{(c)} \times \delta_{\ell}^{(c)}$, and that it coincides with the usual convolution in the special case $k=\ell=2$.

Similarly, we have a convolution operator $\star: \mathscr{H}_{k} \times \mathscr{H}_{\ell} \rightarrow \mathscr{H}_{k+\ell-2}$ obtained in the following way. Let $\Gamma \in \mathscr{T}_{k}$ and $\bar{\Gamma} \in \mathscr{T}_{\ell}$ be Feynman diagrams such that the label of the $k$ th leg of $\Gamma$ and the first leg of $\bar{\Gamma}$ are both given by $\delta$. We then define $\Gamma \star \bar{\Gamma} \in \mathscr{T}_{k+\ell-2}$ to be the Feynman diagram with $k+\ell-2$ legs obtained by removing the $k$ th leg of $\Gamma$ as well as the first leg of $\bar{\Gamma}$, and identifying the two vertices these legs were connected to. (We also need to relabel the legs of $\bar{\Gamma}$ accordingly.) This operation extends to all of $\mathscr{H}_{k} \times \mathscr{H}_{\ell}$ by noting that given a Feynman diagram $\Gamma \in \mathscr{T}_{k}$, there always exists $\Gamma_{n} \in \mathscr{T}_{k}$ with $\Gamma_{n}=\Gamma$ in $\mathscr{H}_{k}$ which is a linear combination of diagrams with label $\delta$ on the $n$th leg: if the $n$th leg of $\Gamma$ has label $\delta^{(m)}$ with $m \neq 0$, one obtains $\Gamma_{n}$ by performing $|m|$ "integrations by parts" using (12). We then define in general $\Gamma \star \bar{\Gamma}$ by setting $\Gamma \star \bar{\Gamma} \stackrel{\text { def }}{=} \Gamma_{k} \star \bar{\Gamma}_{0}$ and we can check that this is indeed well-defined in $\mathscr{H}_{k+\ell-2}$. We then have the following consequence of Lemma 3.9.

Proposition 3.10 The BPHZ valuation satisfies $\Pi_{\text {вннд }}(\Gamma \star \bar{\Gamma})=\Pi_{\text {вннZ }} \Gamma \star \Pi_{\text {вннд }} \bar{\Gamma}$.
Proof Write $M^{\star}: \mathscr{H} \otimes \mathscr{H} \rightarrow \mathscr{H}$ for the convolution operator introduced above and note that the canonical valuation $\Pi$ (we suppress the dependence on $K$ ) does satisfy the property of the statement. It therefore suffices to show that one has the identity

$$
\begin{equation*}
\left(\Pi_{-} \hat{\mathscr{A}} \otimes \mathrm{id}\right) \Delta M^{\star}=M^{\star}\left(\left(\Pi_{-} \hat{\mathscr{A}} \otimes \mathrm{id}\right) \Delta \otimes\left(\Pi_{-} \hat{\mathscr{A}} \otimes \mathrm{id}\right) \Delta\right) \tag{55}
\end{equation*}
$$

between maps $\mathscr{H} \otimes \mathscr{H} \rightarrow \mathscr{H}$.
Suppose that $\Gamma \in \mathscr{T}_{k}$ and $\bar{\Gamma} \in \mathscr{T}_{\ell}$, write $v$ for the vertex of $\Gamma$ adjacent to the $k$ th leg, and let $\bar{v}$ be the vertex of $\bar{\Gamma}$ adjacent to its first leg. Fix furthermore an arbitrary map $\sigma:\left(\mathscr{V}_{\star} \sqcup \mathscr{\mathscr { V }}_{\star}\right) /\{v, \bar{v}\} \rightarrow \mathbf{N}$ which is injective and such that $\sigma(v)=0$. Since internal edges of $\Gamma \star \bar{\Gamma}$ are in bijection with the disjoint union of the internal edges of $\Gamma$ and those of $\bar{\Gamma}$, we have an obvious bijection between subgraphs $\gamma$ of $\Gamma \star \bar{\Gamma}$ and pairs $\left(\gamma_{1}, \gamma_{2}\right)$ of subgraphs of $\Gamma$ and $\bar{\Gamma}$. We also have a natural choice of distinguished vertex for each connected subgraph of $\Gamma, \bar{\Gamma}$ or $\Gamma \star \bar{\Gamma}$ by choosing the vertex with the lowest value of $\sigma$. If we then write $\hat{\Delta} \tau \in \hat{\mathscr{T}}_{-} \otimes \mathscr{H}$ for the right hand side of (19) with this choice of distinguished vertices, then we see that

$$
(\mathfrak{G} \otimes \mathrm{id}) \hat{\Delta}(\Gamma \star \bar{\Gamma})=\left(\mathfrak{G} M \otimes M^{\star}\right)(\mathrm{id} \otimes \tau \otimes \mathrm{id})(\hat{\Delta} \Gamma \otimes \hat{\Delta} \bar{\Gamma}),
$$

Fig. 4 Generalised self-loop

where $\tau: \hat{\mathscr{T}}_{-} \otimes \mathscr{H} \rightarrow \mathscr{H} \otimes \hat{\mathscr{T}}_{-}$is the map that exchanges the two factors. Applying $\Pi_{-} \hat{A} \pi$ to both sides and making use of Lemma 3.9, the required identity (55) follows at once.

Consider the situation of a Feynman diagram $\Gamma$ containing a vertex $v$ and a subgraph $\gamma$ which is a "generalised self-loop at $v$ " in the sense that

- The vertex $v$ is the only vertex of $\gamma$ that is adjacent to any edge not in $\gamma$.
- No leg of $\Gamma$ is adjacent to any vertex of $\gamma$, except possibly for $v$.

We then obtain a new diagram $\Gamma_{0}$ by collapsing all of $\gamma$ onto the vertex $v$, as illustrated in Fig.4, where the vertex $v$ is indicated in green and legs are drawn in red.

As a consequence of Proposition 3.10, we conclude that in such a situation there exists a constant $c_{\gamma} \in \mathbf{R}$ such that

$$
\Pi_{\text {вРнZ }} \Gamma=c_{\gamma} \Pi_{\text {вPHZ }} \Gamma_{0},
$$

and that furthermore $c_{\gamma}=0$ as soon as $\operatorname{deg} \gamma \leq 0$ as a consequence of Proposition 2.22. One particularly important special case is that of actual selfloops, where $\gamma$ consists of a single edge connecting $v$ to itself, thus showing that $\Pi_{\text {врнд }} \Gamma=0$ for every $\Gamma$ containing self-loops since the degree of a self-loop of type $\mathfrak{t}$ is given by $\operatorname{deg} \mathfrak{t}$, which is always negative.

Finally, it would also appear natural to restrict the sums in (19) and (24) to subgraphs $\bar{\Gamma}$ that are c-full in $\Gamma$ (in the sense that each connected component of $\bar{\Gamma}$ is a full subgraph of $\Gamma$ ), especially in view of the proof of the BPHZ theorem where we saw that the "dangerous" connected subgraphs are always the full ones. We can then perform the exact same steps as before, including the construction of a corresponding twisted antipode and the verification of the forest formula. Writing $\hat{\mathscr{F}}_{\Gamma}^{-}$for the subset of $\mathscr{F}_{\Gamma}^{-}$consisting of forests $\mathscr{F}$ such that each $\gamma \in \mathscr{F}$ is a full subgraph of its parent $\mathscr{A}(\gamma)$ (as usual with the convention that the parent of the maximal elements is $\Gamma$ itself), it is therefore natural in view of (33) to define a valuation

$$
\begin{equation*}
\Pi_{\mathrm{BPHZ}}^{\text {full }} \Gamma=\left(\Pi_{-} \otimes \Pi\right) \sum_{\mathscr{F} \in \hat{\mathscr{F}}_{\Gamma}^{-}}(-1)^{\left|\mathscr{F}_{\mid}\right|} \mathscr{C}_{\mathscr{F}} \Gamma, \tag{56}
\end{equation*}
$$

where $\Pi$ and $\Pi_{-}$are the canonical valuations associated to some $K \in \mathscr{K}_{\infty}^{-}$. It turns out that, maybe not so surprisingly in view of Proposition 2.22, this actually yields the exact same valuation:

Proposition 3.11 One has $\Pi_{\text {BPHz }}^{\text {full }}=\Pi_{\text {BPHZ }}$.
Proof In order to show that

$$
\left(\Pi_{-} \otimes \Pi\right) \sum_{\mathscr{F} \in \mathscr{F}_{\Gamma}^{-} \backslash \hat{F}_{\Gamma}^{-}}(-1)^{|\mathscr{F}|} \mathscr{C}_{\mathscr{F}} \Gamma=0,
$$

we will partition $\mathscr{F}_{\Gamma}^{-} \backslash \hat{\mathscr{F}}_{\Gamma}^{-}$into sets such that the above sum vanishes, when restricted to any of the sets in the partition. In order to formulate our construction, given $\gamma \in \mathscr{G}_{\Gamma}^{-}$, we write $\gamma^{\mathrm{cl}} \in \mathscr{G}_{\Gamma}^{-}$for the "closure" of $\gamma$ in $\Gamma$, i.e. the full subgraph of $\Gamma$ with the same vertex set as $\gamma$. For $\mathscr{F} \in \mathscr{F}_{\Gamma}^{-} \backslash \hat{\mathscr{F}}_{\Gamma}^{-}$, we then have a unique decomposition $\mathscr{F}=\mathscr{F}^{\text {full }} \cup \mathscr{F}^{p}$ such that each $\gamma \in \mathscr{F}^{\text {full }}$ is full in $\Gamma$, no element of $\mathscr{F}^{\text {full }}$ is contained in an element of $\mathscr{F}^{p}$, and no root of $\mathscr{F}^{p}$ is full in $\Gamma$.

Write $\mathscr{F}_{\text {max }}^{p}$ for the set of roots of $\mathscr{F}^{p}$ and set

$$
\overline{\mathscr{F} p}=\left\{\gamma^{\mathrm{cl}}: \gamma \in \mathscr{F}_{\max }^{p}\right\} .
$$

In general, one may have $\mathscr{F}^{\text {full }} \cap \overline{\mathscr{F}^{p}} \neq \varnothing$, so we also set $\mathscr{F}_{0}^{\text {fiul }}=\mathscr{F}^{\text {full }} \backslash \overline{\mathscr{F} p}$. If we write $\mathfrak{N}: \mathscr{F} \mapsto\left(\mathscr{F}^{p}, \mathscr{F}_{\circ}^{\text {full }}\right)$, then we see that the preimage of $\left(\mathscr{F}^{p}, \mathscr{F}_{\circ}^{\text {full }}\right)$ under $\mathfrak{N}$ consists of all forests of the form $\mathscr{F}^{p} \cup \mathscr{F}_{0}^{\text {fill }} \cup \mathscr{B}$, where $\mathscr{B}$ is an arbitrary subset of $\overline{\mathscr{F} p}$. Furthermore, $\mathscr{F}_{\Gamma}^{-} \backslash \hat{\mathscr{F}}_{\Gamma}^{-}$consists precisely of those forests $\mathscr{F}$ such that $\mathscr{F}^{p} \neq \varnothing$. Since $\sum_{\mathscr{B} \subset \bar{F} p}(-1)^{|\mathscr{F}|}=0$, it thus remains to show that the quantity

$$
\begin{equation*}
\left(\Pi_{-} \otimes \Pi\right) \mathscr{C}_{\mathscr{F}} p \cup \mathscr{F}_{0}^{\text {full }} \cup \mathscr{B} \tag{57}
\end{equation*}
$$

is independent of $\mathscr{B} \subset \overline{\mathscr{F} p}$.
To see that this is the case, consider the space $\hat{\mathscr{T}}_{\Gamma}$ and the operators $\hat{\mathscr{C}}_{\mathscr{F}}$ as in the proof of the BPHZ theorem and denote by $\hat{\Pi}: \hat{\mathscr{T}}_{\Gamma} \rightarrow \delta$ the composition of $\Pi: \hat{\mathscr{T}} \rightarrow \delta$ with the natural injection $\hat{\mathscr{T}}_{\Gamma} \hookrightarrow \hat{\mathscr{T}}$. One then has for every forest $\mathscr{G}$ the identity

$$
\left(\Pi_{-} \otimes \Pi\right) \mathscr{C}_{\mathscr{G}} \Gamma=\hat{\Pi} \hat{\mathscr{C}}_{\mathscr{G}} \Gamma, \quad \hat{\mathscr{C}}_{\mathscr{G}} \stackrel{\text { def }}{=} \prod_{\gamma \in \mathscr{G}} \hat{\mathscr{C}}_{\gamma}
$$

(As already pointed out before, the order of the operations does not matter here.) Let now $\gamma \in \mathscr{G}_{\Gamma}^{-}$and consider the elements $\hat{\mathscr{C}}_{\gamma} \Gamma$ and $\hat{\mathscr{C}}_{\gamma} \hat{\mathscr{C}}_{\gamma}$ cl $\Gamma$. It follows from the definition of the operators $\hat{\mathscr{C}}_{\gamma}$ that all the terms appearing in both expressions consist of the same graph where edges in $\Gamma \backslash \gamma^{\mathrm{cl}}$ adjacent to $\gamma^{\mathrm{cl}}$ are reconnected to the distinguished vertex $v_{\star}$ of $\gamma$ and the edges in $\gamma^{\text {cl }}$ that are not in $\gamma$ are turned into self-loops for $v_{\star}$.

Regarding the edge and vertex-labels $\ell$ and $\mathfrak{n}$ generated by these operations, a straightforward application of the Chu-Vandermonde theorem shows that they yield the exact same terms in both cases. The only difference is that the function $\mathfrak{d}$ is equal to 1 on $\gamma$ in the first case, while it equals 2 on $\gamma$ and 1 on edges of $\gamma^{\text {cl }}$ that are not in $\gamma$ in the second case. This however would only make a difference if we were to compose this with an operator of the type $\hat{\mathscr{C}}_{\bar{\gamma}}$ for some $\bar{\gamma}$ with $\gamma \subset \bar{\gamma} \subset \gamma^{\text {cl }}$. In our case however, we only use this in order to compare $\mathscr{C}_{\mathscr{F} p \cup \mathscr{F} \text { full } \cup \mathscr{B}}$ to $\mathscr{C}_{\mathscr{F}} p \cup \mathscr{F}_{0}$ full, so that we consider the situation $\gamma \in \mathscr{F}_{\text {max }}^{p}$. Since these graphs are all vertex-disjoint, it follows that $\left(\prod_{\gamma \in \mathscr{F}_{\text {max }}^{p}} \hat{\mathscr{C}}_{\gamma}\right) \Gamma$ and $\left(\prod_{\gamma \in \mathscr{F}_{\text {max }}^{p} \cup \mathscr{B}} \hat{\mathscr{C}}_{\gamma}\right) \Gamma$ only differ by the value of $\mathfrak{d}$ in the way described above.

Our construction of the sets $\mathscr{F}_{\circ}^{\text {fiul }}$ and $\mathscr{F}^{p}$ then guarantees that this discrepancy is irrelevant when further applying $\hat{\mathscr{C}}_{\bar{\gamma}}$ for $\bar{\gamma} \in \mathscr{F}_{\circ}^{\text {full }} \cup\left(\mathscr{F}^{p} \backslash \mathscr{F}_{\text {max }}^{p}\right)$, so that (57) is indeed independent of $\mathscr{B}$ as claimed.

## 4 Large-Scale Behaviour

We now consider the case of kernels $K_{\mathfrak{t}}$ that don't have compact support. In order to encode their behaviour at infinity, we assign to each label $\mathfrak{t} \in \mathfrak{L}$ a second degree $\operatorname{deg}_{\infty}: \mathfrak{L} \rightarrow \mathbf{R}_{-} \cup\{-\infty\}$ with $\operatorname{deg}_{\infty} \delta^{(k)}=-\infty$ and satisfying this time the consistency condition $\operatorname{deg}_{\infty} \mathfrak{t}^{(k)}=\operatorname{deg}_{\infty} \mathfrak{t}^{1}{ }^{1}$ We furthermore assume that we are given a collection of smooth kernels $R_{\mathfrak{t}}: \mathbf{R}^{d} \rightarrow \mathbf{R}$ for $\mathfrak{t} \in \mathfrak{L}_{\star}$ satisfying the bounds

$$
\begin{equation*}
\left|D^{k} R_{\mathfrak{t}}(x)\right| \lesssim(2+|x|)^{\operatorname{deg}_{\infty} \mathfrak{t}} \tag{58}
\end{equation*}
$$

for all multiindices $k$, uniformly over all $x \in \mathbf{R}^{d}$, and such that

$$
\begin{equation*}
R_{\mathfrak{t}^{(k)}}=D^{k} R_{\mathfrak{t}} . \tag{59}
\end{equation*}
$$

Similarly to before, we extend this to $\mathfrak{L}$ by using the convention $R_{\delta(m)} \equiv 0$ and we write $\mathscr{K}_{\infty}^{+}$for the set of all smooth compactly supported kernel assignments $\mathfrak{t} \mapsto R_{\mathfrak{t}}$, as well as $\mathscr{K}_{0}^{+}$for its closure under the system of seminorms defined by (58).

Consider then the formal expression (5), but with each instance of $K_{\mathfrak{t}}$ replaced by $G_{\mathfrak{t}}=K_{\mathfrak{t}}+R_{\mathfrak{t}}$. The aim of this section is to exhibit a sufficient condition on $\Gamma$ which guarantees that this expression can also be renormalised, using the same procedure as in the previous sections. The conditions we require in Theorem 4.3 below can be

[^55]viewed as a large-scale analogue to the conditions of Weinberg's theorem. They are required because, unlike in [2,3], we do not perform any "positive renormalisation" in the present article.

To formulate our main result, we introduce the following construction. Given a Feynman diagram $\Gamma$ with at least one edge, consider a partition $\mathscr{P}_{\Gamma}$ of its inner vertex set, i.e. elements of $\mathscr{P}_{\Gamma}$ are non-empty subsets of $\mathscr{V}_{\star}$ and $\bigcup \mathscr{P}_{\Gamma}=\mathscr{V}_{\star}$. We always consider the case where the partition $\mathscr{P}_{\Gamma}$ consists of at least two subsets, in other words $\left|\mathscr{P}_{\Gamma}\right| \geq 2$. Given such a partition, we then set

$$
\operatorname{deg}_{\infty} \mathscr{P}_{\Gamma} \stackrel{\text { def }}{=} \sum_{e \in \mathscr{G}\left(\mathscr{P}_{\Gamma}\right)} \mathfrak{t}(e)+d\left(\left|\mathscr{P}_{\Gamma}\right|-1\right),
$$

where $\mathscr{E}\left(\mathscr{P}_{\Gamma}\right)$ consists of all internal edges $e \in \mathscr{E}_{\star}$ such that both ends $e_{+}$and $e_{-}$ are contained in different elements of $\mathscr{P}_{\Gamma}$. Note the strong similarity to (9), which is of course not a coincidence. We will call a partition $\mathscr{P}_{\Gamma}$ "tight" if there exists one single element $A \in \mathscr{P}_{\Gamma}$ containing all of the vertices $v_{i, \star} \in \mathscr{V}_{\star}$ that are connected to legs of $\Gamma$.

Given $K$ and $R$ in $\mathscr{K}_{\infty}^{-}$and $\mathscr{K}_{\infty}^{+}$respectively, we furthermore define a valuation $\Pi^{K, R}$ by setting as in (5)

$$
\begin{equation*}
\left(\Pi^{K, R} \Gamma\right)(\varphi)=\int_{\mathbf{S}^{\tau / \star}} \prod_{e \in \mathscr{C}_{\star}} G_{\mathfrak{t}(e)}\left(x_{e_{+}}-x_{e_{-}}\right)\left(D_{1}^{\ell_{1}} \cdots D_{k}^{\ell_{k}} \varphi\right)\left(x_{v_{1}}, \ldots, x_{v_{k}}\right) d x \tag{60}
\end{equation*}
$$

where we used again the notation $G_{\mathfrak{t}}=K_{\mathfrak{t}}+R_{\mathfrak{t}}$. We then have the following result which is the analogue in this context of Proposition 2.4.

Proposition 4.1 Let $\Gamma$ be such that every tight partition $\mathscr{P}_{\Gamma}$ of its inner vertices satisfies $\operatorname{deg}_{\infty} \mathscr{P}_{\Gamma}<0$. Then, the map $(K, R) \mapsto \Pi^{K, R} \Gamma$ extends continuously to all of $(K, R) \in \mathscr{K}_{\infty}^{-} \times \mathscr{K}_{0}^{+}$.

Proof This is a corollary of Theorem 4.3 below: given (60) and given that we restrict ourselves to $K \in \mathscr{K}_{\infty}^{-}$, it suffices to note that $\Pi^{K, R}=\Pi_{\mathrm{BPHz}}^{0, K+R}$.

Remark 4.3 The reason why it is natural to restrict oneself to tight partitions can best be seen with the following very simple example. Consider the case


Writing $G_{i}=K_{\mathfrak{t}_{i}}+R_{\mathfrak{t}_{i}}$ and identifying functions with distributions as usual, one then has $\left(\Pi^{K, R} \Gamma\right)(x, y)=\left(G_{1} \star G_{2}\right)(y-x)$. If the $G_{i}$ are smooth functions, then this is of course well-defined as soon as their combined decay at infinity is integrable, which naturally leads to the condition $\operatorname{deg}_{\infty} \mathfrak{t}_{1}+\operatorname{deg}_{\infty} \mathfrak{t}_{1}<-d$, which corresponds indeed to the condition $\operatorname{deg}_{\infty} \mathscr{P}_{\Gamma}<0$ for $\mathscr{P}_{\Gamma}=\left\{\left\{v_{1}, v_{3}\right\},\left\{v_{2}\right\}\right\}$, the only tight partition of the inner vertices of $\Gamma$. Considering instead all partitions would lead to the condition $\operatorname{deg}_{\infty} \mathfrak{t}_{i}<-d$ for $i=1$, 2 , which is much stronger than necessary.

Note now the following two facts.

- The condition of Proposition 4.1 is compatible with the definition of the space $\mathscr{H}$ in the sense that if it is satisfied for one of the summands in the left hand side of (12), then it is also satisfied for all the others, as an immediate consequence of the fact that $\operatorname{deg}_{\infty} \mathfrak{t}^{(k)}=\operatorname{deg}_{\infty} \mathfrak{t}$. In particular, we have a well-defined subspace $\mathscr{H}_{+} \subset \mathscr{H}$ on which the condition of Proposition 4.1 holds and therefore $\Pi^{K, R} \Gamma$ is well-defined for $(K, R) \in \mathscr{K}_{\infty}^{-} \times \mathscr{K}_{0}^{+}$.
- If $\Gamma$ satisfies the assumption of Proposition 4.1, then it is also satisfied for all of the Feynman diagrams appearing in the second factor of the summands of $\Delta \Gamma$, so that $\mathscr{H}_{+}$is invariant under the action of $\mathscr{G}_{-}$on $\mathscr{H}$.

This suggests that if we define a BPHZ renormalised valuation on $\mathscr{H}_{+}$by

$$
\begin{equation*}
\Pi_{\mathrm{BPHz}}^{K, R}=\left(\Pi_{-}^{K} \hat{\mathscr{A}} \otimes \Pi^{K, R}\right) \Delta \tag{61}
\end{equation*}
$$

then it should be possible to extend it to kernel assignments exhibiting self-similar behaviour both at the origin and at infinity. This is indeed the case, as demonstrated by the main theorem of this section.
Theorem 4.3 The map $(K, R) \mapsto \Pi_{\text {BPHz }}^{K, R} \Gamma$ extends continuously to $(K, R) \in \mathscr{K}_{0}^{-} \times$ $\mathscr{K}_{0}^{+}$for all $\Gamma \in \mathscr{H}_{+}$.

Proof Consider the space $\tilde{\mathscr{T}}$ defined as the vector space generated by the set of pairs $(\Gamma, \tilde{\mathscr{E}})$, where $\Gamma$ is a Feynman diagram as before and $\tilde{\mathscr{E}} \subset \mathscr{E}_{\star}$ is a subset of its internal edges. We furthermore define a linear map $X: \mathscr{T} \rightarrow \tilde{\mathscr{T}}$ by $\mathscr{X}=$ $\sum_{\tilde{\mathscr{E}} \subset \mathscr{E}_{\star}}(\Gamma, \tilde{\mathscr{E}})$, and we define a valuation on $\tilde{\mathscr{T}}$ by setting

$$
\begin{align*}
\left(\tilde{\Pi}^{K, R}(\Gamma, \tilde{\mathscr{E}})\right)(\varphi)= & \int_{\mathbf{S}^{\tau_{\star}}} \prod_{e \in \mathscr{E}_{\star} \mid \tilde{\mathscr{C}}} K_{\mathfrak{t}(e)}\left(x_{e_{+}}-x_{e_{-}}\right) \prod_{e \in \tilde{\mathscr{E}}} R_{\mathfrak{t}(e)}\left(x_{e_{+}}-x_{e_{-}}\right) \\
& \times\left(D_{1}^{\ell_{1}} \cdots D_{k}^{\ell_{k}} \varphi\right)\left(x_{v_{1}}, \ldots, x_{v_{k}}\right) d x \tag{62}
\end{align*}
$$

so that $\Pi^{K, R}=\tilde{\Pi}^{K, R} \mathcal{X}$. Similarly to before, we define $\partial \tilde{\mathscr{T}}$ by the analogue of (12) and we set $\tilde{\mathscr{H}}=\tilde{\mathscr{T}} / \partial \tilde{\mathscr{T}}$, noting that $\tilde{\Pi}^{K, R}$ is well-defined on $\tilde{\mathscr{H}}$.

We also define a map $\tilde{\Delta}: \tilde{\mathscr{H}} \rightarrow \mathscr{H}_{-} \otimes \tilde{\mathscr{H}}$ in the same way as (19), but with the sum restricted to subgraphs $\gamma$ whose edge sets are subsets of $\mathscr{\mathscr { E } _ { \star }} \backslash \tilde{\mathscr{E}}$. (This condition guarantees that $\tilde{\mathscr{E}}$ can naturally be identified with a subset of the quotient graph $\Gamma / \gamma$.) With this definition, one has the identity

$$
\tilde{\Delta} X=(\operatorname{id} \otimes X) \Delta,
$$

as a consequence of the fact that the set of pairs $(\tilde{\mathscr{E}}, \gamma)$ such that $\tilde{\mathscr{E}} \subset \mathscr{E}_{\star}$ and $\gamma$ is a subgraph of $\Gamma$ containing only edges in $\mathscr{E}_{\star} \backslash \mathscr{E}$ is the same as the set of pairs such that $\gamma$ is an arbitrary subgraph of $\Gamma$ and $\tilde{\mathscr{E}}$ is a subset of the edges of $\Gamma / \gamma$. This in
turn implies that one has the identity

$$
\begin{equation*}
\Pi_{\mathrm{BPHz}}^{K, R} \Gamma=\left(\Pi_{-}^{K} \hat{\mathscr{A}} \otimes \Pi^{K, R}\right) \Delta \Gamma=\left(\Pi_{-}^{K} \hat{\mathscr{A}} \otimes \tilde{\Pi}^{K, R}\right) \tilde{\Delta} \mathscr{X} \Gamma . \tag{63}
\end{equation*}
$$

Let now $\tilde{\mathscr{T}}_{+}$be the subspace of $\tilde{\mathscr{T}}$ consisting of pairs $(\Gamma, \tilde{\mathscr{E}})$ such that $\operatorname{deg}_{\infty} \mathscr{P}<0$ for every tight partition $\mathscr{P}$ with $\mathscr{E}(\mathscr{P}) \subset \tilde{\mathscr{E}}$. Again, this defines a subspace $\tilde{\mathscr{H}}_{+} \subset \tilde{\mathscr{H}}$ invariant under the action of $\mathscr{G}_{-}$by $\tilde{\Delta}$ and $\mathscr{X}$ maps $\mathscr{H}_{+}$(defined as in the statement of the theorem) into $\tilde{\mathscr{H}}_{+}$, so that it remains to show that $\left(\Pi_{-}^{K} \hat{\mathscr{A}} \otimes \tilde{\Pi}^{K, R}\right) \tilde{\Delta}$ extends to kernels $(K, R) \in \mathscr{K}_{0}^{-} \times \mathscr{K}_{0}^{+}$on all of $\tilde{\mathscr{H}}_{+}$.

For this, we now fix $\tau=(\Gamma, \tilde{\mathscr{E}}) \in \tilde{\mathscr{T}}_{+}$and we remark that for $R \in \mathscr{K}_{\infty}^{+}$we can interpret the factor $\prod_{e \in \tilde{\mathscr{G}}} R_{\mathfrak{t}(e)}\left(x_{e_{+}}-x_{e_{-}}\right)$in (62) as being part of the test function. More precisely, we set

$$
\varphi \otimes_{\tau} R=\varphi\left(x_{1}, \ldots, x_{k}\right) \prod_{e \in \tilde{\mathscr{E}}} R_{\mathfrak{t}(e)}\left(x_{[e]_{+}}-x_{[e]_{-}}\right),
$$

where $[\cdot]_{ \pm}: \tilde{\mathscr{E}} \rightarrow\{k+1, \ldots, k+2|\tilde{\mathscr{E}}|\}$ is an arbitrary but fixed numbering of the half-edges of $\tilde{\mathscr{E}}$. We then have $\left(\tilde{\Pi}^{K, R} \tau\right)(\varphi)=\left(\Pi^{K} U \tau\right)\left(\varphi \otimes_{\tau} R\right)$, where $\mathcal{U}_{\tau} \in \mathcal{T}_{+}$ is the Feynman diagram obtained by cutting each of the edges $e \in \tilde{\mathscr{E}}$ open, replacing them by two legs with label $\delta$ and numbers given by $[e]_{ \pm}$. It is immediate from the definitions and the condition (59) that this is compatible with the actions of $\tilde{\Delta}$ and $\Delta$ in the sense that one has

$$
\left(\left(g \otimes \tilde{\Pi}^{K, R}\right) \tilde{\Delta} \tau\right)(\varphi)=\left(\left(g \otimes \Pi^{K}\right) \Delta U \tau\right)\left(\varphi \otimes_{\tau} R\right), \quad \forall g \in \mathscr{G}_{-} .
$$

Inserting this into (63), we conclude that

$$
\left(\Pi_{\mathrm{BPHZ}}^{K, R} \Gamma\right)(\varphi)=\sum_{\tilde{\tilde{E}} \subset \mathscr{E}_{\star}}\left(\Pi_{\mathrm{BPHZ}}^{K} \cup(\Gamma, \tilde{\mathscr{E}})\right)\left(\varphi \otimes_{(\Gamma, \tilde{\mathscr{E}})} R\right),
$$

so that it remains to bound separately each of the terms in this sum.
For this, we write $\mathbf{S}_{d}=\mathbf{Z}^{d}$ for the discrete analogue of our state space $\mathbf{S}=\mathbf{R}^{d}$, we set $N=k+2|\tilde{\mathscr{C}}|$, and we write $1=\sum_{x \in \mathbf{S}_{d}^{N}} \Psi_{x}$ for a partition of unity with the property that $\Psi_{x}(y)=\Psi_{0}(y-x)$ and that $\Psi_{0}$ is supported in a cube of sidelength 2 centred at the origin, so that it remains to show that

$$
\sum_{x \in \mathbf{S}_{d}^{N}} S_{x}, \quad S_{x} \stackrel{\text { def }}{=}\left(\Pi_{\mathrm{BPHz}}^{K} थ(\Gamma, \tilde{\mathscr{E}})\right)\left(\left(\varphi \otimes_{(\Gamma, \tilde{\mathscr{E}})} R\right) \Psi_{x}\right),
$$

is absolutely summable. It then follows from Theorem 3.1 that the summand in the above expression is bounded by

$$
\left|S_{x}\right| \lesssim \prod_{e \in \tilde{\mathscr{E}}}\left(1+\left|x_{[e]_{+}}-x_{[e]_{-}}\right|\right)^{\operatorname{deg}_{\infty} t(e)}
$$

for all $(K, R) \in \mathscr{K}_{0}^{-} \times \mathscr{K}_{0}^{+}$. This expression is not summable in general, so we need to exploit the fact that there are many terms that vanish. For instance, since the test function $\varphi$ is compactly supported, there exists $C$ such that $S_{x}=0$ as soon as $\left|x_{i}\right| \geq C$ for some $i \leq k$. Similarly, since the kernels $K_{\mathfrak{t}}$ are compactly supported, there exists $C$ such that $S_{x}=0$ as soon as there are two legs [i] and [j] of $U_{\tau}$ attached to the same connected component and such that $\left|x_{i}-x_{j}\right| \geq C$.

Let now $\mathscr{P}$ be the finest tight partition for $\Gamma$ with $\mathscr{E}(\mathscr{P}) \subset \tilde{\mathscr{E}}$ and let $L \in \mathscr{P}$ denote the (unique) set which contains all the vertices adjacent to the legs of $\Gamma$. We conclude from the above consideration that one has

$$
\begin{equation*}
\sum_{x \in \mathbf{S}_{d}^{N}}\left|S_{x}\right| \lesssim \sum_{y \in \mathbf{S}_{d}^{\mathscr{P}}} \mathbf{1}_{\left\{y_{L}=0\right\}} \prod_{e \in \mathscr{C}(\mathscr{P})}\left(1+\left|y_{\left[e_{+}\right]}-y_{\left[e_{-}\right]}\right|\right)^{\operatorname{deg}_{\infty} t(e)} \tag{64}
\end{equation*}
$$

where $[v] \in \mathscr{P}$ denotes the element of $\mathscr{P}$ containing the vertex $v$. At this stage, the proof is virtually identical to that of Weinberg's theorem, with the difference that we need to control the large-scale behaviour instead of the small-scale behaviour. We define Hepp sectors $D_{\mathbf{T}} \subset \mathbf{S}_{d}^{\mathscr{P}}$ for $\mathbf{T}=(T, \mathbf{n})$ in exactly the same way as before, the difference being that this time no two elements can be at distance less than 1, so that we can restrict ourselves to scale assignments with $\mathbf{n}_{v} \leq 0$ for every inner vertex of $T$. Also, in view of (64), the leaves of $T$ are this time given by elements of $\mathscr{P}$. In the same way as before, the number of elements of $D_{\mathbf{T}}$ is of the order of $\prod_{u \in T} 2^{-d \mathbf{n}_{u}}$ so that one has again a bound of the type

$$
\begin{equation*}
\sum_{x \in \mathbf{S}_{d}^{N}}\left|S_{x}\right| \lesssim \sum_{\mathbf{T}} \prod_{u \in T} 2^{-\mathbf{n}_{u} \eta_{u}}, \quad \eta_{u}=d+\sum_{e \in \mathscr{B}(\mathscr{P})} \mathbf{1}_{e^{\uparrow}} \operatorname{deg}_{\infty} \mathfrak{t}(e), \tag{65}
\end{equation*}
$$

where $e^{\uparrow}$ denotes the common ancestor in $T$ of the two elements of $\mathscr{P}$ containing the two endpoints of $e$. Our assumption on $\Gamma$ now implies that for every initial segment $T_{i}$ of $T,{ }^{2}$ one has $\sum_{u \in T_{i}} \eta_{u}<0$. This is because one has $\sum_{u \in T_{i}} \eta_{u}=\operatorname{deg} \mathscr{P}_{T_{i}}$, where $\mathscr{P}_{T_{i}}$ is the coarsest coarsening of $\mathscr{P}$ such that for every edge $e \in \mathscr{E}\left(\mathscr{P}_{T_{i}}\right)$, one has $e^{\uparrow} \notin \mathscr{P}_{T_{i}}$.

We claim that any such $\eta$ satisfies

$$
S(T, \eta) \stackrel{\operatorname{def}}{=} \sum_{\mathbf{n}} \prod_{u \in T} 2^{-\mathbf{n}_{u} \eta_{u}}<\infty
$$

where again the sum is restricted to negative $\mathbf{n}$ that are monotone on $T$. This can be shown by induction over the number of leaves of $T$. If $T$ has only two leaves, then this is a converging geometric series and the claim is trivial. Let now $T$ be a tree with $m \geq 3$ leaves and assume that the claim holds for all trees with $m-1$ leaves. Pick an inner vertex $u$ of $T$ which has exactly two descendants (such a vertex always

[^56]exists since $T$ is binary) and write $\tilde{T}$ for the new tree obtained from $T$ by deleting $u$ and coalescing its two descendants into one single leaf. Write furthermore $u^{\uparrow}$ for the parent of $u$ in $T$, which exists since $T$ has at least three leaves. The following example illustrates this construction:


Since the condition on $\eta$ is open and since $S_{\eta}$ increases when increasing $\eta_{u}$, we can assume without loss of generality that $\eta_{u} \neq 0$. There are then two cases:

- If $\eta_{u}<0$, we have $\sum_{\mathbf{n}_{u}>\mathbf{n}_{u \uparrow}} 2^{-\mathbf{n}_{u} \eta_{u}} \approx 1$, so that

$$
\begin{equation*}
S(T, \eta) \approx S(\tilde{T}, \tilde{\eta}) \tag{66}
\end{equation*}
$$

where $\tilde{\eta}_{v}$ is just the restriction of $\eta_{v}$ to the tree $\tilde{T}$. Since initial segments of $\tilde{T}$ are also initial segments of $T$ and since $\tilde{\eta}=\eta$ on them, we can make use of the induction hypothesis to conclude.

- If $\eta_{u}>0$, we have $\sum_{\mathbf{n}_{u}>\mathbf{n}_{u} \uparrow} 2^{-\mathbf{n}_{u} \eta_{u}} \approx 2^{-\mathbf{n}_{u} \uparrow \eta_{u}}$, so that (66) holds again, but this time $\tilde{\eta}_{u \uparrow}=\eta_{u \uparrow}+\eta_{u}$ and $\tilde{\eta}_{v}=\eta_{v}$ otherwise. We conclude in the same way as before since the only "dangerous" case is that of initial segments $\tilde{T}_{i}$ containing $u^{\uparrow}$, but these are in bijection with the initial segment $T_{i}=\tilde{T}_{i} \cup\{u\}$ of $T$ such that $\sum_{v \in \tilde{T}_{i}} \tilde{\eta}_{v}=\sum_{v \in T_{i}} \eta_{v}$, so that the induction hypothesis still holds.

Applying this to (65) completes the proof of the theorem.
Remark 4.4 While the definition of $\Pi_{\text {gPHz }}^{K, R}$ is rather canonical, given kernel assignments $K$ and $R$, the decomposition $G=K+R$ is not. Using the fact that $\mathscr{G}_{-}$is a group, it is however not difficult to see that, for any two choices $(K, R),(\bar{K}, \bar{R}) \in$ $\mathscr{K}_{0}^{-} \times \mathscr{K}_{0}^{+}$such that

$$
K_{\mathfrak{t}}+R_{\mathfrak{t}}=\bar{K}_{\mathfrak{t}}+\bar{R}_{\mathfrak{t}}, \quad \forall \mathfrak{t} \in \mathfrak{L}_{\star},
$$

there exists an element $g \in \mathscr{G}_{-}$such that $\Pi_{\text {Bppz }}^{\bar{K}}, \bar{R}=\left(g \otimes \Pi_{\text {вphz }}^{K, R}\right) \Delta$.
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# Parabolic Anderson Model with Rough Dependence in Space 

Yaozhong Hu, Jingyu Huang, Khoa Lê, David Nualart, and Samy Tindel


#### Abstract

This paper studies the one-dimensional parabolic Anderson model driven by a Gaussian noise which is white in time and has the covariance of a fractional Brownian motion with Hurst parameter $H \in\left(\frac{1}{4}, \frac{1}{2}\right)$ in the space variable. We derive the Wiener chaos expansion of the solution and a Feynman-Kac formula for the moments of the solution. These results allow us to establish sharp lower and upper asymptotic bounds for the $n$th moment of the solution.


[^57]
## 1 Introduction

A recent paper [9] studies the stochastic heat equation for $(t, x) \in(0, \infty) \times \mathbb{R}$

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\kappa}{2} \frac{\partial^{2} u}{\partial x^{2}}+\sigma(u) \dot{W}, \tag{1}
\end{equation*}
$$

where $\dot{W}$ is a centered Gaussian noise which is white in time and behaves as fractional Brownian motion with Hurst parameter $1 / 4<H<1 / 2$ in space, and $\sigma$ may be a nonlinear function with some smoothness.

However, the specific case $\sigma(u)=u$, i.e.

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\kappa}{2} \frac{\partial^{2} u}{\partial x^{2}}+u \dot{W} \tag{2}
\end{equation*}
$$

deserves some specific treatment due to its simplicity. Indeed, this linear equation turns out to be a continuous version of the parabolic Anderson model, and is related to challenging systems in random environment like KPZ equation $[3,6]$ or polymers [1, 4]. The localization and intermittency properties of (2) have thus been thoroughly studied for equations driven by a space-time white noise (see [13] for a nice survey), while a recent trend consists in extending this kind of result to equations driven by very general Gaussian noises [5, 8, 10, 11]. However, the rough noise $\dot{W}$ presented in this work is not covered by the aforementioned references.

To fill this gap, we first tackle the existence and uniqueness problem. Although the existence and uniqueness of the solution in the general nonlinear case (1) has been established in [9], in this linear case (2), one can implement a rather simple procedure involving Fourier transforms. Since this point of view is interesting in its own right and is short enough, we develop it in Sect. 3.1. In Sect. 3.2, we study the random field solution using chaos expansion. Following the approach introduced in [ 8,10 ], we obtain an explicit formula for the kernels of the Wiener chaos expansion and we show its convergence, and thus obtain the existence and uniqueness of the solution. It is worth noting these methods treat different classes of initial data which are more general than in [9] and different from [2].

We then move to a Feynman-Kac type representation for the moments of the solution. In fact, we cannot expect a Feynman-Kac formula for the solution, because the covariance is rougher than the space-time white noise case, and this type of formula requires smoother covariance structures (see, for instance, [11]). However, by means of Fourier analysis techniques as in [8, 10], we are able to obtain a Feynman-Kac formula for the moments that involves a fractional derivative of the Brownian local time.

Finally, the previous considerations allow us to handle, in the last section of the paper, the intermittency properties of the solution. More precisely, we show sharp lower bounds for the moments of the solution of the form $\mathbf{E}\left[u(t, x)^{n}\right] \geq$ $\exp \left(C n^{1+\frac{1}{H}} t\right)$, for all $t \geq 0, x \in \mathbb{R}$ and $n \geq 2$, where $C$ is independent of $t \geq 0$,
$x \in \mathbb{R}$ and $n$. These bounds entail the intermittency phenomenon and match the corresponding estimates for the case $H>\frac{1}{2}$ obtained in [10]. After the completion of this work, three of the authors have studied the parabolic Anderson model in more details in [12]. Existence and uniqueness results are extended to wider class of initial data. In particular, exact long term asymptotics for the moments of the solution of the form $\lim \sup \frac{1}{t} \sup _{|x|>\alpha t} \log \mathbb{E}\left(|u(t, x)|^{p}\right)$ are obtained.

## 2 Preliminaries

Let us start by introducing our basic notation on Fourier transforms of functions. The space of Schwartz functions is denoted by $\mathcal{S}$. Its dual, the space of tempered distributions, is $\mathcal{S}^{\prime}$. The Fourier transform of a function $u \in \mathcal{S}$ is defined with the normalization

$$
\mathcal{F} u(\xi)=\int_{\mathbb{R}} e^{-i \xi x} u(x) d x
$$

so that the inverse Fourier transform is given by $\mathcal{F}^{-1} u(\xi)=(2 \pi)^{-1} \mathcal{F} u(-\xi)$. The Fourier transform of a tempered distribution can also be defined (see [18]).

Let $\mathcal{D}((0, \infty) \times \mathbb{R})$ denote the space of real-valued infinitely differentiable functions with compact support on $(0, \infty) \times \mathbb{R}$. Taking into account the spectral representation of the covariance function of the fractional Brownian motion in the case $H<\frac{1}{2}$ proved in [17, Theorem 3.1], we represent our noise $W$ by a zero-mean Gaussian family $\{W(\varphi), \varphi \in \mathcal{D}((0, \infty) \times \mathbb{R})\}$ defined on a complete probability space $(\Omega, \mathcal{F}, \mathbf{P})$, whose covariance structure is given by

$$
\begin{equation*}
\mathbf{E}[W(\varphi) W(\psi)]=c_{1, H} \int_{\mathbb{R}_{+} \times \mathbb{R}} \mathcal{F} \varphi(s, \xi) \overline{\mathcal{F} \psi(s, \xi)}|\xi|^{1-2 H} d s d \xi \tag{3}
\end{equation*}
$$

where the Fourier transforms $\mathcal{F} \varphi, \mathcal{F} \psi$ are understood as Fourier transforms in space only and

$$
\begin{equation*}
c_{1, H}=\frac{1}{2 \pi} \Gamma(2 H+1) \sin (\pi H) . \tag{4}
\end{equation*}
$$

We denote by $\mathfrak{H}$ the Hilbert space obtained by completion of $\mathcal{D}((0, \infty) \times \mathbb{R})$ with respect to the inner product

$$
\begin{equation*}
\langle\varphi, \psi\rangle_{\mathfrak{H}}=c_{1, H} \int_{\mathbb{R}_{+} \times \mathbb{R}} \mathcal{F} \varphi(s, \xi) \overline{\mathcal{F} \psi(s, \xi)}|\xi|^{1-2 H} d \xi d s \tag{5}
\end{equation*}
$$

The next proposition is from Theorem 3.1 and Proposition 3.4 in [17].

Proposition 2.1 If $\mathfrak{H}_{0}$ denotes the class of functions $\varphi \in L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$ such that

$$
\int_{\mathbb{R}_{+} \times \mathbb{R}}|\mathcal{F} \varphi(s, \xi)|^{2}|\xi|^{1-2 H} d \xi d s<\infty
$$

then $\mathfrak{H}_{0}$ is not complete and the inclusion $\mathfrak{H}_{0} \subset \mathfrak{H}$ is strict.
We recall that the Gaussian family $W$ can be extended to $\mathfrak{H}$ and this produces an isonormal Gaussian process, for which Malliavin calculus can be applied. We refer to [16] and [7] for a detailed account of the Malliavin calculus with respect to a Gaussian process. On our Gaussian space, the smooth and cylindrical random variables $F$ are of the form

$$
F=f\left(W\left(\phi_{1}\right), \ldots, W\left(\phi_{n}\right)\right),
$$

with $\phi_{i} \in \mathfrak{H}, f \in C_{p}^{\infty}\left(\mathbb{R}^{n}\right)$ (namely $f$ and all its partial derivatives have polynomial growth). For this kind of random variable, the derivative operator $D$ in the sense of Malliavin calculus is the $\mathfrak{H}$-valued random variable defined by

$$
D F=\sum_{j=1}^{n} \frac{\partial f}{\partial x_{j}}\left(W\left(\phi_{1}\right), \ldots, W\left(\phi_{n}\right)\right) \phi_{j}
$$

The operator $D$ is closable from $L^{2}(\Omega)$ into $L^{2}(\Omega ; \mathfrak{H})$ and we define the Sobolev space $\mathbb{D}^{1,2}$ as the closure of the space of smooth and cylindrical random variables under the norm

$$
\|D F\|_{1,2}=\sqrt{\mathbf{E}\left[F^{2}\right]+\mathbf{E}\left[\|D F\|_{\mathfrak{H}}^{2}\right]} .
$$

We denote by $\delta$ the adjoint of the derivative operator (called divergence operator) given by the duality formula

$$
\begin{equation*}
\mathbf{E}[\delta(u) F]=\mathbf{E}\left[\langle D F, u\rangle_{\mathfrak{H}}\right], \tag{6}
\end{equation*}
$$

for any $F \in \mathbb{D}^{1,2}$ and any element $u \in L^{2}(\Omega ; \mathfrak{H})$ in the domain of $\delta$.
For any integer $n \geq 0$ we denote by $\mathbf{H}_{n}$ the $n$th Wiener chaos of $W$. We recall that $\mathbf{H}_{0}$ is simply $\mathbb{R}$ and for $n \geq 1, \mathbf{H}_{n}$ is the closed linear subspace of $L^{2}(\Omega)$ generated by the random variables $\left\{H_{n}(W(\phi)), \phi \in \mathfrak{H},\|\phi\|_{\mathfrak{H}}=1\right\}$, where $H_{n}$ is the $n$th Hermite polynomial. For any $n \geq 1$, we denote by $\mathfrak{H}^{\otimes n}$ (resp. $\mathfrak{H}^{\odot n}$ ) the $n$th tensor product (resp. the $n$th symmetric tensor product) of $\mathfrak{H}$. Then, the mapping $I_{n}\left(\phi^{\otimes n}\right)=H_{n}(W(\phi))$ can be extended to a linear isometry between $\mathfrak{H}^{\ominus n}$ (equipped with the modified norm $\sqrt{n!}\|\cdot\|_{\mathfrak{H}^{\otimes n}}$ ) and $\mathbf{H}_{n}$.

Consider now a random variable $F \in L^{2}(\Omega)$ which is measurable with respect to the $\sigma$-field $\mathcal{F}$ generated by $W$. This random variable can be expressed as

$$
\begin{equation*}
F=\mathbf{E}[F]+\sum_{n=1}^{\infty} I_{n}\left(f_{n}\right) \tag{7}
\end{equation*}
$$

where the series converges in $L^{2}(\Omega)$, and the elements $f_{n} \in \mathfrak{H}^{\odot n}, n \geq 1$, are determined by $F$. This identity is called the Wiener chaos expansion of $F$.

The Skorohod integral (or divergence) of a random field $u$ can be computed by using the Wiener chaos expansion. More precisely, suppose that $u=$ $\left\{u(t, x),(t, x) \in \mathbb{R}_{+} \times \mathbb{R}\right\}$ is a random field such that for each $(t, x), u(t, x)$ is an $\mathcal{F}$-measurable and square-integrable random variable. Then, for each $(t, x)$ we have a Wiener chaos expansion of the form

$$
\begin{equation*}
u(t, x)=\mathbf{E}[u(t, x)]+\sum_{n=1}^{\infty} I_{n}\left(f_{n}(\cdot, t, x)\right) \tag{8}
\end{equation*}
$$

Suppose that $\mathbf{E}\left[\|u\|_{\mathfrak{H}}^{2}\right]$ is finite. Then, we can interpret $u$ as a square-integrable random function with values in $\mathfrak{H}$ and the kernels $f_{n}$ in the expansion (8) are functions in $\mathfrak{H}^{\otimes(n+1)}$ which are symmetric in the first $n$ variables. In this situation, $u$ belongs to the domain of the divergence operator (that is, $u$ is Skorohod integrable with respect to $W$ ) if and only if the following series converges in $L^{2}(\Omega)$

$$
\begin{equation*}
\delta(u)=\int_{0}^{\infty} \int_{\mathbb{R}^{d}} u(t, x) \delta W(t, x)=W(\mathbf{E}[u])+\sum_{n=1}^{\infty} I_{n+1}\left(\tilde{f}_{n}\right) \tag{9}
\end{equation*}
$$

where $\tilde{f}_{n}$ denotes the symmetrization of $f_{n}$ in all its $n+1$ variables.
For each $t \geq 0$, let $\mathcal{F}_{t}$ be the $\sigma$-field generated by $W$ up to time $t$. Define the predictable $\sigma$-field as the $\sigma$-field of subsets of $\Omega \times \mathbb{R}_{+} \times \mathbb{R}$ generated by the collection of sets $\left\{A \times(s, t] \times B\right.$, where $0 \leq s<t, A \in \mathcal{F}_{s}$ and $B$ is a Borel set in $\mathbb{R}$. Denote by $\Lambda_{H}$ the space of predictable processes $g$ defined on $\mathbb{R}_{+} \times \mathbb{R}$ such that almost surely $g \in \mathfrak{H}$ and $\mathbf{E}\left[\|g\|_{\mathfrak{H}}^{2}\right]<\infty$. Then, if $g \in \Lambda_{H}$, the Skorohod integral of $g$ with respect to $W$ coincides with the Itô integral defined in [9] and we have the isometry

$$
\begin{equation*}
\mathbf{E}\left[\left(\int_{\mathbb{R}_{+}} \int_{\mathbb{R}} g(s, x) W(d s, d x)\right)^{2}\right]=\mathbb{E}\|g\|_{\mathfrak{H}}^{2} \tag{10}
\end{equation*}
$$

Now we are ready to state the definition of the solution to Eq. (2). Denote by $p_{t}(x)$ the heat kernel on the real line related to $\frac{\kappa}{2} \Delta$. We denote by $*$ the convolution operation.

Definition 2.2 Let $u=\{u(t, x), 0 \leq t \leq T, x \in \mathbb{R}\}$ be a real-valued predictable stochastic process such that for all $t \in[0, T]$ and $x \in \mathbb{R}$ the process $\left\{p_{t-s}(x-\right.$ $\left.y) u(s, y) \mathbf{1}_{[0, t]}(s), s \geq 0, y \in \mathbb{R}\right\}$ belongs to $\Lambda_{H}$. We say that $u$ is a mild solution of (2) if for all $t \in[0, T]$ and $x \in \mathbb{R}$ we have

$$
\begin{equation*}
u(t, x)=p_{t} * u_{0}(x)+\int_{0}^{t} \int_{\mathbb{R}} p_{t-s}(x-y) u(s, y) W(d s, d y) \quad \text { a.s., } \tag{11}
\end{equation*}
$$

where and in what follows the stochastic integral is always understood in the sense of Itô and coincides with the Skorohod integral defined by (6).

## 3 Existence and Uniqueness

In this section we prove the existence and uniqueness result for the solution to Eq. (2) by means of two different methods: one is via Fourier transform and the other is via chaos expansion.

### 3.1 Existence and Uniqueness via Fourier Transform

In this subsection we discuss the existence and uniqueness of Eq. (2) using techniques of Fourier analysis.

Let $\dot{H}_{0}^{\frac{1}{2}-H}$ be the set of functions $f \in L^{2}(\mathbb{R})$ such that $\int_{\mathbb{R}}|\mathcal{F} f(\xi)|^{2}|\xi|^{1-2 H}$ $d \xi<\infty$. This space is the time independent analogue to the space $\mathfrak{H}_{0}$ introduced in Proposition 2.1. We know that $\dot{H}_{0}^{\frac{1}{2}-H}$ is not complete with the seminorm $\left[\int_{\mathbb{R}}|\mathcal{F} f(\xi)|^{2}|\xi|^{1-2 H} d \xi\right]^{\frac{1}{2}}$ (see [17]). However, it is not difficult to check that the space $\dot{H}_{0}^{\frac{1}{2}-H}$ is complete for the seminorm $\|f\|_{\mathcal{V}(H)}^{2}:=\int_{\mathbb{R}}|\mathcal{F} f(\xi)|^{2}(1+$ $\left.|\xi|^{1-2 H}\right) d \xi$.

In the next theorem we show the existence and uniqueness result assuming that the initial condition belongs to $\dot{H}_{0}^{\frac{1}{2}-H}$ and using estimates based on the Fourier transform in the space variable. To this purpose, we introduce the space $\mathcal{V}_{T}(H)$ as the completion of the set of elementary $\dot{H}_{0}^{\frac{1}{2}-H}$-valued stochastic processes

$$
u(t)=\sum_{i=0}^{n-1} \mathbf{1}_{\left(t_{i}, t_{i+1}\right]}(t) u_{i}, \quad t \in[0, T]
$$

where $0=t_{0}<t_{1}<\cdots<t_{n}=T$ is a partition of $[0, T]$ and $u_{i} \in \dot{H}_{0}^{\frac{1}{2}-H}$, with respect to the seminorm

$$
\begin{equation*}
\|u\|_{\mathcal{V}_{T}(H)}^{2}:=\sup _{t \in[0, T]} \mathbf{E}\|u(t, \cdot)\|_{\mathcal{V}_{(H)}}^{2} \tag{12}
\end{equation*}
$$

We now state a convolution lemma.
Proposition 3.1 Consider a function $u_{0} \in \dot{H}_{0}^{\frac{1}{2}-H}$ and $\frac{1}{4}<H<\frac{1}{2}$. For any $v \in \mathcal{V}_{T}(H)$ we set $\Gamma(v)=V$ in the following way:
$\Gamma(v):=V(t, x)=p_{t} * u_{0}(x)+\int_{0}^{t} \int_{\mathbb{R}} p_{t-s}(x-y) v(s, y) W(d s, d y), \quad t \in[0, T], x \in \mathbb{R}$.
Then $\Gamma$ is well-defined as a map from $\mathcal{V}_{T}(H)$ to $\mathcal{V}_{T}(H)$. Furthermore, there exist two positive constants $c_{1}, c_{2}$ such that the following estimate holds true on $[0, T]$ :

$$
\begin{equation*}
\|V(t, \cdot)\|_{\mathcal{V}_{(H)}}^{2} \leq c_{1}\left\|u_{0}\right\|_{\mathcal{V}(H)}^{2}+c_{2} \int_{0}^{t}(t-s)^{2 H-3 / 2}\|v(s, \cdot)\|_{\mathcal{V}(H)}^{2} d s \tag{13}
\end{equation*}
$$

Proof Let $v$ be a process in $\mathcal{V}_{T}(H)$ and set $V=\Gamma(v)$. The stochastic integral appearing in the definition of $\Gamma(v)$ exists as an Itô (or Skorohod) integral, because the process $\left\{p_{t-s}(x-y) v(s, y), \mathbf{1}_{[0, t]}(s), s \geq 0, y \in \mathbb{R}\right\}$ is predictable and square integrable. We focus on the bound (13) for $V$.

Notice that the Fourier transform of $V$ can be computed easily. Indeed, setting $v_{0}(t, x)=p_{t} * u_{0}(x)$ and invoking a stochastic version of Fubini's theorem, which can be easily proved in our framework, we get

$$
\mathcal{F} V(t, \xi)=\mathcal{F} v_{0}(t, \xi)+\int_{0}^{t} \int_{\mathbb{R}}\left(\int_{\mathbb{R}} e^{i x \xi} p_{t-s}(x-y) d x\right) v(s, y) W(d s, d y) .
$$

According to the expression of $\mathcal{F} p_{t}$, we obtain

$$
\mathcal{F} V(t, \xi)=\mathcal{F} v_{0}(t, \xi)+\int_{0}^{t} \int_{\mathbb{R}} e^{-i \xi y} e^{-\frac{\kappa}{2}(t-s) \xi^{2}} v(s, y) W(d s, d y)
$$

We now evaluate the quantity $\mathbf{E}\left[\int_{\mathbb{R}}|\mathcal{F} V(t, \xi)|^{2}|\xi|^{1-2 H} d \xi\right]$ in the definition of $\|V\|_{\mathcal{V}_{T}(H)}$ given by (12). We thus write

$$
\begin{aligned}
& \mathbf{E}\left[\int_{\mathbb{R}}|\mathcal{F} V(t, \xi)|^{2}|\xi|^{1-2 H} d \xi\right] \leq 2 \int_{\mathbb{R}}\left|\mathcal{F} v_{0}(t, \xi)\right|^{2}|\xi|^{1-2 H} d \xi \\
+ & 2 \int_{\mathbb{R}} \mathbf{E}\left[\left|\int_{0}^{t} \int_{\mathbb{R}} e^{-i \xi y} e^{-\frac{\kappa}{2}(t-s) \xi^{2}} v(s, y) W(d s, d y)\right|^{2}\right]|\xi|^{1-2 H} d \xi:=2\left(I_{1}+I_{2}\right)
\end{aligned}
$$

and we handle the terms $I_{1}$ and $I_{2}$ separately.

The term $I_{1}$ can be easily bounded by using that $u_{0} \in \dot{H}_{0}^{\frac{1}{2}-H}$ and recalling $v_{0}=p_{t} * u_{0}$. That is,

$$
I_{1}=\int_{\mathbb{R}}\left|\mathcal{F} u_{0}(\xi)\right|^{2} e^{-\kappa t|\xi|^{2}}|\xi|^{1-2 H} d \xi \leq C\left\|u_{0}\right\|_{\mathcal{V}_{(H)}}^{2}
$$

We thus focus on the estimation of $I_{2}$, and we set $f_{\xi}(s, \eta)=e^{-i \xi \eta} e^{-\frac{\kappa}{2}(t-s) \xi^{2}} v(s, \eta)$. Applying the isometry property (10) we have:
$\mathbf{E}\left[\left|\int_{0}^{t} \int_{\mathbb{R}} e^{-i \xi y} e^{-\frac{\kappa}{2}(t-s) \xi^{2}} v(s, y) W(d s, d y)\right|^{2}\right]=c_{1, H} \int_{0}^{t} \int_{\mathbb{R}} \mathbf{E}\left[\left|\mathcal{F}_{\eta} f_{\xi}(s, \eta)\right|^{2}\right]|\eta|^{1-2 H} d s d \eta$,
where $\mathcal{F}_{\eta}$ is the Fourier transform with respect to $\eta$. It is obvious that the Fourier transform of $e^{-i \xi y} V(y)$ is $\mathcal{F} V(\eta+\xi)$. Thus we have

$$
\begin{aligned}
I_{2} & =C \int_{0}^{t} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\kappa(t-s) \xi^{2}} \mathbf{E}\left[|\mathcal{F} v(s, \eta+\xi)|^{2}\right]|\eta|^{1-2 H}|\xi|^{1-2 H} d \eta d \xi d s \\
& =C \int_{0}^{t} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\kappa(t-s) \xi^{2}} \mathbf{E}\left[|\mathcal{F} v(s, \eta)|^{2}\right]|\eta-\xi|^{1-2 H}|\xi|^{1-2 H} d \eta d \xi d s
\end{aligned}
$$

We now bound $|\eta-\xi|^{1-2 H}$ by $|\eta|^{1-2 H}+|\xi|^{1-2 H}$, which yields $I_{2} \leq I_{21}+I_{22}$ with:

$$
\begin{aligned}
& I_{21}=C \int_{0}^{t} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\kappa(t-s) \xi^{2}} \mathbf{E}\left[|\mathcal{F} v(s, \eta)|^{2}\right]|\eta|^{1-2 H}|\xi|^{1-2 H} d \eta d \xi d s \\
& I_{22}=C \int_{0}^{t} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{-\kappa(t-s) \xi^{2}} \mathbf{E}\left[|\mathcal{F} v(s, \eta)|^{2}\right]|\xi|^{2-4 H} d \eta d \xi d s
\end{aligned}
$$

Performing the change of variable $\xi \rightarrow(t-s)^{-1 / 2} \xi$ and then trivially bounding the integrals of the form $\int_{\mathbb{R}}|\xi|^{\beta} e^{-\kappa \xi^{2}} d \xi$ by constants, we end up with

$$
\begin{aligned}
& I_{21} \leq C \int_{0}^{t}(t-s)^{H-1} \int_{\mathbb{R}} \mathbf{E}\left[|\mathcal{F} v(s, \eta)|^{2}\right]|\eta|^{1-2 H} d \eta d s \\
& I_{22} \leq C \int_{0}^{t}(t-s)^{2 H-3 / 2} \int_{\mathbb{R}} \mathbf{E}\left[|\mathcal{F} v(s, \eta)|^{2}\right] d \eta d s .
\end{aligned}
$$

Observe that for $H \in\left(\frac{1}{4}, \frac{1}{2}\right)$ the term $(t-s)^{2 H-3 / 2}$ is more singular than $(t-s)^{H-1}$, but we still have $2 H-\frac{3}{2}>-1$ (this is where we need to impose $H>1 / 4$ ).

Summarizing our consideration up to now, we have thus obtained

$$
\begin{align*}
& \int_{\mathbb{R}} \mathbf{E}\left[|\mathcal{F} V(t, \xi)|^{2}\right]|\xi|^{1-2 H} d \xi \\
\leq & C_{1, T}\left\|u_{0}\right\|_{\mathcal{V}(H)}^{2}+C_{2, T} \int_{0}^{t}(t-s)^{2 H-3 / 2} \int_{\mathbb{R}} \mathbf{E}\left[|\mathcal{F} v(s, \xi)|^{2}\right]\left(1+|\xi|^{1-2 H}\right) d \xi d s, \tag{14}
\end{align*}
$$

for two strictly positive constants $C_{1, T}, C_{2, T}$.
The term $\mathbf{E}\left[\int_{\mathbb{R}}|\mathcal{F} V(t, \xi)|^{2} d \xi\right]$ in the definition of $\|V\|_{\mathcal{V}_{T}(H)}$ can be bounded with the same computations as above, and we find

$$
\begin{align*}
& \int_{\mathbb{R}} \mathbf{E}\left[|\mathcal{F} V(t, \xi)|^{2}\right] d \xi \\
\leq & C_{1, T}\left\|u_{0}\right\|_{\mathcal{V}(H)}^{2}+C_{2, T} \int_{0}^{t}(t-s)^{H-1} \int_{\mathbb{R}} \mathbf{E}\left[|\mathcal{F} v(s, \xi)|^{2}\right]\left(1+|\xi|^{1-2 H}\right) d \eta d s \tag{15}
\end{align*}
$$

Hence, gathering our estimates (14) and (15), our bound (13) is easily obtained, which finishes the proof.

As in the forthcoming general case, Proposition 3.1 is the key to the existence and uniqueness result for Eq. (2).
Theorem 3.2 Suppose that $u_{0}$ is an element of $\dot{H}_{0}^{\frac{1}{2}-H}$ and $\frac{1}{4}<H<\frac{1}{2}$. Fix $T>0$. Then there is a unique process $u$ in the space $\mathcal{V}_{T}(H)$ such that for all $t \in[0, T]$,

$$
\begin{equation*}
u(t, \cdot)=p_{t} * u_{0}+\int_{0}^{t} \int_{\mathbb{R}} p_{t-s}(\cdot-y) u(s, y) W(d s, d y) \tag{16}
\end{equation*}
$$

Proof The proof follows from the standard Picard iteration scheme, where we just set $u_{n+1}=\Gamma\left(u_{n}\right)$. Details are left to the reader for the sake of conciseness.

### 3.2 Existence and Uniqueness via Chaos Expansions

Next, we provide another way to prove the existence and uniqueness of the solution to Eq. (2), by means of chaos expansions. This will enable us to obtain moment estimates. Before stating our main theorem in this direction, let us label an elementary lemma borrowed from [10] for further use.

Lemma 3.3 For $m \geq 1$ let $\alpha \in(-1+\varepsilon, 1)^{m}$ with $\varepsilon>0$ and set $|\alpha|=\sum_{i=1}^{m} \alpha_{i}$. For $t \in[0, T]$, the $m$-th dimensional simplex over $[0, t]$ is denoted by $T_{m}(t)=$
$\left\{\left(r_{1}, r_{2}, \ldots, r_{m}\right) \in \mathbb{R}^{m}: 0<r_{1}<\cdots<r_{m}<t\right\}$. Then there is a constant $c>0$ such that

$$
J_{m}(t, \alpha):=\int_{T_{m}(t)} \prod_{i=1}^{m}\left(r_{i}-r_{i-1}\right)^{\alpha_{i}} d r \leq \frac{c^{m} t^{|\alpha|+m}}{\Gamma(|\alpha|+m+1)},
$$

where by convention, $r_{0}=0$.
Let us now state a new existence and uniqueness theorem for our equation of interest (2).

Theorem 3.4 Suppose that $\frac{1}{4}<H<\frac{1}{2}$ and that the initial condition $u_{0}$ satisfies

$$
\begin{equation*}
\int_{\mathbb{R}}\left(1+|\xi|^{\frac{1}{2}-H}\right)\left|\mathcal{F} u_{0}(\xi)\right| d \xi<\infty \tag{17}
\end{equation*}
$$

Then there exists a unique solution to Eq. (2), that is, there is a unique process u such that the Itô (or Skorohod) integral of the process $\left\{p_{t-s}(x-y) u(s, y) \mathbf{1}_{[0, t]}(s), s \geq\right.$ $0, y \in \mathbb{R}\}$ exists for any $(t, x) \in[0, T] \times \mathbb{R}$ and relation (11) holds true.

## Remark 3.5

(i) The formulation of Theorem 3.4 yields the definition of our solution $u$ for all $(t, x) \in[0, T] \times \mathbb{R}$. This is in contrast with Theorem 3.2 which gives a solution sitting in $\dot{H}_{0}^{\frac{1}{2}-H}$ for every value of $t$, and thus defined a.e. in $x$ only.
(ii) Obviously a constant can be considered as a tempered distribution. Condition (17) is satisfied by constant functions.

Remark 3.6 In the later paper [12], the existence and uniqueness in Theorem 3.4 is obtained under a more general initial condition. Since the proof of Theorem 3.4 for condition (17) is easier and shorter, we present the proof as follows.
Proof of Theorem 3.4 Suppose that $u=\left\{u(t, x), t \geq 0, x \in \mathbb{R}^{d}\right\}$ is a solution to Eq. (11) in $\Lambda_{H}$. Then according to (7), for any fixed ( $t, x$ ) the random variable $u(t, x)$ admits the following Wiener chaos expansion

$$
\begin{equation*}
u(t, x)=\sum_{n=0}^{\infty} I_{n}\left(f_{n}(\cdot, t, x)\right) \tag{18}
\end{equation*}
$$

where for each $(t, x), f_{n}(\cdot, t, x)$ is a symmetric element in $\mathfrak{H}^{\otimes n}$. Hence, thanks to (9) and using an iteration procedure, one can find an explicit formula for the kernels $f_{n}$ for $n \geq 1$. Indeed, we have:

$$
\begin{align*}
& f_{n}\left(s_{1}, x_{1}, \ldots, s_{n}, x_{n}, t, x\right) \\
& \quad=\frac{1}{n!} p_{t-s_{\sigma(n)}}\left(x-x_{\sigma(n)}\right) \cdots p_{s_{\sigma(2)}-s_{\sigma(1)}}\left(x_{\sigma(2)}-x_{\sigma(1)}\right) p_{s_{\sigma(1)}} u_{0}\left(x_{\sigma(1)}\right), \tag{19}
\end{align*}
$$

where $\sigma$ denotes the permutation of $\{1,2, \ldots, n\}$ such that $0<s_{\sigma(1)}<\cdots<$ $s_{\sigma(n)}<t$ (see, for instance, formula (4.4) in [8] or formula (3.3) in [10]). Then, to show the existence and uniqueness of the solution it suffices to prove that for all $(t, x)$ we have

$$
\begin{equation*}
\sum_{n=0}^{\infty} n!\left\|f_{n}(\cdot, t, x)\right\|_{\mathfrak{H}^{\otimes n}}^{2}<\infty \tag{20}
\end{equation*}
$$

The remainder of the proof is devoted to prove relation (20).
Starting from relation (19), some elementary Fourier computations show that

$$
\begin{aligned}
\mathcal{F} f_{n}\left(s_{1}, \xi_{1}, \ldots, s_{n}, \xi_{n}, t, x\right)= & \frac{c_{H}^{n}}{n!} \int_{\mathbb{R}} \prod_{i=1}^{n} e^{-\frac{\kappa}{2}\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left|\xi_{\sigma(i)}+\cdots+\xi_{\sigma(1)}-\zeta\right|^{2}} \\
& \times e^{-i x\left(\xi_{\sigma(n)}+\cdots+\xi_{\sigma(1)}-\zeta\right)} \mathcal{F} u_{0}(\zeta) e^{-\frac{\kappa s_{\sigma(1)}|\zeta|^{2}}{2}} d \zeta,
\end{aligned}
$$

where we have set $s_{\sigma(n+1)}=t$. Hence, owing to formula (5) for the norm in $\mathfrak{H}$ (in its Fourier mode version), we have

$$
\begin{align*}
& \left.n!\left\|f_{n}(\cdot, t, x)\right\|_{\mathfrak{H}^{\otimes n}}^{2}=\frac{c_{H}^{2 n}}{n!} \int_{[0, t]^{n}} \int_{\mathbb{R}^{n}} \right\rvert\, \int_{\mathbb{R}^{1}} \prod_{i=1}^{n} e^{-\frac{\kappa}{2}\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left|\xi_{i}+\cdots+\xi_{1}-\zeta\right|^{2}} e^{-i x\left(\xi_{\sigma(n)}+\cdots+\xi_{\sigma(1)}-\zeta\right)} \\
&\left.\mathcal{F} u_{0}(\zeta) e^{-\frac{k \xi_{\sigma(1)}|\zeta|^{2}}{2}} d \zeta\right|^{2} \times \prod_{i=1}^{n}\left|\xi_{i}\right|^{1-2 H} d \xi d s, \tag{21}
\end{align*}
$$

where $d \xi$ denotes $d \xi_{1} \cdots d \xi_{n}$ and similarly for $d s$. Then using the change of variable $\xi_{i}+\cdots+\xi_{1}=\eta_{i}$, for all $i=1,2, \ldots, n$ and a linearization of the above expression, we obtain

$$
\begin{array}{r}
n!\left\|f_{n}(\cdot, t, x)\right\|_{\mathfrak{S}^{\otimes n}}^{2}=\frac{c_{H}^{2 n}}{n!} \int_{[0, t]^{n}} \int_{\mathbb{R}^{n}} \int_{\mathbb{R}^{2}} \prod_{i=1}^{n} e^{-\frac{\kappa}{2}\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left(\left|\eta_{i}-\zeta\right|^{2}+\left|\eta_{i}-\zeta^{\prime}\right|^{2}\right)} \mathcal{F} u_{0}(\zeta) \overline{\mathcal{F} u_{0}\left(\zeta^{\prime}\right)} \\
\quad \times e^{i x\left(\zeta-\zeta^{\prime}\right)} e^{-\frac{\kappa s_{\sigma(1)\left(|\zeta|^{2}+\left|\zeta^{\prime}\right|^{2}\right)}^{2}}{} \prod_{i=1}^{n}\left|\eta_{i}-\eta_{i-1}\right|^{1-2 H} d \zeta d \zeta^{\prime} d \eta d s} .
\end{array}
$$

where we have set $\eta_{0}=0$. Then we use Cauchy-Schwarz inequality and bound the term $\exp \left(-\kappa s_{\sigma(1)}\left(|\zeta|^{2}+\left|\zeta^{\prime}\right|^{2}\right) / 2\right)$ by 1 to get

$$
\begin{aligned}
& n!\left\|f_{n}(\cdot, t, x)\right\|_{\mathfrak{H}^{\otimes n}}^{2} \leq \frac{c_{H}^{2 n}}{n!} \int_{\mathbb{R}^{2}}\left(\int_{[0, t]^{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} e^{-\kappa\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left|\eta_{i}-\zeta\right|^{2}} \prod_{i=1}^{n}\left|\eta_{i}-\eta_{i-1}\right|^{1-2 H} d \eta d s\right)^{\frac{1}{2}} \\
& \times\left(\int_{[0, t]^{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} e^{-\kappa\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left|\eta_{i}-\zeta^{\prime}\right|^{\prime}} \prod_{i=1}^{n}\left|\eta_{i}-\eta_{i-1}\right|^{1-2 H} d \eta d s\right)^{\frac{1}{2}}\left|\mathcal{F} u_{0}(\zeta)\right|\left|\mathcal{F} u_{0}\left(\zeta^{\prime}\right)\right| d \zeta d \zeta^{\prime} .
\end{aligned}
$$

Arranging the integrals again, performing the change of variables $\eta_{i}:=\eta_{i}-\zeta$ and invoking the trivial bound $\left|\eta_{i}-\eta_{i-1}\right|^{1-2 H} \leq\left|\eta_{i-1}\right|^{1-2 H}+\left|\eta_{i}\right|^{1-2 H}$, this yields

$$
\begin{equation*}
n!\left\|f_{n}(\cdot, t, x)\right\|_{\mathfrak{H}^{\otimes n}}^{2} \leq \frac{c_{H}^{2 n}}{n!}\left(\int_{\mathbb{R}} L_{n, t}^{\frac{1}{2}}(\zeta)\left|\mathcal{F} u_{0}(\zeta)\right| d \zeta\right)^{2} \tag{22}
\end{equation*}
$$

where $L_{n, t}(\zeta)$ is

$$
\int_{[0, t]^{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} e^{-\kappa\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left|\eta_{i}\right|^{2}}\left(|\zeta|^{1-2 H}+\left|\eta_{1}\right|^{1-2 H}\right) \times \prod_{i=2}^{n}\left(\left|\eta_{i}\right|^{1-2 H}+\left|\eta_{i-1}\right|^{1-2 H}\right) d \eta d s
$$

Let us expand the product $\prod_{i=2}^{n}\left(\left|\eta_{i}\right|^{1-2 H}+\left|\eta_{i-1}\right|^{1-2 H}\right)$ in the integral defining $L_{n, t}(\zeta)$. We obtain an expression of the form $\sum_{\alpha \in D_{n}} \prod_{i=1}^{n}\left|\eta_{i}\right|^{\alpha_{i}}$, where $D_{n}$ is a subset of multi-indices of length $n-1$. The complete description of $D_{n}$ is omitted for the sake of conciseness, and we will just use the following facts: $\operatorname{Card}\left(D_{n}\right)=2^{n-1}$ and for any $\alpha \in D_{n}$ we have

$$
|\alpha| \equiv \sum_{i=1}^{n} \alpha_{i}=(n-1)(1-2 H), \quad \text { and } \quad \alpha_{i} \in\{0,1-2 H, 2(1-2 H)\}, \quad i=1, \ldots, n .
$$

This simple expansion yields the following bound

$$
\begin{aligned}
L_{n, t}(\zeta) \leq|\zeta|^{1-2 H} & \sum_{\alpha \in D_{n}} \int_{[0, t]^{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} e^{-\kappa\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left|\eta_{i}\right|^{2}} \prod_{i=1}^{n}\left|\eta_{i}\right|^{\alpha_{i}} d \eta d s \\
& +\sum_{\alpha \in D_{n}} \int_{[0, t]^{n}} \int_{\mathbb{R}^{n}} \prod_{i=1}^{n} e^{-\kappa\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\left|\eta_{i}\right|^{2}}\left|\eta_{1}\right|^{1-2 H} \prod_{i=1}^{n}\left|\eta_{i}\right|^{\alpha_{i}} d \eta d s .
\end{aligned}
$$

Perform the change of variable $\xi_{i}=\left(\kappa\left(s_{\sigma(i+1)}-s_{\sigma(i)}\right)\right)^{1 / 2} \eta_{i}$ in the above integral, and notice that $\int_{\mathbb{R}} e^{-\xi^{2}}|\xi|^{\alpha_{i}} d \xi$ is bounded by a constant for $\alpha_{i}>-1$. Changing the integral over $[0, t]^{n}$ into an integral over the simplex, we get

$$
\begin{aligned}
L_{n, t}(\zeta) \leq & C|\zeta|^{1-2 H} n!c_{H}^{n} \sum_{\alpha \in D_{n}} \int_{T_{n}(t)} \prod_{i=1}^{n}\left(\kappa\left(s_{i+1}-s_{i}\right)\right)^{-\frac{1}{2}\left(1+\alpha_{i}\right)} d s \\
& +C n!c_{H}^{n} \sum_{\alpha \in D_{n}} \int_{T_{n}(t)}\left(\kappa\left(s_{2}-s_{1}\right)\right)^{-\frac{2-2 H+\alpha_{1}}{2}} \prod_{i=2}^{n}\left(\kappa\left(s_{i+1}-s_{i}\right)\right)^{-\frac{1}{2}\left(1+\alpha_{i}\right)} d s
\end{aligned}
$$

We observe that whenever $\frac{1}{4}<H<\frac{1}{2}$, we have $\frac{1}{2}\left(1+\alpha_{i}\right)<1$ for all $i=$ $2, \ldots n$, and it is easy to see that $\alpha_{1}$ is at most $1-2 H$ so $\frac{1}{2}\left(2-2 H+\alpha_{1}\right)<1$. Condition $H>1 / 4$ comes from the requirement that when $\alpha_{1}=1-2 H$, we
need $\frac{1}{2}\left(2-2 H+\alpha_{1}\right)=\frac{1}{2}(3-4 H)<1$. Thanks to Lemma 3.3 and recalling that $\sum_{i=1}^{n} \alpha_{i}=(n-1)(1-2 H)$ for all $\alpha \in D_{n}$, we thus conclude that

$$
L_{n, t}(\zeta) \leq \frac{C\left(1+t^{\frac{1}{2}-H} \kappa^{\frac{1}{2}-H}|\zeta|^{1-2 H}\right) n!c^{n} c_{H}^{n} t^{n H} \kappa^{n H-n}}{\Gamma(n H+1)}
$$

Plugging this expression into (22), we end up with

$$
\begin{equation*}
n!\left\|f_{n}(\cdot, t, x)\right\|_{\mathfrak{H}^{\otimes n}}^{2} \leq \frac{C c_{H}^{n} c^{n} t^{n H} \kappa^{n H-n}}{\Gamma(n H+1)}\left(\int_{\mathbb{R}}\left(1+t^{\frac{1}{2}-H} \kappa^{\frac{1}{2}-H}|\zeta|^{\frac{1}{2}-H}\right)\left|\mathcal{F} u_{0}(\zeta)\right| d \zeta\right)^{2} \tag{23}
\end{equation*}
$$

The proof of (20) is now easily completed thanks to the asymptotic behavior of the Gamma function and our assumption of $u_{0}$. This finishes the existence and uniqueness proof.

## 4 Moment Formula and Bounds

In this section we derive the Feynman-Kac formula for the moments of the solution to Eq. (2) and the upper and lower bounds for the moments of the solution to Eq. (2) which allow us to conclude on the intermittency of the solution. We proceed by first getting an approximation result for $u$, and then deriving the upper and lower bounds for the approximation.

### 4.1 Approximation of the Solution

The approximation of the solution we consider is based on the following approximation of the noise $W$. For each $\varepsilon>0$ and $\varphi \in \mathfrak{H}$, we define

$$
\begin{equation*}
W_{\varepsilon}(\varphi)=\int_{0}^{\infty} \int_{\mathbb{R}}\left[\rho_{\varepsilon} * \varphi\right](s, x) W(d s, d y)=\int_{0}^{\infty} \int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(s, x) \rho_{\varepsilon}(x-y) W(d s, d y) d x \tag{24}
\end{equation*}
$$

where $\rho_{\varepsilon}(x)=(2 \pi \varepsilon)^{-\frac{1}{2}} e^{-x^{2} /(2 \varepsilon)}$. Notice that the covariance of $W_{\varepsilon}$ can be read (either in Fourier or direct coordinates) as:

$$
\begin{align*}
\mathbf{E}\left[W_{\varepsilon}(\varphi) W_{\varepsilon}(\psi)\right] & =c_{1, H} \int_{0}^{\infty} \int_{\mathbb{R}} \mathcal{F} \varphi(s, \xi) \overline{\mathcal{F} \psi(s, \xi)} e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} d \xi d s  \tag{25}\\
& =c_{1, H} \int_{0}^{\infty} \int_{\mathbb{R}} \int_{\mathbb{R}} \varphi(s, x) f_{\varepsilon}(x-y) \psi(s, y) d x d y d s
\end{align*}
$$

for every $\varphi, \psi$ in $\mathfrak{H}$, where $f_{\varepsilon}$ is given by $f_{\varepsilon}(x)=\mathcal{F}^{-1}\left(e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H}\right)$. In other words, $W_{\varepsilon}$ is still a white noise in time but its space covariance is now given by $f_{\varepsilon}$. Note that $f_{\varepsilon}$ is a real positive-definite function, but is not necessarily positive. The noise $W_{\varepsilon}$ induces an approximation to the mild formulation of Eq. (2), namely

$$
\begin{equation*}
u_{\varepsilon}(t, x)=p_{t} * u_{0}(x)+\int_{0}^{t} \int_{\mathbb{R}} p_{t-s}(x-y) u_{\varepsilon}(s, y) W_{\varepsilon}(d s, d y) \tag{26}
\end{equation*}
$$

where the integral is understood (as in Sect.3.1) in the Itô sense. We will start by a formula for the moments of $u_{\varepsilon}$.

Proposition 4.1 Let $W_{\varepsilon}$ be the noise defined by (24), and assume $\frac{1}{4}<H<\frac{1}{2}$. Assume $u_{0}$ is such that $\int_{\mathbb{R}}\left(1+|\xi|^{\frac{1}{2}-H}\right)\left|\mathcal{F} u_{0}(\xi)\right| d \xi<\infty$. Then
(i) Equation (26) admits a unique solution.
(ii) For any integer $n \geq 2$ and $(t, x) \in[0, T] \times \mathbb{R}$, we have

$$
\begin{equation*}
\boldsymbol{E}\left[u_{\varepsilon}^{n}(t, x)\right]=\boldsymbol{E}_{B}\left[\prod_{j=1}^{n} u_{0}\left(x+B_{\kappa t}^{j}\right) \exp \left(c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{\varepsilon, j, k}\right)\right], \tag{27}
\end{equation*}
$$

with

$$
\begin{equation*}
V_{t, x}^{\varepsilon, j, k}=\int_{0}^{t} f_{\varepsilon}\left(B_{\kappa r}^{j}-B_{\kappa r}^{k}\right) d r=\int_{0}^{t} \int_{\mathbb{R}} e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} e^{i \xi\left(B_{k r}^{j}-B_{\kappa r}^{k}\right)} d \xi d r . \tag{28}
\end{equation*}
$$

In formula (28), $\left\{B^{j} ; j=1, \ldots, n\right\}$ is a family of $n$ independent standard Brownian motions which are also independent of $W$ and $\boldsymbol{E}_{B}$ denotes the expected value with respect to the randomness in B only.
(iii) The quantity $\boldsymbol{E}\left[u_{\varepsilon}^{n}(t, x)\right]$ is uniformly bounded in $\varepsilon$. More generally, for any $a>0$ we have

$$
\sup _{\varepsilon>0} \boldsymbol{E}_{B}\left[\exp \left(a \sum_{1 \leq j \neq k \leq n} V_{t, x}^{\varepsilon, j, k}\right)\right] \equiv c_{a}<\infty .
$$

Proof The proof of item (i) is almost identical to the proof of Theorem 3.4, and is omitted for the sake of conciseness. Moreover, in the proof of (ii) and (iii), we may take $u_{0}(x) \equiv 1$ for simplicity.

In order to check item (ii), set

$$
\begin{equation*}
A_{t, x}^{\varepsilon}(r, y)=\rho_{\varepsilon}\left(B_{\kappa(t-r)}^{x}-y\right), \quad \text { and } \quad \alpha_{t, x}^{\varepsilon}=\left\|A_{t, x}^{\varepsilon}\right\|_{\mathfrak{H}}^{2} . \tag{29}
\end{equation*}
$$

Then one can prove, similarly to Proposition 5.2 in [8], that $u_{\varepsilon}$ admits a FeynmanKac representation of the form

$$
\begin{equation*}
u_{\varepsilon}(t, x)=\mathbf{E}_{B}\left[\exp \left(W\left(A_{t, x}^{\varepsilon}\right)-\frac{1}{2} \alpha_{t, x}^{\varepsilon}\right)\right] . \tag{30}
\end{equation*}
$$

Now fix an integer $n \geq 2$. According to (30) we have

$$
\mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right]=\mathbf{E}_{W}\left[\prod_{j=1}^{n} \mathbf{E}_{B}\left[\exp \left(W\left(A_{t, x}^{\varepsilon, B^{j}}\right)-\frac{1}{2} \alpha_{t, x}^{\varepsilon, B^{j}}\right)\right]\right],
$$

where for any $j=1, \ldots, n, A_{t, x}^{\varepsilon, B^{j}}$ and $\alpha_{t, x}^{\varepsilon, B^{j}}$ are evaluations of (29) using the Brownian motion $B^{j}$. Therefore, since $W\left(A_{t, x}^{\varepsilon, B^{j}}\right)$ is a Gaussian random variable conditionally on $B$, we obtain

$$
\begin{aligned}
\mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right] & =\mathbf{E}_{B}\left[\exp \left(\frac{1}{2}\left\|\sum_{j=1}^{n} A_{t, x}^{\varepsilon, B^{j}}\right\|_{\mathfrak{H}}^{2}-\frac{1}{2} \sum_{j=1}^{n} \alpha_{t, x}^{\varepsilon, B^{j}}\right)\right] \\
& =\mathbf{E}_{B}\left[\exp \left(\frac{1}{2}\left\|\sum_{j=1}^{n} A_{t, x}^{\varepsilon, B^{j}}\right\|_{\mathfrak{H}}^{2}-\frac{1}{2} \sum_{j=1}^{n}\left\|A_{t, x}^{\varepsilon, B^{j}}\right\|_{\mathfrak{H}}^{2}\right)\right] \\
& =\mathbf{E}_{B}\left[\exp \left(\sum_{1 \leq i<j \leq n}\left\langle A_{t, x}^{\varepsilon, B^{i}}, A_{t, x}^{\varepsilon, B^{j}}\right\rangle_{\mathfrak{H}}\right)\right] .
\end{aligned}
$$

The evaluation of $\left\langle A_{t, x}^{\varepsilon, B^{i}}, A_{t, x}^{\varepsilon, B^{j}}\right\rangle_{\mathfrak{H}}$ easily yields our claim (27), the last details being left to the patient reader.

Let us now prove item (iii), namely

$$
\begin{equation*}
\sup _{\varepsilon>0} \sup _{t \in[0} \mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right]<\infty \tag{31}
\end{equation*}
$$

To this aim, notice first from the expression (27) that $\mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right]$ does not depend on $x \in \mathbb{R}$ (since $u_{0}(x) \equiv 1$ ) so that the $\sup _{t \in[0, T], x \in \mathbb{R}}$ in (31) can be reduced to a sup in $t$ only. Next, still resorting to formula (27), it is readily seen that it suffices to show that for two independent Brownian motions $B$ and $\tilde{B}$, we have

$$
\begin{equation*}
\sup _{\varepsilon>0, t \in[0, T]} \mathbf{E}_{B}\left[\exp \left(c F_{t}^{\varepsilon}\right)\right]<\infty, \quad \text { with } \quad F_{t}^{\varepsilon} \equiv \int_{0}^{t} \int_{\mathbb{R}} e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} e^{i \xi\left(B_{k r}-\tilde{B}_{k r} r\right)} d \xi d r, \tag{32}
\end{equation*}
$$

for any positive constant $c$. In order to prove (32), we expand the exponential and write:

$$
\begin{equation*}
\mathbf{E}_{B}\left[\exp \left(c F_{t}^{\varepsilon}\right)\right]=\sum_{l=0}^{\infty} \frac{\mathbf{E}_{B}\left[\left(c F_{t}^{\varepsilon}\right)^{l}\right]}{l!} \tag{33}
\end{equation*}
$$

Next, we have

$$
\begin{aligned}
\mathbf{E}_{B}\left[\left(F_{t}^{\varepsilon}\right)^{l}\right] & =\mathbf{E}_{B}\left[\int_{[0, t]^{l}} \int_{\mathbb{R}^{l}} \prod_{j=1}^{l} e^{-i \xi_{j}\left(B_{k r_{j}}-\tilde{B}_{k r_{j}}\right)-\varepsilon\left|\xi_{j}\right|^{2}}\left|\xi_{j}\right|^{1-2 H} d \xi d r\right] \\
& \leq \int_{[0, t]^{l}} \int_{\mathbb{R}^{l}} \prod_{j=1}^{l} e^{-\kappa\left(t-r_{\sigma(j)}\right)\left|\xi_{j}+\cdots+\xi_{1}\right|^{2}}\left|\xi_{j}\right|^{1-2 H} d \xi d r
\end{aligned}
$$

where $\sigma$ is the permutation on $\{1,2, \ldots, l\}$ such that $t \geq r_{\sigma(l)} \geq \cdots \geq r_{\sigma(1)}$. We have thus gone back to an expression which is very similar to (21). We now proceed as in the proof of Theorem 3.4 to show that (31) holds true from Eq. (33).

Starting from Proposition 4.1, let us take limits in order to get the moment formula for the solution $u$ to Eq. (2).
Theorem 4.2 Assume $\frac{1}{4}<H<\frac{1}{2}$ and consider $n \geq 1, j, k \in\{1, \ldots, n\}$ with $j \neq k$. For $(t, x) \in[0, T] \times \mathbb{R}$, denote by $V_{t, x}^{j, k}$ the limit in $L^{2}(\Omega)$ as $\varepsilon \rightarrow 0$ of

$$
V_{t, x}^{\varepsilon, j, k}=\int_{0}^{t} \int_{\mathbb{R}} e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} e^{i \xi\left(B_{k r}^{j}-B_{k r}^{k}\right)} d \xi d r
$$

Then $\boldsymbol{E}\left[u_{\varepsilon}^{n}(t, x)\right]$ converges as $\varepsilon \rightarrow 0$ to $\boldsymbol{E}\left[u^{n}(t, x)\right]$, which is given by

$$
\begin{equation*}
\boldsymbol{E}\left[u^{n}(t, x)\right]=\boldsymbol{E}_{B}\left[\prod_{j=1}^{n} u_{0}\left(B_{\kappa t}^{j}+x\right) \exp \left(c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{j, k}\right)\right] \tag{34}
\end{equation*}
$$

We note that in a recent paper [12], the moment formula for general covariance function is obtained. However we present the proof here for the sake of completeness.

Proof As in Proposition 4.1, we will prove the theorem for $u_{0} \equiv 1$ for simplicity. For any $p \geq 1$ and $1 \leq j<k \leq n$, we can easily prove that $V_{t, x}^{\varepsilon, j, k}$ converges in $L^{p}(\Omega)$ to $V_{t, x}^{j, k}$ defined by

$$
\begin{equation*}
V_{t, x}^{j, k}=\int_{0}^{t} \int_{\mathbb{R}}|\xi|^{1-2 H} e^{i \xi\left(B_{k r}^{j}-B_{k r}^{k}\right)} d \xi d r \tag{35}
\end{equation*}
$$

Indeed, this is due to the fact that $e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} e^{i \xi\left(B_{k r}^{j}-B_{k r}^{k}\right)}$ converges to $|\xi|^{1-2 H} e^{i \xi\left(B_{k r}^{j}-B_{k r}^{k}\right)}$ in the $d \xi \otimes d r \otimes d \mathbf{P}$ sense, plus standard uniform integrability arguments. Now, taking into account relation (27), Proposition 4.1 (iii), the fact that $V_{t, x}^{\varepsilon, j, k}$ converges to $V_{t, x}^{j, k}$ in $L^{2}(\Omega)$ as $\varepsilon \rightarrow 0$, and the inequality $\left|e^{x}-e^{y}\right| \leq\left(e^{x}+e^{y}\right)|x-y|$, we obtain

$$
\begin{aligned}
& \mathbf{E}_{B}\left|\exp \left(c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{\epsilon, j, k}\right)-\exp \left(c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{j, k}\right)\right| \\
\leq & \sup _{\epsilon>0} 2\left(\mathbf{E}_{B}\left|\exp \left(2 c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{\epsilon, j, k}\right)+\exp \left(2 c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{j, k}\right)\right|^{2}\right)^{\frac{1}{2}} \\
& \times\left(\mathbf{E}_{B}\left|c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{\epsilon, j, k}-c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{j, k}\right|^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

which implies

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} \mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right] & =\lim _{\varepsilon \rightarrow 0} \mathbf{E}_{B}\left[\exp \left(c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{\varepsilon, j, k}\right)\right] \\
& =\mathbf{E}_{B}\left[\exp \left(c_{1, H} \sum_{1 \leq j \neq k \leq n} V_{t, x}^{j, k}\right)\right] . \tag{36}
\end{align*}
$$

To end the proof, let us now identify the right hand side of (36) with $\mathbf{E}\left[u^{n}(t, x)\right]$, where $u$ is the solution to Eq. (2). For $\varepsilon, \varepsilon^{\prime}>0$ we write

$$
\mathbf{E}\left[u_{\varepsilon}(t, x) u_{\varepsilon^{\prime}}(t, x)\right]=\mathbf{E}_{B}\left[\exp \left(\left\langle A_{t, x}^{\varepsilon, B^{1}}, A_{t, x}^{\varepsilon^{\prime}, B^{2}}\right\rangle_{\mathfrak{H}}\right)\right],
$$

where we recall that $A_{t, x}^{\varepsilon, B}$ is defined by relation (29). As for (36) we can show that the above $\mathbf{E}\left[u_{\varepsilon}(t, x) u_{\varepsilon^{\prime}}(t, x)\right]$ converges as $\varepsilon, \varepsilon^{\prime}$ tend to zero. So, $u_{\varepsilon}(t, x)$ converges in $L^{2}$ to some limit $v(t, x)$. For any positive integer $k$ notice the identity

$$
\begin{equation*}
\mathbf{E}\left|u_{\varepsilon}(t, x)-u_{\varepsilon^{\prime}}(t, x)\right|^{2 k}=\sum_{j=0}^{2 k} \frac{(-1)^{j}(2 k)!}{j!(2 k-j)!} \mathbb{E}\left[u_{\varepsilon}(t, x)^{2 k-j} u_{\varepsilon^{\prime}}(t, x)^{j}\right] . \tag{37}
\end{equation*}
$$

We can find the limit of $\mathbb{E}\left[u_{\varepsilon}(t, x)^{2 k-j} u_{\varepsilon^{\prime}}(t, x)^{j}\right]$ and then show that (37) converges to 0 as $\varepsilon$ and $\varepsilon^{\prime}$ tend to 0 . It is now clear that $u_{\varepsilon}(t, x)$ converges to $v(t, x)$ in $L^{p}$ for all $p \geq 1$. Moreover, $\mathbf{E}\left[v^{n}(t, x)\right]$ is equal to the right hand side of (36). Finally, for any smooth random variable $F$ which is a linear combination of $W\left(\mathbf{1}_{[a, b]}(s) \varphi(x)\right)$, where $\varphi$ is a $C^{\infty}$ function with compact support, using the duality relation (6), we have

$$
\begin{equation*}
\mathbf{E}\left[F u_{\varepsilon}(t, x)\right]=\mathbf{E}[F]+\mathbf{E}\left[\left\langle Y^{\varepsilon}, D F\right\rangle_{\mathfrak{H}}\right] \tag{38}
\end{equation*}
$$

where

$$
Y^{t, x}(s, z)=\left(\int_{\mathbb{R}} p_{t-s}(x-y) p_{\varepsilon}(y-z) u_{\varepsilon}(s, y) d y\right) \mathbf{1}_{[0, t]}(s) .
$$

Letting $\varepsilon$ tend to zero in Eq. (38), after some easy calculation we get

$$
\mathbf{E}\left[F v_{t, x}\right]=\mathbf{E}[F]+\mathbf{E}\left[\left\langle D F, v p_{t-.}(x-\cdot)\right\rangle_{\mathfrak{H}}\right]
$$

This equation is valid for any $F \in \mathbb{D}^{1,2}$ by approximation. So the above equation implies that the process $v$ is the solution of Eq. (2), and by the uniqueness of the solution we have $v=u$.

### 4.2 Intermittency Estimates

In this subsection we prove some upper and lower bounds on the moments of the solution which entail the intermittency phenomenon.
Theorem 4.3 Let $\frac{1}{4}<H<\frac{1}{2}$, and consider the solution u to Eq. (2). For simplicity we assume that the initial condition is $u_{0}(x) \equiv 1$. Let $n \geq 2$ be an integer, $x \in \mathbb{R}$ and $t \geq 0$. Then there exist some positive constants $c_{1}, c_{2}, c_{3}$ independent of $n, t$ and $\kappa$ with $0<c_{1}<c_{2}<\infty$ satisfying

$$
\begin{equation*}
\exp \left(c_{1} n^{1+\frac{1}{H}} \kappa^{1-\frac{1}{H}} t\right) \leq \boldsymbol{E}\left[u^{n}(t, x)\right] \leq c_{3} \exp \left(c_{2} n^{1+\frac{1}{H}} \kappa^{1-\frac{1}{H}} t\right) \tag{39}
\end{equation*}
$$

Remark 4.4 It is interesting to point out from the above inequalities that when $\kappa \downarrow 0$, the moments of $u$ go to infinity. This is because the equation $\frac{\partial u}{\partial t}=u \dot{W}$ has no classical solution due to the singularity of the noise $\dot{W}$ in spatial variable $x$.

Proof of Theorem 4.3 We divide this proof into upper and lower bound estimates.

Step 1: Upper bound. Recall from Eq. (18) that for $(t, x) \in \mathbb{R}_{+} \times \mathbb{R}, u(t, x)$ can be written as: $u(t, x)=\sum_{m=0}^{\infty} I_{m}\left(f_{m}(\cdot, t, x)\right)$. Moreover, as a consequence of the hypercontractivity property on a fixed chaos we have (see [16, p. 62])

$$
\left\|I_{m}\left(f_{m}(\cdot, t, x)\right)\right\|_{L^{n}(\Omega)} \leq(n-1)^{\frac{m}{2}}\left\|I_{m}\left(f_{m}(\cdot, t, x)\right)\right\|_{L^{2}(\Omega)},
$$

and substituting the above right hand side by the bound (23), we end up with

$$
\left\|I_{m}\left(f_{m}(\cdot, t, x)\right)\right\|_{L^{n}(\Omega)} \leq n^{\frac{m}{2}}\left\|I_{m}\left(f_{m}(\cdot, t, x)\right)\right\|_{L^{2}(\Omega)} \leq \frac{c^{\frac{n}{2}} n^{\frac{m}{2}} t^{\frac{m H}{2}} \kappa^{\frac{H m-m}{2}}}{\Gamma(m H / 2+1)} .
$$

Therefore from by the asymptotic bound of Mittag-Leffler function $\sum_{n \geq 0} x^{n} / \Gamma(\alpha n+1) \leq c_{1} \exp \left(c_{2} x^{1 / a}\right)$ (see [14], Formula (1.8.10)), we get:

$$
\|u(t, x)\|_{L^{n}(\Omega)} \leq \sum_{m=0}^{\infty}\left\|J_{m}(t, x)\right\|_{L^{n}(\Omega)} \leq \sum_{m=0}^{\infty} \frac{c^{\frac{m}{2}} n^{\frac{m}{2}} t^{\frac{m H}{2}} \kappa^{\frac{H m-m}{2}}}{(\Gamma(m H+1))^{\frac{1}{2}}} \leq c_{1} \exp \left(c_{2} t n^{\frac{1}{H}} \kappa^{\frac{H-1}{H}}\right),
$$

from which the upper bound in our theorem is easily deduced.
Step 2: Lower bound for $u_{\varepsilon}$. For the lower bound, we start from the moment formula (27) for the approximate solution, and write

$$
\begin{aligned}
& \mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right] \\
= & \mathbf{E}_{B}\left[\exp \left(c_{1, H}\left[\int_{0}^{t} \int_{\mathbb{R}} e^{-\varepsilon|\xi|^{2}}\left|\sum_{j=1}^{n} e^{-i B_{k r r}^{j}}\right|^{2}|\xi|^{1-2 H} d \xi d r-n t \int_{\mathbb{R}} e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} d \xi\right]\right)\right] .
\end{aligned}
$$

In order to estimate the expression above, notice first that the obvious change of variable $\lambda=\varepsilon^{1 / 2} \xi$ yields $\int_{\mathbb{R}} e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} d \xi=C \varepsilon^{-(1-H)}$ for some constant $C$. Now for an additional arbitrary parameter $\eta>0$, consider the set

$$
A_{\eta}=\left\{\omega ; \sup _{1 \leq j \leq n} \sup _{0 \leq r \leq t}\left|B_{\kappa r}^{j}(\omega)\right| \leq \frac{\pi}{3 \eta}\right\}
$$

Observe that classical small balls inequalities for a Brownian motion (see (1.3) in [15]) yield $\mathbf{P}\left(A_{\eta}\right) \geq c_{1} e^{-c_{2} \eta^{2} n \kappa t}$ for a large enough $\eta$. In addition, if we assume that $A_{\eta}$ is realized and $|\xi| \leq \eta$, some elementary trigonometric identities show that
the following deterministic bound hold true: $\left|\sum_{j=1}^{n} e^{-i B_{k r}^{j} \xi}\right| \geq \frac{n}{2}$. Gathering those considerations, we thus get

$$
\begin{aligned}
\mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right] & \geq \exp \left(c_{1} n^{2} \int_{0}^{t} \int_{0}^{\eta} e^{-\varepsilon|\xi|^{2}}|\xi|^{1-2 H} d \xi d r-c_{2} n t \varepsilon^{H-1}\right) \mathbf{P}\left(A_{\eta}\right) \\
& \geq C \exp \left(c_{1} n^{2} t \varepsilon^{-(1-H)} \int_{0}^{\varepsilon^{1 / 2} \eta} e^{-|\xi|^{2}}|\xi|^{1-2 H} d \xi-c_{2} n t \varepsilon^{-(1-H)}-c_{3} n \kappa t \eta^{2}\right) .
\end{aligned}
$$

We now choose the parameter $\eta$ such that $\kappa \eta^{2}=\varepsilon^{-(1-H)}$, which means in particular that $\eta \rightarrow \infty$ as $\varepsilon \rightarrow 0$. It is then easily seen that $\int_{0}^{\varepsilon^{1 / 2} \eta} e^{-|\xi|^{2}}|\xi|^{1-2 H} d \xi$ is of order $\varepsilon^{H(1-H)}$ in this regime, and some elementary algebraic manipulations entail

$$
\mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right] \geq C \exp \left(c_{1} n^{2} t \kappa^{H-1} \varepsilon^{-(1-H)^{2}}-c_{2} n t \varepsilon^{-(1-H)}\right) \geq C \exp \left(c_{3} t \kappa^{1-\frac{1}{H}} n^{1+\frac{1}{H}}\right)
$$

where the last inequality is obtained by choosing $\varepsilon^{-(1-H)}=c \kappa^{\frac{H-1}{H}} n^{\frac{1}{H}}$ in order to optimize the second expression. We have thus reached the desired lower bound in (39) for the approximation $u^{\varepsilon}$ in the regime $\varepsilon=c \kappa^{\frac{1}{H}} n^{-\frac{1}{H(1-H)}}$.
Step 3: Lower bound for $u$. To complete the proof, we need to show that for all sufficiently small $\varepsilon, \mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right] \leq \mathbf{E}\left[u^{n}(t, x)\right]$. We thus start from Eq. (27) and use the series expansion of the exponential function as in (33). We get

$$
\begin{equation*}
\mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right]=\sum_{m=0}^{\infty} \frac{c_{1, H}^{m}}{m!} \mathbf{E}_{B}\left[\left(\sum_{1 \leq j \neq k \leq n} V_{t, x}^{\varepsilon, j, k}\right)^{m}\right] \tag{40}
\end{equation*}
$$

where we recall that $V_{t, x}^{\varepsilon, j, k}$ is defined by (28). Furthermore, expanding the $m$ th power above, we have

$$
\mathbf{E}_{B}\left[\left(\sum_{1 \leq j \neq k \leq n} V_{t, x}^{\varepsilon, j, k}\right)^{m}\right]=\sum_{\alpha \in K_{n, m}} \int_{[0, t]^{m}} \int_{\mathbb{R}^{m}} e^{-\varepsilon \sum_{l=1}^{m}\left|\xi_{l}\right|^{2}} \mathbf{E}_{B}\left[e^{i B^{\alpha}(\xi)}\right] \prod_{l=1}^{m}\left|\xi_{l}\right|^{1-2 H} d \xi d r
$$

where $K_{n, m}$ is a set of multi-indices defined by

$$
K_{n, m}=\left\{\alpha=\left(j_{1}, \ldots, j_{m}, k_{1}, \ldots, k_{m}\right) \in\{1, \ldots, n\}^{2 m} ; j_{l}<k_{l} \text { for all } l=1, \ldots, n\right\},
$$

and $B^{\alpha}(\xi)$ is a shorthand for the linear combination $\sum_{l=1}^{m} \xi_{l}\left(B_{\kappa r_{l}}^{j_{l}}-B_{\kappa r_{l}}^{k_{l}}\right)$. The important point here is that $E_{B} e^{i B^{\alpha}(\xi)}$ is positive for any $\alpha \in K_{n, m}$. We thus get the following inequality, valid for all $m \geq 1$

$$
\begin{aligned}
\mathbf{E}_{B}\left[\left(\sum_{1 \leq j \neq k \leq n} V_{t, x}^{\varepsilon, j, k}\right)^{m}\right] & \leq \sum_{\alpha \in K_{n, m}} \int_{[0, t]^{m}} \int_{\mathbb{R}^{m}} \mathbf{E}_{B}\left[e^{i B^{\alpha}(\xi)}\right] \prod_{l=1}^{m}\left|\xi_{l}\right|^{1-2 H} d \xi d r \\
& =\mathbf{E}_{B}\left[\left(\sum_{1 \leq j \neq k \leq n} V_{t, x}^{j, k}\right)^{m}\right]
\end{aligned}
$$

where $V_{t, x}^{j, k}$ is defined by (35). Plugging this inequality back into (40) and recalling expression (34) for $\mathbf{E}\left[u^{n}(t, x)\right]$, we easily deduce that $\mathbf{E}\left[u_{\varepsilon}^{n}(t, x)\right] \leq \mathbf{E}\left[u^{n}(t, x)\right]$, which finishes the proof.

Acknowledgements We thank the referees for their useful comments which improved the presentation of the paper.

## References

1. Alberts, T., Khanin, K., Quastel, J.: The continuum directed random polymer. J. Stat. Phys. 154(1-2), 305-326 (2014).
2. Balan, R., Jolis, M., Quer-Sardanyons, L.: SPDEs with fractional noise in space with index $H<1 / 2$. Electron. J. Probab. 20(54), 36 (2015)
3. Bertini, L., Cancrini, N.: The stochastic heat equation: Feynman- Kac formula and intermittence. J. Stat. Phys. 78(5-6), 1377-1401 (1995)
4. Bezerra, S., Tindel, S., Viens, F.: Superdiffusivity for a Brownian polymer in a continuous Gaussian environment. Ann. Probab. 36(5), 1642-1675 (2008)
5. Chen, X.: Spatial asymptotics for the parabolic Anderson models with generalized time-space Gaussian noise. Ann. Probab. 44(2), 1535-1598 (2016)
6. Hairer, M.: Solving the KPZ equation. Ann. Math. 178(2), 559-664 (2013)
7. Hu, Y.: Analysis on Gaussian Space. World Scientific, Singapore (2017)
8. Hu, Y., Nualart, D.: Stochastic heat equation driven by fractional noise and local time. Probab. Theory Related Fields 143(1-2), 285-328 (2009)
9. Hu, Y., Huang, J., Lê, K., Nualart, D., Tindel, S.: Stochastic heat equation with rough dependence in space. Ann. Probab. 45, 4561-4616 (2017)
10. Hu, Y., Huang, J., Nualart, D., Tindel, S.: Stochastic heat equations with general multiplicative Gaussian noises: Hölder continuity and intermittency. Electron. J. Probab. 20(55), 50 (2015)
11. Hu, Y., Nualart, D., Song, J.: Feynman-Kac formula for heat equation driven by fractional white noise. Ann. Probab. 30, 291-326 (2011)
12. Huang, J., Lê, K., Nualart, D.: Large time asymptotics for the parabolic Anderson model driven by spatially correlated noise. Ann. Inst. H. Poincaré 53, 1305-1340 (2017)
13. Khoshnevisan, D.: Analysis of Stochastic Partial Differential Equations. CBMS Regional Conference Series in Mathematics, vol. 119, pp. viii+116. Published for the Conference

Board of the Mathematical Sciences, Washington, DC; by the American Mathematical Society, Providence (2014)
14. Kilbas, A.A., Srivastava, H.M., Trujillo, J.J.: Theory and Applications of Fractional Differential Equations. North-Holland Mathematics Studies, vol. 204. Elsevier Science B.V., Amsterdam (2006)
15. Li, W.V., Shao, Q.-M.: Gaussian processes: inequalities, small ball probabilities and applications. In: Stochastic Processes: Theory Methods, Handbook of Statistics, vol. 19. NorthHolland, Amsterdam (2001)
16. Nualart, D.: The Malliavin Calculus and Related Topics. 2nd edn. Probability and its Applications (New York), pp. xiv+382. Springer, Berlin (2006)
17. Pipiras, V., Taqqu, M.: Integration questions related to fractional Brownian motion. Probab. Theory Related Fields 118(2), 251-291 (2000)
18. Strichartz, R.S.: A guide to distribution theory and Fourier transforms. World Scientific Publishing Co., Inc., River Edge (2003)

# Perturbation of Conservation Laws and Averaging on Manifolds 

Xue-Mei Li


#### Abstract

We prove a stochastic averaging theorem for stochastic differential equations in which the slow and the fast variables interact. The approximate Markov fast motion is a family of Markov process with generator $\mathscr{L}_{x}$ for which we obtain a quantitative locally uniform law of large numbers and obtain the continuous dependence of their invariant measures on the parameter $x$. These results are obtained under the assumption that $\mathscr{L}_{x}$ satisfies Hörmander's bracket conditions, or more generally $\mathscr{L}_{x}$ is a family of Fredholm operators with sub-elliptic estimates. For stochastic systems in which the slow and the fast variable are not separate, conservation laws are essential ingredients for separating the scales in singular perturbation problems we demonstrate this by a number of motivating examples, from mathematical physics and from geometry, where conservation laws taking values in non-linear spaces are used to deduce slow-fast systems of stochastic differential equations.


## 1 Introduction

A deterministic or random system with a conservation law is often used to approximate the motion of an object that is also subjected to many other smaller deterministic or random influences. The latter is a perturbation of the former. To describe the evolution of the dynamical system, we begin with these conservation laws. A conservation law is a quantity which does not change with time, for us it is an equi-variant map on a manifold, i.e. a map which is invariant under an action of a group. They describe the orbit of the action. Quantities describing the perturbed systems have their natural scales, the conservations laws can be used to determine the different components of the system which evolve at different speeds. Some components may move at a much faster speed than some others, in

[^58]which case we either ignore the slow components, in other words we approximate the perturbed system by the unperturbed one, or ignore the fast components and describe the slow components for which the key ingredient is ergodic averaging. It is a standard assumption that the fast variable moves so fast that its influence averaged over any time interval, of the size comparable to the natural scale of our observables, is effectively that of an averaged vector field. The averaging is with respect to a probability measure on the state space of the fast variable. Depending on the object of the study, we will need to neglect either the small perturbations or quantities too large (infinities) to fit into the natural scale of things. To study singularly perturbation operators, we must discard the infinities and at the same time retain the relevant information on the natural scale. In Hamiltonian formulation, for example, the time evolution of an object, e.g. the movements of celestial bodies, is governed by a Hamiltonian function. If the magnitude of the Hamiltonian is set to be of order ' 1 ', the magnitude of the perturbation (the collective negligible influences) is of order $\epsilon$, then the perturbation is negligible on an interval of any fixed length. This ratio in magnitudes translates into time scales. If the original system is on scale 1 , we work on a time interval of length $\frac{1}{\epsilon}$ to see the deviation of the perturbed trajectories. Viewed on the time interval [0,1] the perturbation is not observable. On $\left[0, \frac{1}{\epsilon}\right]$ the perturbation is observable, the natural object to study is the evolution of the energies while the dynamics of the Hamiltonian dynamics becomes too large. See [3, 18, 33].

If the state space of our dynamical system has an action by a group, the orbit manifold is a fundamental object. We use the projection to the orbit manifold as a conservation law and use it to separate the slow and the fast variables in the system. The slow variables lie naturally on a quotient manifold. In many examples we can further reduce this system of slow-fast stochastic differential equations (SDEs) to a product manifold $N \times G$, which we describe later by examples. From here we proceed to prove an averaging principle for the family of SDEs with a parameter $\epsilon$. In these SDEs the slow and the fast variables are already separate, but they interact with each other.

This can then be applied to a local product space such as a principal bundle. In [64-66], the slow variables in the reduced system are random ODEs, where we study the system on the scale of $\left[1, \frac{1}{\epsilon^{2}}\right]$ to obtain results of the nature of diffusion creation. In these studies we bypassed stochastic averaging and went straight for the diffusion creation. In [38, 49, 62] stochastic averaging are studied, but they are computed in local coordinates. Here the slow variables solve a genuine SDE with a stochastic integral and the computations are global. We first prove an averaging theorem for these SDEs and then study some examples where we deduce a slow-fast system of SDEs from non-linear conservation laws, to which our main theorems apply.

Throughout the article $\left(\Omega, \mathscr{F}, \mathscr{F}_{t}, P\right)$ is a probability space satisfying the usual assumptions. Let $\left(B_{t}, W_{t}\right)$ be a Brownian motion on $\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$ where $m_{1}, m_{2} \in \mathscr{N}$. We write $B_{t}=\left(B_{t}^{1}, \ldots, B_{t}^{m_{1}}\right)$ and $W_{t}=\left(W_{t}^{1}, \ldots, W_{t}^{m_{1}}\right)$. Let $N$ and $G$ be two complete connected smooth Riemannian manifolds, let $x_{0} \in N$ and $y_{0} \in G$. Let $\epsilon$ denote a small positive number and let $m_{1}$ and $m_{2}$ be two natural numbers. Let $X: N \times G \times \mathbb{R}^{m_{1}} \rightarrow T N$ and $Y: N \times G \times \mathbb{R}^{m_{2}} \rightarrow T G$ be $C^{3}$ smooth maps
linear in the last variable. Let $X_{0}$ and $Y_{0}$ be $C^{2}$ smooth vector fields on $N$ and on $G$ respectively, with a parameter taking its values in the other manifold. Let us consider the SDEs,

$$
\begin{cases}d x_{t}^{\epsilon}=X\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) \circ d B_{t}+X_{0}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t, & x_{0}^{\epsilon}=x_{0}  \tag{1}\\ d y_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} Y\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) \circ d W_{t}+\frac{1}{\epsilon} Y_{0}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t, & y_{0}^{\epsilon}=y_{0}\end{cases}
$$

The symbol $\circ$ is used to denote Stratonovich integrals. By choosing an orthonormal basis $\left\{e_{i}\right\}$ of $\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$, we obtain a family of vector fields $\left\{X_{1}, \ldots, X_{m_{1}}, Y_{1}, \ldots, Y_{m_{2}}\right\}$ as following: $X_{i}(x)=X(x)\left(e_{i}\right)$ for $1 \leq i \leq m_{1}$ and $Y_{i}(x)=Y(x)\left(e_{i}\right)$ for $i=m_{1}+1, \ldots, m_{1}+m_{2}$. Then the system of SDEs (1) is equivalent to the following

$$
\begin{cases}d x_{t}^{\epsilon}=\sum_{k=1}^{m_{1}} X_{k}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) \circ d B_{t}^{k}+X_{0}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t, & x_{0}^{\epsilon}=x_{0} \\ d y_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} Y_{k}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} Y_{0}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t, & y_{0}^{\epsilon}=y_{0}\end{cases}
$$

If $V$ is a vector field, by $V f$ we mean $d f(V)$ or $L_{V} f$, the Lie differential of $f$ in the direction of $V$. Then $\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right)$ is a sample continuous Markov process with generator $\mathscr{L}^{\epsilon}:=\frac{1}{\epsilon} \mathscr{L}+\mathscr{L}^{(1)}$ where

$$
\mathscr{L}=\frac{1}{2} \sum_{k=1}^{m_{2}} Y_{i}^{2}+Y_{0}, \quad \mathscr{L}^{(1)}=\frac{1}{2} \sum_{k=1}^{m_{1}} X_{i}^{2}+X_{0}
$$

In other words if $f: N \times G \rightarrow \mathbb{R}$ is a smooth function then

$$
\mathscr{L}^{\epsilon} f(x, y):=\frac{1}{\epsilon} \mathscr{L}_{x}(f(\cdot, y))(x)+\mathscr{L}_{y}^{(1)}(f(x, \cdot))(y)
$$

where

$$
\begin{gathered}
\mathscr{L}_{x} f(x, \cdot)=\left(\frac{1}{2} \sum_{k=1}^{m_{2}} Y_{i}^{2}(x, \cdot)+Y_{0}(x, \cdot)\right) f(x, \cdot), \\
\mathscr{L}_{y}^{(1)} f(\cdot, y)=\left(\frac{1}{2} \sum_{k=1}^{m_{1}} X_{i}^{2}(\cdot, y)+X_{0}(\cdot, y)\right) f(\cdot, y) .
\end{gathered}
$$

The result we seek is the weak convergence of the slow variables $x_{t}^{\epsilon}$ to a Markov process $\bar{x}_{t}$ whose Markov generator $\overline{\mathscr{L}}$ is to be described.

Let $T$ be a positive number and let $C([0, T] ; N)$ denote the family continuous functions from $[0, T]$ to $N$, the topology on $C([0, T] ; N)$ is given by the uniform distance. A family of continuous stochastic processes $x_{t}^{\epsilon}$ on $N$ is said to converge to a continuous process $\bar{x}_{t}$ if for every bounded continuous function $F: C([0, T] ; N) \rightarrow \mathbb{R}$, as $\epsilon$ converges to zero,

$$
\mathbf{E}\left[F\left(x_{.}^{\epsilon}\right)\right] \rightarrow \mathbf{E}[F(\bar{x} .)] .
$$

In particular, if $u^{\epsilon}(t, x, y)$ is a bounded regular solution to the Cauchy problem for the PDE ( for example $C^{3}$ in space and $C^{1}$ in time) $\frac{\partial u^{\epsilon}}{\partial t}=\mathscr{L}^{\epsilon} u$ with the initial value $f$ in $L_{\infty}$, then $u^{\epsilon}\left(t, x_{0}, y_{0}\right)=\mathbf{E}\left[f\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right)\right]$. Suppose that the initial value function $f$ is independent of the second variable so $f: N \rightarrow \mathbb{R}$. Then the weak convergence will imply that

$$
\lim _{\epsilon \rightarrow 0} u^{\epsilon}\left(t, x_{0}, y_{0}\right)=u\left(t, x_{0}\right)
$$

where $u(t, x)$ is the bounded regular solution to the Cauchy problem

$$
\frac{\partial u}{\partial t}=\overline{\mathscr{L}} u, \quad u(0, x)=f(x)
$$

Stochastic averaging is a procedure of equating time averages with space averages using a form of Birkhoff's ergodic theorem or a law of large numbers. Birkhoff's pointwise ergodic theorem states that if $T: E \rightarrow E$ is a measurable transformation preserving a probability measure $\mu$ on the metric space $E$ then for any $F \in L^{1}(\mu)$,

$$
\frac{1}{n} \sum_{k=1}^{n} F\left(T^{k} x\right) \rightarrow \mathbf{E}(F \mid \mathscr{I})
$$

for almost surely all $x$, as $n \rightarrow \infty$, and where $\mathscr{I}$ is the invariant $\sigma$-algebra of $T$. Suppose that $\left(z_{t}\right)$ is a sample continuous ergodic stochastic process with values in $E$, stationary on the space of paths $C([0,1] ; E)$. Denote by $\mu$ its one time probability distribution. Then for any real valued function $f \in L^{1}(\mu)$,

$$
\frac{1}{t} \int_{0}^{t} f\left(z_{s}\right) d s \rightarrow \int f(z) \mu(d z)
$$

This is simply Birkhoff's theorem applied to the shift operator and to the function $F(\omega)=\int_{0}^{1} f\left(z_{s}(\omega)\right) d s$. If $z_{t}$ is not stationary, but a Markov process with initial value a point, conditions are needed to ensure the convergence of the Markov process to equilibrium with sufficient speed.

We explain below stochastic averaging for a random field whose randomness is introduced by a fast diffusion. Let $\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right)$ be solution to the SDE on $\mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}}$ :
$d x_{t}^{\epsilon}=\sum_{k=1}^{m_{1}} \sigma_{k}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d B_{t}^{k}+b\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t, \quad d y_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} \theta_{k}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d W_{t}^{k}+\frac{1}{\epsilon} b\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t$.
with initial values $x_{0}^{\epsilon}=x_{0}$, and $y_{0}^{\epsilon}=y_{0}$. Here the stochastic integrations are Itô integrals. A sample averaging theorem is as following. Let $z_{t}^{x}$ denote the solution to the SDE

$$
d z_{t}^{x}=\sum_{k=1}^{m_{2}} \theta_{k}\left(x, z_{t}^{x}\right) d W_{t}^{k}+b\left(x, z_{t}^{x}\right) d t
$$

with initial value $z_{0}^{x}$. Suppose that the coefficients are globally Lipschitz continuous and bounded. Suppose that $\sup _{t \in[0, T]} \sup _{\epsilon \in(0,1]} \mathbf{E}\left|y_{t}^{\epsilon}\right|^{2}$ and $\sup _{x} \sup _{t \in[0, T]} \mathbf{E}\left|z_{t}^{x}\right|^{2}$ are finite. Also suppose that there exist functions $\bar{a}_{i, j}$ and $\bar{b}$ such that

$$
\begin{align*}
\left|\frac{1}{t} \mathbf{E} \int_{0}^{t} b\left(x, z_{s}^{x}\right) d s-\bar{b}(x)\right| & \leq C(t)\left(|x|^{2}+|z|^{2}+1\right), \\
\left|\frac{1}{t} \mathbf{E} \int_{0}^{t} \sum_{k} \sigma_{k}^{i} \sigma_{k}^{j}\left(x, z_{s}^{x}\right) d s-\bar{a}_{i, j}(x)\right| & \leq C(t)\left(|x|^{2}+|z|^{2}+1\right) . \tag{2}
\end{align*}
$$

Then the stochastic processes $x_{t}^{\epsilon}$ converge weakly to a Markov process with generator $\frac{1}{2} \bar{a}_{i, j} \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\bar{b}_{k} \frac{\partial^{2}}{\partial x_{k}}$, see [17, 46, 80, 81, 89]. See also [47, 53, 60, 73, 75]. See $[8,18,20,25,35-37,40,41,43,51,67,77,91]$ for a range of more recent related work. We also refer to the following books [12, 55, 58, 76, 79]

Averaging of stochastic differential equations on manifolds has been studied in the following articles [52, 62, 63], and [38]. In these studies either one restricts to local coordinates, or has a set of convenient coordinates, or one works directly with local coordinates. We will be using a global approach.

We will first deduce a locally uniform Birkhoff's ergodic theorem for $\mathscr{L}_{x}$, then prove an averaging theorem for (1). Finally we study a number of examples of singular perturbation problems.

The main assumptions on $\mathscr{L}_{x}$ is a Hörmander's (bracket) condition.
Definition 1 Let $X_{0}, X_{1}, \ldots, X_{k}$ be smooth vector fields.

1. The differential operator $\sum_{k=1}^{m}\left(X_{i}\right)^{2}+X_{0}$ is said to satisfy Hörmander's condition if $\left\{X_{k}, k=0,1, \ldots, m\right\}$ and their iterated Lie brackets generate the tangent space at each point.
2. The differential operator $\sum_{k=1}^{m}\left(X_{i}\right)^{2}+X_{0}$, is said to satisfy strong Hörmander's condition if $\left\{X_{k}, k=1, \ldots, m\right\}$ and their iterated Lie brackets generate the tangent space at each point.

Outline of the paper In Sect. 3 we study the regularity of invariant probability measures $\mu^{x}$ of $\mathscr{L}_{x}$ with respect to the parameter $x$ and prove the local uniform law of large numbers with rate. We may assume that each $\mathscr{L}_{x}$ satisfies Hörmander's condition. What we really need is that $\mathscr{L}_{X}$ is a family of Fredholm operators satisfying the sub-elliptic estimates and with zero Fredholm index. In Sect. 4 we give estimates for SDEs on manifolds. It is worth noticing that we do not assume that the transition probabilities have densities. We use an approximating family of distance functions to overcome the problem that the distance function is not smooth. These estimates lead easily to the tightness of the slow variables. In Sect. 5 we prove the convergence of the slow variables, for which we first prove a theorem on time averaging of path integrals of the slow variables. This is proved under a law of large numbers with any uniform rate. In Sect. 2 we study some examples of singular perturbation problems. Finally, we pose a number of open questions, one of which is presented in the next section, the others are presented in Sect. 2.

### 1.1 Description of Results

The following law of large numbers with a locally uniform rate is proved is Sect. 3.
Theorem 1 (Quantitative Locally Uniform Law of Large Numbers) Let $G$ be a compact manifold. Suppose that $Y_{i}$ are bounded, $C^{\infty}$ with bounded derivatives. Suppose that each

$$
\mathscr{L}_{x}=\frac{1}{2} \sum_{i=1}^{m} Y_{i}^{2}(x, \cdot)+Y_{0}(x, \cdot)
$$

satisfies Hörmander's condition (Definition 1), and has a unique invariant probability measure $\mu_{x}$. Then the following statements hold for $\mu_{x}$.
(a) $x \mapsto \mu_{x}$ is locally Lipschitz continuous in the total variation norm.
(b) For every $s>1+\frac{\operatorname{dim}(G)}{2}$ there exists a positive constant $C(x)$, depending continuously in $x$, such that for every smooth function $f: G \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\left|\frac{1}{T} \int_{t}^{t+T} f\left(z_{r}^{x}\right) d r-\int_{G} f(y) \mu_{x}(d y)\right|_{L_{2}(\Omega)} \leq C(x)\|f\|_{s} \frac{1}{\sqrt{T}}, \tag{3}
\end{equation*}
$$

where $z_{r}$ denotes an $\mathscr{L}_{x}$-diffusion.
Remark 1 Let $P^{x}(t, y, \cdot)$ denote the transition probability of $\mathscr{L}_{x}$. Suppose $\mathscr{L}_{x}$ satisfies Doeblin's condition. Then $\mathscr{L}_{x}$ has a unique invariant probability measure.

This holds in particular if $\mathscr{L}_{x}$ satisfies the strong Hörmander's condition and $G$ is compact. The uniqueness follows from the fact that it has a smooth strictly positive density. (Hörmander's condition ensures that any invariant measure has a smooth kernel and the kernel of its $L_{2}$ adjoint $\mathscr{L}^{*}$ contains a non- negative function. The density is however not necessarily positive. ) Suppose that each $\mathscr{L}_{x}$ satisfies the strong Hörmander's condition (cf. Definition 1) and $G$ is compact. It is well know that the transition probability measures $P^{x}\left(t, y_{0}, \cdot\right)$, with any initial value $y_{0}$, converges to the unique invariant probability measure $\mu^{x}$ with an exponential rate which we denote by $C(x) e^{\gamma(x) t}$. If $x$ takes values also in a compact space $N$, the exponential rate and the constant in front of the exponential rate can be taken to be independent of $x$. When $N$ is non-compact, we obviously need to make further assumptions on $\mathscr{L}_{x}$ for a uniform estimate. There have been work on ergodicity of this type. We refer to : [10, 24, 69, 90]

Set

$$
\begin{aligned}
& \tilde{X}_{0}(\cdot, y)=\frac{1}{2} \sum_{i=1}^{m_{1}} \nabla X_{i}\left(X_{i}\right)(y, \cdot)+X_{0}(y, \cdot), \\
& \tilde{Y}_{0}(x, \cdot)=\frac{1}{2} \sum_{i=1}^{m_{2}} \nabla Y_{i}\left(Y_{i}\right)(x, \cdot)+Y_{0}(x, \cdot) .
\end{aligned}
$$

Let $O$ be a reference point in $N$ and $\rho$ is the Riemannian distance from $O$.
Assumption 1 (Assumptions on $X_{i}$ and $N$ ) Suppose that $\tilde{X}_{0}$ and $X_{i}$ are $C^{1}$, where $i=1, \ldots, m$. Suppose that one of the following two statements holds.
(i) The sectional curvature of $N$ is bounded. There exists a constant $K$ such that

$$
\sum_{i=1}^{m}\left|X_{i}(x, y)\right|^{2} \leq K(1+\rho(x)), \quad\left|X_{0}(x, y)\right| \leq K(1+\rho(x)), \quad \forall x \in N, \forall y \in G
$$

(ii) Suppose that the square of the distance function on $N$ is smooth. Suppose that

$$
\frac{1}{2} \sum_{i=1}^{m} \nabla d \rho^{2}\left(X_{i}(\cdot, y), X_{i}(\cdot, y)\right)+d \rho^{2}\left(\tilde{X}_{0}(\cdot, y)\right) \leq K+K \rho^{2}(\cdot), \quad \forall y \in G
$$

Assumption 2 (Assumptions on $Y_{\tilde{i}}$ and $G$ ) We suppose that $G$ has bounded sectional curvature. Suppose that $\tilde{Y}_{0}$ and $Y_{j}$ are $C^{2}$ and bounded with bounded first order derivatives.

The following is extracted from Theorem 5.6.
Theorem 2 (Averaging Theorem) Suppose that there exists a family of invariant probability measure $\mu_{x}$ on $G$ that satisfies the conclusions of Theorem 1. Suppose the assumptions on $X_{i}, N, Y_{i}$ and $G$ hold (Assumptions 1 and 2). Then as $\epsilon \rightarrow 0$,
the stochastic processes $x_{t}^{\epsilon}$ converges weakly on $C([0, T], N)$ to a Markov process with generator $\overline{\mathscr{L}}$.

## Remark 2

(i) If $f$ is a smooth function on $N$ with compact support then

$$
\begin{equation*}
\overline{\mathscr{L}} f(x)=\int_{G}\left(\frac{1}{2} \sum_{i=1}^{m_{1}} X_{i}^{2}(\cdot, y) f+X_{0}(\cdot, y) f\right)(x) \mu_{x}(d y) . \tag{4}
\end{equation*}
$$

See the Appendix in Sect. 5 for a sum of squares of vector fields decomposition of $\overline{\mathscr{L}}$.
(ii) Under Assumptions 1 there exists a unique global solution $x_{t}^{\epsilon}$ for each initial value $(x, y)$. We also have uniform estimates on the distance $\rho\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right)$ which leads to the conclusion that the family $\left\{x^{\epsilon}, \epsilon>0\right\}$ is tight. Also we may conclude that the moments of the solutions are bounded uniformly on any compact time interval and in $\epsilon$ for $\epsilon \in(0,1]$. Such estimates are given in Sect. 4.
(iii) Under Assumptions 1 and 2 we may approximate the fast motion, on subintervals $\left[t_{i}, t_{i+1}\right]$, by freezing the slow variables and obtain a family of Markov processes with generator $\mathscr{L}_{x}$. The size of the sub-intervals must be of size $o(\epsilon)$ for the error of the approximation to converge to zero as $\epsilon \rightarrow 0$, and large on the scale of $\frac{1}{\epsilon}$ for the ergodic average to take effect.
Problem 1 Suppose that $\mathscr{L}_{x}$ satisfies Hörmander's condition. Then the kernel of $\mathscr{L}_{x}^{*}$ is finite dimensional. Without assuming the uniqueness of the invariant probability measures, it is possible to define a projection to the kernel of $\mathscr{L}_{x}$, by pairing up a basis $\left\{u_{i}(x)\right\}$ of $\operatorname{ker}\left(\mathscr{L}_{x}\right)$ with a dual basis $\pi^{i}(x)$ of $\operatorname{ker}\left(\mathscr{L}_{x}^{*}\right)$ and this leads to a family of projection operators $\Pi(x)$. To obtain a locally uniform version of this, we should consider the continuity of $\Pi$ with respect to $x$. Let us consider the simple case of a family of Fredhom operators $T(x)$ from a Hilbert space $E$ to a Hilbert space $F$. It is well known that the dimension of their kernels may not be a continuous function of $x$, but the Fredholm index of $T(x)$ is a continuous function if $x$ in the space of bounded linear operators [5]. See also [87, 88] for non-elliptic operators. Given that the projection $\pi(x)$ involves both the kernel and the co-kernel, it is reasonable to expect that $\Pi(x)$ is continuous in $x$. The question is whether this is true and more importantly whether in this situation there is a local uniform Law of large numbers.

## 2 Examples

We describe some motivating examples, the first being dynamical descriptions for Brownian motions, the second being the convergence of metric spaces. The overarching question concerning the second is: given a family of metric spaces
converging to another in measured Gromov Hausdorff topology, can we give a good dynamical description for their convergence? What can one say about the associated singular operators? These will considered in terms of stochastic dynamics. See [50, 72] and [63] concerning collapsing of Riemannian manifolds. The third example is a model on the principal bundle. These singular perturbation models were introduced in [62-65], where the perturbations were chosen carefully for diffusion creation. The reduced systems are random ODEs for which a set of limit theorems are available, and the perturbations are chosen so that one could bypass the stochastic averaging procedure and work directly on the faster scale for diffusion creation $\left[0, \frac{1}{\epsilon}\right]$. Theorem 5.6 allows us to revisit these models to include more general perturbations, in which the effective limits on [0, 1] are not trivial. It also highlights from a different angle the choice of the perturbation vector in the models which we explain below.

### 2.1 A Dynamical Description for Brownian Motions

In 1905, Einstein, while working on his atomic theory, proposed the diffusion model for describing the density of the probability for finding a particle at time $t$ in a position $x$. A similar model was proposed by Smoluchowski with a force field. Some years later Langevin [61] and Ornstein-Uhlenbeck [85] proposed a dynamical model for Brownian motion for time larger than the relaxation time $\frac{1}{\beta}$ :

$$
\left\{\begin{array}{l}
\dot{x}(t)=v(t) \\
\dot{v}(t)=-\beta v(t) d t+\sqrt{D} \beta d B_{t}+\beta b(x(t)) d t
\end{array}\right.
$$

where $B_{t}$ a one dimensional Brownian motion and $b$ a vector field. This equation is stated for $\mathbb{R}$ with $\beta, D$ constants and was studied by Kramers [57] and Nelson [71]. The model is on the real line, there exists only one direction for the velocity field. The magnitude of $v(t)$ together with the sign changes rapidly.

The second order differential equations for unit speed geodesics, on a manifold $M$, are equivalent to first order ODEs on the space of orthonormal frames of $M$, this space will be denoted by $O M$. Suppose that we rotate the direction of the geodesic uniformly, according to the probability distribution of a Brownian motion on $S O(n)$, while keeping its magnitude fixed to be 1 , and suppose that the rotation is at the scale of $\frac{1}{\epsilon}$ then the projections to $M$ of the solutions of the equations on $O M$ converge to a fixed point as $\epsilon \rightarrow 0$. But if we further tune up the speed of the rotation, these motions converge to a scaled Brownian motion, whose scale is given by an eigenvalue of the fast motion on $\operatorname{SO}(n)$. See [64]. An extension to manifolds was first studied [26] followed by [16]. That in [26] is different from that in Li-geodesic, which is also followed up in [1] where the authors iremoved the geometric curvature restrictions in [64]. See also [14] for a local coordinate approach and more recently
[27]. Assume the dimension of $M$ is greater than 1. The equations, [64], describing this are as following:

$$
\left\{\begin{align*}
d u_{t}^{\epsilon} & =H_{u_{t}^{\epsilon}}\left(e_{0}\right) d t+\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{N} A_{k}^{*}\left(u_{t}^{\epsilon}\right) \circ d W_{t}^{k}+A_{0}^{*}\left(u_{t}^{\epsilon}\right) d t  \tag{5}\\
u_{0}^{\epsilon} & =u_{0}
\end{align*}\right.
$$

where $\left\{A_{1}, \ldots, A_{N}\right\}$ is an o.n.b. of $\mathfrak{s o}(n)$, and $A_{0} \in \mathfrak{s o}(n)$. The star sign denotes the corresponding vertical fundamental vector fields and $H(u)\left(e_{0}\right)$ is the horizontal vector field corresponding to a unit vector $e_{0}$ in $\mathbb{R}^{n}$. This following theorem is taken from [64].

Theorem 2A The position part of $u_{\frac{t}{\epsilon}}^{\epsilon}$, which we denote by $\left(x_{\frac{t}{\epsilon}}^{\epsilon}\right)$, converges to a Brownian motion on $M$ with generator $\frac{4}{n(n-1)} \Delta$. Furthermore the parallel translations along these smooth paths of $\left(x_{\frac{t}{\epsilon}}^{\epsilon}\right)$ converge to stochastic parallel translations along the Hörder continuous sample paths of the effective scaled Brownian motion.

The conservation law in this case is the projection $\pi$, taking a frame to its base point, using which we obtain the following reduced system of slow-fast SDEs:

$$
\left\{\begin{array}{l}
\frac{d}{d t} \tilde{x}_{t}^{\epsilon}=H_{\tilde{x}_{t}^{\epsilon}}\left(g_{\frac{t}{\epsilon}} e_{0}\right), \quad \tilde{x}_{0}^{\epsilon}=u_{0}, \\
d g_{t}=\sum_{k=1}^{m} g_{t} A_{k} \circ d w_{t}^{k}+g_{t} A_{0} d t, \quad g_{0}=I d .
\end{array}\right.
$$

The slow variable does not have a stochastic part, the averaging equation is given by the average vector field $\int_{S O(n)} H(u g)(e) d g$, where $d g$ is the Haar measure, and vanishes. Hence we may observe the slow variable on a faster scale and consider $x_{\frac{t}{\epsilon}}^{\epsilon}$.

In Sect. 6.1 we use the general results obtained later to study two generalised models.

### 2.2 Collapsing of Manifolds

Our overarching question is how the stochastic dynamics describe the convergence of metric spaces. Let us consider a simple example: $S U(2)$ which can be identified with the sphere $S^{3}$. The Lie algebra of $S U(2)$ is given by the Pauli matrices

$$
X_{1}=\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right), \quad X_{2}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad X_{3}=\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right) .
$$

By declaring $\left\{\frac{1}{\sqrt{\epsilon}} X_{1}, X_{2}, X_{3}\right\}$ an orthonormal frame we define Berger's metrics $g^{\epsilon}$. Thus ( $S^{3}, g^{\epsilon}$ ) converges to $S^{2}$. They are the first known family of manifolds which collapse to a lower dimensional one, while keeping the sectional curvatures uniformly bounded (J. Cheeger). Then all the operators in the sum

$$
\Delta_{S^{3}}^{\epsilon}=\frac{1}{\epsilon}\left(X_{1}\right)^{2}+\left(X_{2}\right)^{2}+\left(X_{3}\right)^{2}=\frac{1}{\epsilon} \Delta_{S^{1}}+\Delta_{H}
$$

commute, the eigenvalues satisfy the relation $\lambda_{3}\left(\Delta_{S^{3}}^{\epsilon}\right)=\frac{1}{\epsilon} \lambda_{1}\left(\Delta_{S^{1}}\right)+\lambda_{2}\left(\Delta_{H}\right)$. The non-zero eigenvalues of $\Delta_{S^{1}}$ flies away and the eigenfunctions of $\lambda_{1}=0$ are function on the sphere $S^{2}\left(\frac{1}{2}\right)$ of radius $\frac{1}{2}$, the convergence of the spectrum of $\Delta_{S^{3}}^{\epsilon}$ follows. See [11, 84, 86] for discussions on the spectrum of Laplacians on spheres, on homogeneous Riemannian manifolds and on Riemannian submersions with totally geodesic fibres.

We study

$$
\mathscr{L}^{\epsilon}:=\frac{1}{\epsilon} \Delta_{S^{1}}+Y_{0}
$$

in which $\Delta_{S^{1}}$ and $Y_{0}$ do not commute. Take for example, $Y_{0}=a X_{2}+b X_{3}$ where $\left|Y_{0}\right|=1$. Let $\pi(z, w)=\frac{1}{2}\left(|w|^{2}-|z|^{2}, z \bar{w}\right)$ be the Hopf map. Let $u_{t}^{\epsilon}$ be an $\mathscr{L}^{\epsilon}$ diffusion with the initial value $u_{0}$. Then $\pi\left(u_{\frac{t}{\epsilon}}^{\epsilon}\right)$ converges to a BM on $S^{2}\left(\frac{1}{2}\right)$, scaled by $\frac{1}{2}$. See [65]. See also [72] for related studies. It is perhaps interesting to observe that $\mathscr{L}^{\epsilon}$ satisfies Hörmander's condition for any $Y_{0} \neq 0$. Later we see that this fact is not an essential feature of the problem. The model on $S^{3}$ in [63] is a variation of this one.

### 2.3 Inhomogeneous Scaling of Riemannian Metrics

If a manifold is given a family of Riemannian metrics depending on a small parameter $\epsilon>0$, the Laplacian operators $\Delta^{\epsilon}$ is a family of singularly perturbed operators. We might ask the question whether their spectra converge. More generally let us consider a family of second order differential operators $\mathscr{L}^{\epsilon}=\frac{1}{\epsilon} \mathscr{L}_{0}+\mathscr{L}_{1}$, each in the form of a finite sum of squares of smooth vector fields with possibly a first order term. As $\epsilon \rightarrow 0$, the corresponding Markov process does not converge in general. In the spirit of Noether's theorem, to see a convergent slow component we expect to see some symmetries for the system $\mathscr{L}_{0}$. On the other hand, by a theorem of S. B. Myers and N. E. Steenrod [70], the set of all isometries of a Riemannian manifold $M$ is a Lie group under composition of maps, and furthermore the isotropy subgroup $\mathrm{Iso}_{o}(M)$ is compact. See also S. Kobayashi and K. Nomizu [54]. We are led to study homogeneous manifolds $G / H$, where $G$ is a smooth Lie group and $H$ is a compact sub-group of $G$. We denote by $\mathfrak{g}$ and $\mathfrak{h}$ their respective Lie algebras.

Let $\mathfrak{g}$ be endowed an $\operatorname{Ad}(H)$-invariant inner product and take $\mathfrak{m}=\mathfrak{h}^{\perp}$. Then $G / H$ is a reductive homogeneous manifold, in the sense of Nomizu, by which we mean $\operatorname{Ad}(H)(\mathfrak{m}) \subset \mathfrak{m}$. This is a different from the concept of a reductive Lie group, where the adjoint representation of the Lie group $G$ is completely reducible. (Bismut studied a natural deformation of the standard Laplacian on a compact Lie group $G$ into a hypoelliptic operator on $T G$ see [15].) We assume that the real Lie group $G$ is smooth, connected, not necessarily compact, of dimension $n$ and $H$ a closed connected proper subgroup of dimension at least one. We identify elements of the Lie algebra with left invariant vector fields.

We generate a family of Riemannian metrics on $G$ by scaling the $\mathfrak{h}$ directions by $\epsilon$. Let $\left\{A_{1}, \ldots, A_{p}, Y_{p+1}, \ldots, X_{N}\right\}$ be an orthonormal basis of $\mathfrak{g}$ for an inner product extending an orthonormal basis $\left\{A_{1}, \ldots, A_{p}\right\}$ of $\mathfrak{h}$ with the remaining vectors from $\mathfrak{m}$. By declaring

$$
\left\{\frac{1}{\sqrt{\epsilon}} A_{1}, \ldots, \frac{1}{\sqrt{\epsilon}} A_{p}, Y_{p+1}, \ldots Y_{N}\right\}
$$

an orthonormal frame, we obtain a family of left invariant Riemannian metrics. Let us consider the following second order differential operator, related to the re-scaled metric:

$$
\mathscr{L}^{\epsilon}=\frac{1}{2 \epsilon} \sum_{k=1}^{m_{2}}\left(A_{k}\right)^{2}+\frac{1}{\epsilon} A_{0}+Y_{0}
$$

where $A_{k} \subset \mathfrak{h}$ and $Y_{0} \in \mathfrak{m}$ is a unit vector. This leads to the following family of equations, where $\epsilon \in(0,1]$,

$$
d g_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} A_{k}\left(g_{t}^{\epsilon}\right) \circ d B_{t}^{k}+\frac{1}{\epsilon} A_{0}\left(g_{0}^{\epsilon}\right) d t+Y_{0}\left(g_{t}^{\epsilon}\right) d t, \quad g_{0}^{\epsilon}=g_{0}
$$

These SDEs belong to the following family of equations

$$
d g_{t}=\sum_{k=1}^{m_{2}} \gamma A_{k}\left(g_{t}\right) \circ d B_{t}^{k}+\gamma A_{0}\left(g_{0}\right) d t+\delta Y_{0}\left(g_{t}\right) d t
$$

The solutions of the latter family of equations, with parameters $\gamma$ and $\delta$ real numbers, interpolate between translates of a one parameter subgroups of $G$ and diffusions on $H$. Our study of $\mathscr{L}^{\epsilon}$ is related to the concept o 'taking the adiabatic limit' $[13,68]$.

Let $\left(g_{t}^{\epsilon}\right)$ be a Markov processes with Markov generator $\mathscr{L}^{\epsilon}$, and set $x_{t}^{\epsilon}=\pi\left(g_{t}^{\epsilon}\right)$ where $\pi$ is the map taking an element of $G$ to the $\operatorname{coset} g H$. Then $\mathscr{L}^{\epsilon}=\frac{1}{\epsilon} \mathscr{L}_{0}+$
$Y_{0}$ where $\mathscr{L}_{0}=\frac{1}{2} \sum_{k=1}^{m_{2}}\left(A_{k}\right)^{2}+A_{0}$. We will assume that $\left\{A_{k}\right\} \subset \mathfrak{h}$ are bracket generating. Scaled by $1 / \epsilon$, the Markov generator of $\left(g_{\frac{t}{\epsilon}}^{\epsilon}\right)$ is precisely $\frac{1}{\epsilon} \mathscr{L}^{\epsilon}$.

The operators $\mathscr{L}^{\epsilon}$ are not necessarily hypo-elliptic in $G$, and they will not expected to converge in the standard sense. Our first task is to understand the nature of the perturbation and to extract from them a family of first order random differential operators, $\tilde{\mathscr{L}}^{\epsilon}$, which converge and which have the same orbits as $\mathscr{L}^{\epsilon}$, the 'slow motions'. The reduced operators, $\frac{1}{\epsilon} \tilde{\mathscr{L}}^{\epsilon}$, describe the motion of the orbits under 'perturbation'.

Their effective limit is either a one parameter sub-groups of $G$ in which case our study terminate, or a fixed point in which case we study the fluctuation dynamics on the time scale $\left[0, \frac{1}{\epsilon}\right]$. On the Riemmanian homogeneous manifold, if $G$ is compact, the effect limit on $G$ is a geodesic at level one and a fixed point at level two. On the scale of $\left[0, \frac{1}{\epsilon}\right]$ we would consider $\frac{1}{\epsilon} \mathscr{L}_{0}$ as perturbation. It is counter intuitive to consider the dominate part as the perturbation. But the perturbation, although very large in magnitude, is fast oscillating. The large oscillating motion get averaged out, leaving an effective motion corresponding to a second order differential operator on $G$.

This problems breaks into three parts: separate the slow and the fast variable, which depends on the principal bundle structure of the homogeneous space, and determine the natural scales; the convergence of the solutions of the reduced equations which is a family of random ODEs; finally the buck of the interesting study is to determine the effective limit, answering the question whether it solves an autonomous equation.

It is fairly easy to see that $x_{t}^{\epsilon}$ moves relatively slowly. The speed at which $x_{t}^{\epsilon}$ crosses $M$ is expected to depend on the specific vector $Y_{0}$, however in the case of $\left\{A_{1}, \ldots, A_{p}\right\}$ is an o.n.b. of $\mathfrak{h}$ and $A_{0}=0$, they depend only on the $\operatorname{Ad}(H)$-invariant component of $Y_{0}$.

The separation of slow and fast variables are achieved by first projecting the motion down to $G / H$ and then horizontally lift the paths back (a non-Markovian procedure), exposing the action in the fibre directions. The horizontal process thus obtained is the 'slow part' of $g_{t}^{\epsilon}$ and will be denoted by $u_{t}^{\epsilon}$. It is easy to see that the reduced dynamic is given by

$$
\dot{u}_{t}^{\epsilon}=\operatorname{Ad}\left(h_{\frac{t}{\epsilon}}\right)\left(Y_{0}\right)\left(u_{t}^{\epsilon}\right) .
$$

where $h_{t}$ has generator $\frac{1}{2} \sum\left(A_{i}\right)^{2}+A_{0}$.
If $\left\{A_{0}, A_{1}, \ldots, A_{m}\right\}$ generates the vector space $\mathfrak{h}$, the differential operator $\frac{1}{2} \sum\left(A_{i}\right)^{2}+A_{0}$ satisfies Hörmander's condition in which case the invariant probability measure is the normalised Haar measure. Then $u_{t}^{\epsilon}$ converges to the solution of the ODE:

$$
\frac{d}{d t} \bar{u}_{t}=\int_{H} \operatorname{Ad}(h)\left(Y_{0}\right) d h .
$$

Let us take an $\operatorname{Ad}(H)$ invariant decomposition of $\mathfrak{m}, \mathfrak{m}=\mathfrak{m}_{0}+\mathfrak{m}_{1}$ where $\mathfrak{m}_{0}$ is the vector space of invariant vectors and $\mathfrak{m}^{\prime}$ is its orthogonal complement. Then

$$
\int_{H} \operatorname{Ad}(h)\left(Y_{0}\right) d h=Y_{0}^{\mathfrak{m}_{0}}
$$

where the superscript $\mathfrak{m}_{0}$ denote the $\mathfrak{m}_{0}$ component of $Y$. This means that the dynamics is a fixed point if and only if $Y_{0}^{\mathfrak{m}_{0}}=0$.

In [65] we take $Y_{0}^{\mathfrak{m}_{0}}=0$ and answered this question by a multi-scale analysis and studied directly the question concerning $Y_{0} \in \tilde{\mathfrak{m}}$, without having to go through stochastic averaging. Theorem 1 makes this procedure easier to understand. Then we consider the dynamics on $\left[0, \frac{1}{\epsilon}\right]$. The reduced first order random differential operators give rise to second order differential operators by the action of the Lie bracket.

### 2.4 Perturbed Dynamical Systems on Principal Bundles

In the examples described earlier, we have a perturbed dynamical system on a manifold $P$. On $P$ there is an action by a Lie group $G$, and the projection to $M=P / G$ is a conservation law. We then study the convergence of the slow motion, the projection to $M$, and their horizontal lifts. More precisely we have a principal bundle with fibre the Lie group $G$. To describe these motions we consider the kernels of the differential of the projection $\pi$ : they are called the vertical tangent spaces and will be denoted by $V T_{u} P$. Any vector field taking values in the vertical tangent space is called a vertical vector field, the Lie-bracket of any two vertical vector fields is vertical. A smooth choice of the complements of the vertical spaces, that are right invariant, determines a connection. These complements are called the horizontal spaces. The ensemble is denoted by $H T_{u} P$ and called the horizontal bundle. From now on we assume that we have chosen such a horizontal space. A vector field taking values in the horizon tangent spaces is said to be a horizontal vector field. Right invariant horizontal vector fields are specially interesting, they are precisely the horizontal lifts of vector fields on $M$.

Let $\pi: P \rightarrow M$ denote the canonical projection taking an element of the total space $P$ to the corresponding element of the base manifold. Also let $R_{g}: P \rightarrow P$ denote the right action by $g$, for simplicity we also write $u g$, where $u \in P$, for $R_{g} u$. A connection on a principal bundle $P$ is a splitting of the tangent bundle $T_{u} P=$ $H T_{u} P+V T_{u} P$ where $V T_{u} P$ is the kernel of the differential of $t \pi$. Let $\mathfrak{g}$ denote the Lie algebra of $G$. For any $A \in \mathfrak{g}$ we define

$$
A^{*}(u)=\lim _{t \rightarrow 0} R_{\exp (t A)} u .
$$

The splitting mentioned earlier is in one to one correspondence with a connection 1-form, by which we mean a map $\varpi: T_{u} P \rightarrow \mathfrak{g}$ with the following properties:

$$
\left(R_{g}\right)^{*} \varpi=\operatorname{ad}\left(g^{-1}\right) \varpi, \quad \varpi\left(A^{*}\right) \equiv A .
$$

This splitting also determines a horizontal lifting map $\mathfrak{h}_{u}$ at $u \in P$ and a family of horizontal vector fields $H_{i}$. If $\left\{e_{1}, \ldots e_{n}\right\}$ is an orthonormal basis of $\mathbb{R}^{n}$, where $n=\operatorname{dim}(M)$, we set $H_{i}(u)=\mathfrak{h}_{u}\left(u e_{i}\right)$. If $\left\{A_{1}, \ldots, A_{N}\right\}$ is an orthonormal basis of the Lie algebra $\mathfrak{g}$, then at every point $u,\left\{H_{1}(u), \ldots, H_{n}(u), A_{1}^{*}(u), \ldots, A_{N}^{*}(u)\right\}$ is a basis of $T_{u} P$. We give $P$ the Riemannian metric so that the basis is orthonormal.

Any stochastic differential equation (SDE) on $P$ are of the following form, where $\beta$ and $\gamma$ are two real positive numbers and $\sigma_{j}^{k}$ and $\theta_{j}^{k}$ are $B C^{3}$ functions on $P$.

$$
\begin{aligned}
d u_{t}= & \beta \sum_{k=1}^{m_{1}}\left(\sum_{i=1}^{n} \sigma_{k}^{i}\left(u_{t}\right) H_{i}\left(u_{t}\right)\right) \circ d B_{t}^{k}+\beta^{2} \sum_{i=1}^{n} \sigma_{0}^{i}\left(u_{t}\right) H_{i}\left(u_{t}\right) d t \\
& +\gamma^{2} \sum_{k=1}^{m_{2}}\left(\sum_{j=1}^{N} \theta_{k}^{j}\left(u_{t}\right) A_{j}\left(u_{t}\right)\right) \circ d W_{t}^{k}+\gamma \sum_{j=1}^{N} \theta_{0}^{j}\left(u_{t}\right) A_{j}\left(u_{t}\right) d t .
\end{aligned}
$$

Set $X_{k}=\sum_{i=1}^{n} \sigma_{k}^{i} H_{i}$, and $Y_{k}=\sum_{j=1}^{N} \theta_{k}^{j} A_{j}$. Then the equation is of the form

$$
d u_{t}=\beta \sum_{k=1}^{m_{1}} X_{k}\left(u_{t}\right) \circ d B_{t}^{k}+\beta^{2} X_{0}\left(u_{t}\right) d t+\gamma \sum_{k=1}^{m_{2}} Y_{k} \circ d W_{t}^{k}+\gamma^{2} Y_{0}\left(u_{t}\right) d t .
$$

The solutions are Markov processes with Markov generator

$$
\beta^{2}\left(\sum_{k=1}^{m_{1}}\left(X_{k}\right)^{2}+X_{0}\right)+\gamma^{2}\left(\sum_{k=1}^{m_{2}}\left(Y_{k}\right)^{2}+Y_{0}\right)
$$

We observe that the projection of the second factor vanishes, so if $\beta=0$, then $\pi\left(u_{t}\right)=\pi\left(u_{0}\right)$ and $\pi$ is a conservation law. The equation with small $\beta$ is a stochastic dynamic whose orbits deviate slightly from that of the initial value $u_{0}$. If on the other hand, $X_{i}$ are vector fields invariant under the action of the group, and $\gamma=0$ then the projection $\pi\left(u_{t}\right)$ is an autonomous SDE on the manifold $M$.

Let us take $\beta=1$ and $\gamma=\frac{1}{\sqrt{\epsilon}}$.

$$
\left\{\begin{aligned}
d u_{t}^{\epsilon} & =\sum_{k=1}^{m_{1}}\left(\sum_{i=1}^{n} \sigma_{k}^{i}\left(u_{t}^{\epsilon}\right) H_{i}\left(u_{t}^{\epsilon}\right)\right) \circ d B_{t}^{k}+\sum_{i=1}^{n} \sigma_{0}^{i}\left(u_{t}^{\epsilon}\right) H_{i}\left(u_{t}^{\epsilon}\right) d t \\
& +\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}}\left(\sum_{j=1}^{N} \theta_{k}^{j}\left(u_{t}^{\epsilon}\right) A_{j}^{*}\left(u_{t}^{\epsilon}\right)\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} \sum_{j=1}^{N} \theta_{0}^{j}\left(u_{t}^{\epsilon}\right) A_{j}^{*}\left(u_{t}^{\epsilon}\right) d t \\
u_{0}^{\epsilon} & =u_{0}
\end{aligned}\right.
$$

We proceed to compute the equations for the slow and for the fast variables. Let $x_{t}^{\epsilon}=\pi\left(u_{t}^{\epsilon}\right)$. Then $x_{t}^{\epsilon}$ has a horizontal lift, see e.g. [4, 30, 31]. See also [29] and [23]. Let $T R_{g}$ denote the differential of $R_{g}$. For $k=0,1, \ldots, m_{1}$, set

$$
X_{k}(u g)=\sum_{i=1}^{p} \sigma_{k}^{i}(u g) T R_{g^{-1}} H_{i}(u g)
$$

Below we deduce an equation for $x_{t}^{\epsilon}$ which is typically not autonomous.
Lemma 2.1 The horizontal lift processes satisfy the following system of slow-fast SDE's:

$$
\begin{align*}
& d \tilde{x}_{t}^{\epsilon}=\sum_{k=1}^{m_{1}} X_{k}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) \circ d B_{t}^{k}+X_{0}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) d t, \quad \tilde{x}_{0}^{\epsilon}=g_{0} \\
& d g_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}}\left(\sum_{j=1}^{N} \theta_{k}^{j}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) A_{j}^{*}\left(g_{t}^{\epsilon}\right)\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} \sum_{j=1}^{N} \theta_{0}^{j}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) A_{j}^{*}\left(g_{t}^{\epsilon}\right) d t, g_{0}^{\epsilon}=i d . \tag{6}
\end{align*}
$$

Proof Since $\tilde{x}_{t}^{\epsilon}$ and $u_{t}^{\epsilon}$ belong to the same fibre we may define $g_{t}^{\epsilon} \in G$ by $u_{t}^{\epsilon}=$ $\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}$. If $a_{t}$ is a $C^{1}$ curve in the lie group $G$

$$
\left.\frac{d}{d t}\right|_{t} u a_{t}=\left.\frac{d}{d r}\right|_{r=0} u a_{t} a_{t}^{-1} a_{r+t}=\left(a_{t}^{-1} \dot{a}_{t}\right)^{*}\left(u a_{t}\right)
$$

It follows that

$$
d u_{t}^{\epsilon}=T R_{g_{t}^{\epsilon}} d \tilde{x}_{t}^{\epsilon}+\left(T L_{\left(g_{t}^{\epsilon}\right)^{-1}} d g_{t}^{\epsilon}\right)^{*}\left(u_{t}^{\epsilon}\right)
$$

Since right translations of horizontal vectors are horizontal,

$$
T L_{\left(g_{t}^{\epsilon}\right)^{-1}} d g_{t}^{\epsilon}=\varpi\left(d u_{t}^{\epsilon}\right)=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{1}}\left(\sum_{j=1}^{N} \theta_{k}^{j}\left(u_{t}^{\epsilon}\right) A_{j}\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} \sum_{j=1}^{N} \theta_{0}^{j}\left(u_{t}^{\epsilon}\right) A_{j} d t
$$

Hence, denoting by $A^{*}$ also the left invariant vector fields on $G$, we have an equation for $g_{t}^{\epsilon}$ :

$$
d g_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}}\left(\sum_{j=1}^{N} \theta_{k}^{j}\left(u_{t}^{\epsilon}\right) A_{j}^{*}\left(g_{t}^{\epsilon}\right)\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} \sum_{j=1}^{N} \theta_{0}^{j}\left(u_{t}^{\epsilon}\right) A_{j}^{*}\left(g_{t}^{\epsilon}\right) d t
$$

Since $\pi_{*}\left(A_{j}\right)=0$ and by the definition of $H_{i}$ we also have,

$$
d x_{t}^{\epsilon}=\sum_{k=1}^{m_{1}}\left(\sum_{i=1}^{p} \sigma_{k}^{i}\left(u_{t}^{\epsilon}\right)\left(u_{t}^{\epsilon} e_{i}\right)\right) \circ d B_{t}^{k}+\sum_{i=1}^{n} \sigma_{0}^{i}\left(u_{t}^{\epsilon}\right)\left(u_{t}^{\epsilon} e_{i}\right) d t
$$

Its horizontal lift is given by $d \tilde{x}_{t}=\mathfrak{h}_{\tilde{x}_{t}}\left(\circ d x_{t}^{\epsilon}\right)$ and so we have the following SDE

$$
d \tilde{x}_{t}^{\epsilon}=\sum_{k=1}^{m_{1}}\left(\sum_{i=1}^{p} \sigma_{k}^{i}\left(u_{t}^{\epsilon}\right) \mathfrak{h}_{\tilde{x}_{t}^{\epsilon}}\left(u_{t}^{\epsilon} e_{i}\right)\right) \circ d B_{t}^{k}+\sum_{i=1}^{n} \sigma_{0}^{i}\left(u_{t}^{\epsilon}\right) \mathfrak{h}_{\tilde{x}_{t}^{\epsilon}}\left(u_{t}^{\epsilon} e_{i}\right) d t
$$

Since $\mathfrak{h}_{u}\left(u g e_{i}\right)=T R_{g^{-1}} \mathfrak{h}_{u g}\left(u g e_{i}\right)=T R_{g^{-1}} H_{i}(u g)$, we may rewrite the above equation in the following more convenient form:

$$
\begin{equation*}
d \tilde{x}_{t}^{\epsilon}=\sum_{k=1}^{m_{1}}\left(\sum_{i=1}^{p} \sigma_{k}^{i}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) T R_{g_{t}^{\epsilon}}^{-1} H_{i}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right)\right) \circ d B_{t}^{k}+\sum_{i=1}^{n} \sigma_{0}^{i}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) T R_{g_{t}^{\epsilon}}^{-1} H_{i}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) d t \tag{7}
\end{equation*}
$$

Finally we also rewrite the equation for the fast variable in terms of the fast and slow splitting:

$$
\begin{equation*}
d g_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}}\left(\sum_{j=1}^{N} \theta_{k}^{j}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) A_{j}^{*}\left(g_{t}^{\epsilon}\right)\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} \sum_{j=1}^{N} \theta_{0}^{j}\left(\tilde{x}_{t}^{\epsilon} g_{t}^{\epsilon}\right) A_{j}^{*}\left(g_{t}^{\epsilon}\right) d t \tag{8}
\end{equation*}
$$

This completes the proof.
If $\theta_{k}^{j}$ are lifts of functions from $M$, i.e. equi-variant functions, then the system of SDEs for $g_{t}^{\epsilon}$ do not depend on the slow variables. Define

$$
\mathscr{L}_{u} f(g)=\frac{1}{2} \sum_{k=1}^{m_{1}}\left(\theta_{k}^{j}(u g) A_{j}^{*}(g)\right)^{2} f(g)+\sum_{j=1}^{N} \theta_{0}^{j}(u g) A_{j}^{*}(g) f(g) .
$$

The matrix with entries $\Theta_{i, j}=\sum_{k=1}^{m_{1}} \theta_{k}^{j} \theta_{k}^{i}$ measures the ellipticity of the system.
In Sect. 6.3 we state an averaging principle for this system of slow-fast equations.

### 2.5 Completely Integrable Stochastic Hamiltonian Systems

In [62] a completely integrable Hamiltonian system (CISHS) in an $2 n$ dimensional symplectic manifolds is introduced, which has $n$ Poisson commuting Hamiltonian functions. After some preparation this reduces to a slow-fast system in the action angle components.

We begin comparing this model with the very well studied random perturbation problem $d x_{t}=(\nabla H)^{\perp}\left(x_{t}\right) d t+\epsilon d B_{t}$ where $B$ is a real valued Brownian motion, $H: \mathbb{R}^{2} \rightarrow \mathbb{R}$, and $(\nabla H)^{\perp}$ is the skew gradient of $H$. In the more recent CISHS model, the energy function is assumed to be random and of the form $\dot{B}_{t}$ so we have the equation $d x_{t}=(\nabla H)^{\perp}\left(x_{t}\right) \circ d B_{t}$. In both cases $H\left(x_{t}\right)=H\left(x_{0}\right)$ for all time, so $H$ is a conserved quantity for the stochastic system. Suppose that the CISHS system is perturbed by a small vector field, we have the family of equations

$$
d x_{t}^{\epsilon}=(\nabla H)^{\perp}\left(x_{t}^{\epsilon}\right) \circ d B_{t}+\epsilon V\left(x_{t}\right) d t
$$

Given a perturbation transversal to the energy surface of the Hamiltonians, one can show that the energies converge on $\left[1, \frac{1}{\epsilon}\right]$ to the solution of a system of ODEs. If moreover the perturbation is Hamiltonian, the limit is a constant and one may rescale time and find an effective Markov process on the scale $1 / \epsilon^{2}$. The averaging theorem was obtained from studying a reduced system of slow and fast variables. The CISHS reduces to a system of equations in $(H, \theta)$, the action angle coordinates, where $H \in \mathbb{R}^{n}$ is the slow variable and $\theta \in S^{n}$ is the fast variables.

$$
\begin{aligned}
\frac{d}{d t} H_{t}^{i} & =\epsilon f\left(H_{t}^{\epsilon}, \theta_{t}^{\epsilon}\right) \\
d \theta_{t}^{i} & =\sum_{i=1}^{n} X_{i}\left(H_{t}^{\epsilon}, \theta_{t}^{\epsilon}\right) \circ d W_{t}^{i}+\epsilon X_{0}\left(H_{t}^{\epsilon}, \theta_{t}^{\epsilon}\right) d t
\end{aligned}
$$

This slow-fast system falls, essentially, into the scope of the article.

## 3 Ergodic Theorem for Fredholm Operators Depending on a Parameter

Birkhoff's theorem for a sample continuous Markov process is directly associated to the solvability of the elliptic differential equation $\mathscr{L} u=v$ where $\mathscr{L}$ is the diffusion operator (i.e. the Markov generator) of the Markov process and $v$ is a given function. A function $v$ for which $\mathscr{L} u=v$ is solvable should satisfy a number of independent constraints. The index of the operator $\mathscr{L}$ is the dimension of the solutions for the homogeneous problem minus the dimension of the independent constraints.

Definition 3.1 A linear operator $T: E \rightarrow F$, where $E$ and $F$ are Hilbert spaces, is said to be a Fredholm operator if both the dimensions of the kernel of $T$ and the dimension of its cokernel $F / \operatorname{Range}(T)$ are finite dimensional. The Fredholm index of a Fredholm operator $T$ is defined to be

$$
\operatorname{index}(T)=\operatorname{dim}(\operatorname{ker}(T))-\operatorname{dim}(\operatorname{cokernel}(T)) .
$$

A Fredholm operator $T$ has also closed range and $E_{2} / \operatorname{Range}(T)=\operatorname{ker}\left(T^{*}\right)$.
A smooth elliptic diffusion operator on a compact space is Fredholm. It also has a unique invariant probability measure. The Poisson equation $\mathscr{L} u=v$ is solvable for a function $v \in L^{2}$ if and only if $v$ has null average with respect to the invariant measure, the latter is the centre condition used in diffusion creations.

If we have a family of operators $\left\{\mathscr{L}_{x}: x \in N\right\}$ satisfying Hörmander's condition where $x$ is a parameter taking values in a manifold $N$, the parameter space is typically the state space for the slow variable, we will need a continuity theorem on the projection operator $f \mapsto \bar{f}$. We give a theorem on this in case each $\mathscr{L}_{x}$ has a unique invariant probability measure. It is clear that for each bounded measurable function $f, \int f(z) d \mu_{x}(z)$ is a function of $x$. We study its smooth dependence on $x$.

For the remaining of the section, for $i=0,1, \ldots, m$, let $Y_{i}: N \times G \rightarrow T G$ be smooth vector fields and let $\mathscr{L}_{x}=\frac{1}{2} \sum_{i=1}^{m} Y_{i}^{2}(x, \cdot)+Y_{0}(x, \cdot)$.

Definition 3.2 If $\mathscr{L}_{x}$ satisfies Hörmander's condition, let $r(x, y)$ denote the minimum number for the vector fields and their iterated Lie brackets up to order $r(x, y)$ to span $T_{y} G$. Let $r(x)=\inf _{y \in G} r(x, y)$. If $G$ is compact, $r(x)$ is a finite number and will be called the rank of $\mathscr{L}_{x}$.

Let $s \geq 0$, let $d x$ denote the volume measure of a Riemannian manifold $G$ and let $\Delta$ denote the Laplacian. If $f$ is a $C^{\infty}$ function we define its Sobolev norm to be

$$
\|f\|_{s}=\left(\int_{M} f(x)(I+\Delta)^{s / 2} f(x) d x\right)^{\frac{1}{2}}
$$

and we let $H_{s}$ denote the closure of $C^{\infty}$ functions in this norm. This can also be defined without using a Riemannian structure. If $\left\{\lambda_{i}\right\}$ is a partition of unity subordinated to a system of coordinates $\left\{\phi_{i}, u_{i}\right\}$, then the above Sobolev norm is equivalent to the norm $\sum_{i}\left\|\left(\lambda_{i} f\right) \circ \phi_{i}\right\|_{s}$. For a compact manifold, the Sobolev spaces are independent of the choice of the Riemannian metric. Let us denote by $|T|$ the operator norm of a linear map $T$.

Suppose that $\mathscr{L}_{x}$ satisfies Hörmander's condition. Let us re-name the vector fields $Y_{i}$ and their iterated Lie brackets up to order $r(x)$ as $\left\{Z_{k}\right\}$. Let us define the quadratic form

$$
Q^{x}(y)(d f, d f)=\sum_{i}\left|d f\left(Z_{i}(x, y)\right)\right|^{2} .
$$

Then $Q^{x}(y)$ measures the sub-ellipticity of the operator. Let

$$
\gamma(x)=\inf _{|\xi|=1} Q^{x}(y)(\xi, \xi)
$$

Then $\gamma(x)$ is locally bounded from below by a positive number.
We summarise the properties of Hörmander type operators in the proposition below. Let $\mathscr{L}_{x}^{*}$ denote the $L_{2}$ adjoint of $\mathscr{L}_{x}$. An invariant probability measure for $\mathscr{L}_{x}$ is a probability measure such that $\int_{G} \mathscr{L}_{x} f(y) \mu_{x}(d y)=0$ for any $f$ in the domain of the generator.

Proposition 3.3 Suppose that each $\mathscr{L}_{x}$ satisfies Hörmander's condition and that $G$ is compact. Then the following statements hold.
(1) There exists a positive number $\delta(x)$ such that for every $s \in \mathbb{R}$ there exists a constant $C(x)$ such that for all $u \in C^{\infty}(G ; \mathbb{R})$ the following sub-elliptic estimates hold,

$$
\|u\|_{s+\delta} \leq C\left(\left\|\mathscr{L}_{x} u\right\|_{s}+|u|_{L_{2}}\right), \quad\|u\|_{s+\delta} \leq C\left(\left\|\mathscr{L}_{x}^{*} u\right\|_{s}+|u|_{L_{2}}\right)
$$

We may and will choose $C(x)$ to be continuous and $\delta(x)$ to be locally bounded from below. If $r$ is bounded there exists $\delta_{0}>0$ such that $\delta(x) \geq \delta_{0}$.
(2) $\mathscr{L}_{x}$ and $\mathscr{L}_{x}^{*}$ are hypo-elliptic.
(3) $\mathscr{L}_{x}$ and $\mathscr{L}_{x}^{*}$ are Fredholm and $\operatorname{index}\left(\mathscr{L}_{x}\right)=0$.
(4) If the dimension of $\operatorname{ker}\left(\mathscr{L}_{x}\right)$ is 1 , then $\operatorname{ker}\left(\mathscr{L}_{x}\right)$ consists of constants.

Proof It is clear that Hörmander's condition still holds if we change the sign of the drift $Y_{0}$, or add a zero order term, or add a first order term which can be written as a linear combination of $\left\{Y_{0}, Y_{1}, \ldots, Y_{m}\right\}$. Since

$$
\mathscr{L}_{x}^{*}=\frac{1}{2} \sum_{i=1}^{m}\left(Y_{i}\right)^{2}-Y_{0}-\sum_{i} \operatorname{div}\left(Y_{i}\right) Y_{i}+\operatorname{div}\left(Y_{0}\right)-\frac{1}{2} \sum_{i} L_{Y_{i}} \operatorname{div}\left(Y_{i}\right)+\frac{1}{2} \sum_{i}\left[\operatorname{div}\left(Y_{i}\right)\right]^{2},
$$

$\mathscr{L}_{x}$ satisfies also Hörmander's condition.
By a theorem of Hörmander in [48], there exists a positive number $\delta(x)$, such that for every $s \in \mathbb{R}$ and all $u \in C^{\infty}(G ; \mathbb{R})$,

$$
\|u\|_{s+\delta(x)} \leq C(x)\left(\left\|\mathscr{L}_{x} u\right\|_{s}+|u|_{L_{2}}\right)
$$

The constant $C(x)$ may depend on $s$, the $L_{\infty}$ bounds on the vector fields and their derivatives, and on the rank $r(x)$, and the sub-ellipticity constant $\gamma(x)$. The constant $\delta(x)$ in the sub-elliptic estimates depend only on how many number of brackets are needed for obtaining a basis of the tangent spaces, we can for example take $\delta(x)$ to be $\frac{1}{r(x)}$. The number of brackets needed to obtain a basis at $T_{y} G$ is upper semicontinuous in $y$ and is bounded for a compact manifold. Since $\mathscr{L}_{x}$ varies smoothly in $x$, then for $x \in D$ there is a uniform upper bound on the number of brackets
needed. Also as indicated in Hörmander's proof [48], the constant $C(x)$ depends smoothly on the vector fields. If there exists a number $k_{0}$ such that $r(x) \leq k_{0}$ for all $x$, then we can choose a positive $\delta$ that is independent of $x$. This proves the estimates in part (1) for both $\mathscr{L}_{x}$ and $\mathscr{L}_{x}^{*}$. The hypo-ellipticity of $\mathscr{L}_{x}$ and $\mathscr{L}_{x}^{*}$ is the celebrated theorem of Hörmander and follows from his sub-elliptic estimates, this is part (2).

For part (3) we only need to work with $\mathscr{L}_{x}$. We sketch a proof for $\mathscr{L}_{x}$ to be Fredholm as a bounded operator from its domain with the graph norm to $L_{2}$. From the sub-elliptic estimates it is easy to see that $\mathscr{L}_{x}$ has compact resolvents and that $\operatorname{ker}\left(\mathscr{L}_{x}\right)$ and $\operatorname{ker}\left(\mathscr{L}_{x}^{*}\right)$ are finite dimensional. Then a standard argument shows that $\mathscr{L}_{x}$ has closed range: If $\mathscr{L}_{x} f_{n}$ converges in $L_{2}$, then either the sequence $\left\{f_{n}\right\}$ is bounded in which case they are also bounded in $H_{\delta}$ the latter is compactly embedded in $L_{2}$, and therefore has a convergent sub-sequence. Let us denote $g$ a limit point. Then since $\mathscr{L}_{x}$ if closed, $g$ satisfies that $\mathscr{L} g=\lim _{n \rightarrow \infty} \mathscr{L}_{x} f_{n}$. If $\left\{f_{n}\right\}$ is not $L_{2}$ bounded, we can find another sequence $\left\{g_{n}\right\}$ in the kernel of $\mathscr{L}$ such that $f_{n}-g_{n}$ is bounded to which the previous argument produces a convergent sub-sequence. The dimension of the cokernel is the dimension of the kernel of $\mathscr{L}_{x}^{*}$, proving the Fredholm property. That it has zero index is another consequence of the subelliptic estimates and can be proved from the definition and is an elementary (using properties of the eigenvalues of the resolvents and their duals), see [92]. Part (4) is clear as constants are always in the kernel of $\mathscr{L}_{x}$.

If $\mu_{1}$ and $\mu_{2}$ are two probability measures on a metric space $M$ we denote by $\mid \mu-$ $\left.\nu\right|_{T V}=\sup _{A \in \mathscr{F}}|\mu(A)-\nu(A)|$ their total variation norm and $W_{1}$ their Wasserstein distance:

$$
W_{1}\left(\mu_{1}, \mu_{2}\right)=\inf _{\nu} \int_{M \times M} \rho(x, y) v(x, y)
$$

where $\rho$ is the distance function and the infimum is taken over all couplings of $\mu_{1}$ and $\mu_{2}$. Suppose that $\mathscr{L}_{x}$ has an invariant probability measure $\mu_{x}(d y)=q(x, y) d y$. If for a constant $K,\left|q\left(x_{1}, y\right)-q\left(x_{2}, y\right)\right| \leq K \rho\left(x_{1}, x_{2}\right)$ for all $x_{1} \in M, x_{2} \in M, y \in$ $G$, then $\left|\mu^{x_{1}}-\mu^{x_{2}}\right|_{T V} \leq K \rho\left(x_{1}, x_{2}\right)$.

Let $\mu_{x}$ be an invariant probability measure for $\mathscr{L}_{x}$. We study the regularity of the densities of the invariant probability measures with respect to the parameter, especially the continuity of the invariant probability measures in the total variation norm. This can be more easily obtained if $\mathscr{L}_{x}$ are Fredholm operators on the same Hilbert space and if there is a uniform estimate on the resolvent. For a family of uniformly strict elliptic operators, these are possible.

Remark 3.4 For the existence of an invariant probability measure, we may use Krylov-Bogoliubov theorem which is valid for a Feller semi-group: Let $P_{t}(x, \cdot)$ be the transition probabilities. If for some probability measure $\mu_{0}$ and for a sequence of numbers $T_{n}$ with $T_{n} \rightarrow \infty,\left\{Q_{n}(\cdot)=\frac{1}{T_{n}} \int_{0}^{T_{n}} \int_{M} P_{t}(x, \cdot) d \mu_{0}(x) d t, n \geq 1\right\}$ is tight, then any limit point is an invariant probability measure. The existence of an invariant probability measure is trivial for a Feller Markov process on a compact
space. Otherwise, a Laypunov function is another useful tool. See [28, 42, 44, 45] for relevant existence and uniqueness theorems.

Remark 3.5 Our operators $\mathscr{L}_{x}$ are Fredholm from their domains to $L_{2}$. On a compact manifold $\mathscr{L}_{x}$ is a bounded operator from $W^{2,2}$ to $L_{2}$ but this is only an extension of $\mathscr{L}_{x}$, where $W^{2,2}$ denotes the standard Sobolev space of functions, twice weakly differentiable with derivatives in $L_{2}$. We have $W^{2,2} \subset \operatorname{Dom}\left(\mathscr{L}_{x}\right) \subset W^{\delta(x), 2}$. Due to the directions of degeneracies the domain of $\mathscr{L}_{x}$, given by its graph norm, can be larger than $W^{2,2}$. Since the points of the degeneracies of $\mathscr{L}_{x}$ move, in general, with $x$, their domain also change with $x$. Suppose that $\mathscr{L}_{x}$ has zero Fredholm index, then $\mathscr{L}_{x}$ is an isometry from $\left[\operatorname{ker}\left(\mathscr{L}_{x}\right)\right]^{\perp}$ to its image and $\mathscr{L}_{x}^{*}$ is invertible on $N^{\perp}$, the annihilator of the kernel of $\mathscr{L}_{x}$. Set

$$
A(x)=\left|\left(\mathscr{L}_{x}^{*}\right)_{N_{x}^{\perp}}^{-1}\right|_{o p}
$$

In the following proposition we consider the continuity of $\mu^{x}$.
Proposition 3.6 Let $G$ be compact. Suppose that $Y_{i} \in B C^{\infty}$ and the conclusions of Proposition 3.3. Suppose also that each $\mathscr{L}_{x}$ has a unique invariant probability measure $\mu^{x}(d y)$.
(i) Let $q(x, y)$ denote the kernel of $\mu^{x}(d y)$. Then $q$ and its derivatives in $y$ are locally bounded in $x$.

If the rank $r$ is bounded from above, $\gamma$ is bounded from below, then $q$ and its derivatives in $y$ are bounded, i.e. $\sup _{x}\left|\nabla^{(k)} \rho(x, \cdot)\right|_{\infty}$ is finite for any $k \in \mathscr{N}$.
(ii) The kernel $q$ is smooth in both variables.
(iii) Let $D$ be a compact subset of $N$. There exists a number $c$ such that for any $x_{1}, x_{2} \in D,\left|\mu^{x_{1}}-\mu^{x_{2}}\right|_{T V} \leq c \rho\left(x_{1}, x_{2}\right)$.
(iv) Suppose furthermore that $r$ is bounded from above, $\gamma$ is bounded from below, and $A$ is bounded, then $\mu^{x}$ is globally Lipschitz continuous in $x$ and $q \in$ $B C^{\infty}(N \times G)$.

Proof Each function $q$ solves the equation $\mathscr{L}_{x}^{*} q=0$ where $\mathscr{L}_{x}^{*}$ is the $L^{2}$ adjoint of $\mathscr{L}_{x}$. Since $\mathscr{L}_{x}^{*}$ is hypo-elliptic, then for each $x, q(x, \cdot)$ is $C^{\infty}$. In other words, $q(x, \cdot)$ is a function from $M$ to $C^{\infty}(G, \mathbb{R})$. We observe that $q(x, \cdot)$ are probability densities, so bounded in $L^{1}$. If we take $s$ to be a number smaller than $-n / 2, n$ being the dimension of the manifold, then $|q(x, \cdot)|_{s} \leq C|q(x, \cdot)|_{L^{1}(G)}$. We apply the sub-elliptic estimates in part (1) of Proposition 3.3 to $q$ :

$$
\|u\|_{s+\delta(x)} \leq c_{0}(x)\left(\left\|\mathscr{L}_{x}^{*} u\right\|_{s}+\|u\|_{s}\right),
$$

where $\delta(x)$ and $c(x)$ are constants, and obtain that $|q(x, \cdot)|_{s+\delta(x)} \leq C(x)$. Iterating this we see that for all $s$,

$$
|q(x, \cdot)|_{s} \leq C(\delta(x), r(x), \gamma(x), Y)
$$

The function $C(x)$ depends on the $L^{\infty}$ norms of the vector fields $Y_{i}$ and their covariant derivatives, and also on $\gamma(x)$. Also, $\delta$ can be taken to be $\frac{1}{r(x)+1}$ and $r(x)$ is locally bounded. By the Sobolev embedding theorems, $q$ and the norms of its derivatives in $y$ are locally bounded in $x$. (If furthermore $r$ and $\gamma$ are bounded, $Y_{i}$ and their derivatives in $x$ are bounded, then both $\delta$ and $C$ can be taken as a constant, in which case $q$ and their derivatives in $y$ are bounded.)

Since $q$ is in $L^{1}$, its distributional derivative in the $x$-variable exists and will be denoted by $\partial_{x} q$. For each $x, \mathscr{L}_{x}^{*} q=0$, and so the distributional derivative in $x$ of $\mathscr{L}_{x}^{*} q$ vanishes and

$$
\partial_{x}\left(\mathscr{L}_{x}^{*}\right) q(x, y)+\mathscr{L}_{x}^{*} \partial_{x} q(x, y)=0 .
$$

Set

$$
g(x, y)=-\left(\partial_{x}\left(\mathscr{L}_{x}^{*}\right)\right) q(x, y)
$$

Then $g$ is smooth in $y$, whose Sobolev norms in $y$ are locally bounded in $x$. Since the distributional derivative of $q$ in $x$ satisfies $\int_{G} \mathscr{L}_{x}^{*}\left(\partial_{x} q\right)(x, y) d y=0$ for every $x$, $\int_{G} g(x, y) d y$ vanishes also. Since the index of $\mathscr{L}_{x}$ is zero, the invariant measure is unique, the dimension of the kernel of $\mathscr{L}_{x}$ is 1 . The kernel consists of only constants and so $g(x, \cdot)$ is an annihilator of the kernel of $\mathscr{L}$. By Fredholm's alternative, this time applied to $\mathscr{L}_{x}^{*}$, we see that for each $x$ we can solve the Poisson equation

$$
\mathscr{L}_{x}^{*} G(x, y)=g(x, y) .
$$

Furthermore, by the sub-elliptic estimates, $|G(x, \cdot)|_{L_{2}(G)} \leq A(x)|g(x, \cdot)|_{L_{2}(G)}$ for some number $A(x)$. Since $A$ is locally bounded, then $G(x, y)$ has distributional derivative in $x$. But $\partial_{x} q(x, y)$ also solves $\mathscr{L}_{x}^{*} \partial_{x} q(x, y)=g(x, y)$, by the uniqueness of solutions we see that $\partial_{x} q(x, y)=G(x, y)$. Thus the distributional derivative of $q$ in $x$ is a locally integrable function. Iterating this procedure and use sub-elliptic estimates to pass to the supremum norm we see that $q(x, y)$ is $C^{\infty}$ in $x$ with its derivatives in $x$ locally bounded, in particular for a locally bounded function $c_{1}$,

$$
\sup _{y \in G}\left|\partial_{x} q(x, y)\right| \leq A(x) c_{1}(x) .
$$

Finally, let $f$ be a measurable function with $|f| \leq 1$. Then

$$
\left|\int_{G} f(y) q\left(x_{1}, y\right) d y-\int_{G} f(y) q\left(x_{2}, y\right) d y\right| \leq \sup _{x \in D} A(x) \sup _{x \in D} c_{1}(x) \rho\left(x_{1}, x_{2}\right)
$$

where $D$ is a relatively compact open set containing a geodesic passing through $x_{1}$ and $x_{2}$. We use the fact that the total variation norm between two probability measures $\mu$ and $\nu$ is $\frac{1}{2} \sup _{|g| \leq 1}\left|\int g d \mu-\int g d \nu\right|$ where the supremum is taken
over the family of measurable functions with values in $[-1,1]$ to conclude that $\left|\mu^{x_{1}}-\mu^{x_{2}}\right|_{T V} \leq \sup _{x \in D} A(x) \rho\left(x_{1}, x_{2}\right)$ and conclude the proof.

Example 3.7 An example of a fast diffusion satisfying all the conditions of the proposition is the following on $S^{1}$ and take $x \in \mathbb{R}$ :

$$
d y_{t}=\sin \left(y_{t}+x\right) d B_{t}+\cos \left(y_{t}+x\right) d t .
$$

Then $\mathscr{L}_{x}=\cos (x+y) \frac{\partial}{\partial y}+\frac{1}{2} \sin ^{2}(x+y) \frac{\partial^{2}}{\partial y^{2}}$ satisfies Hörmander's condition, has a unique invariant probability measure and $r(x)=1$. Furthermore the resolvent of $\mathscr{L}_{x}$ is bounded in $x$.

Definition 3.8 The operator $\mathscr{L}_{x}$ is said to satisfy the parabolic Hörmander's condition if $\left\{Y_{1}(x, \cdot), \ldots, Y_{m_{2}}(x, \cdot)\right\}$ together with the brackets and iterated the brackets of $\left\{Y_{0}(x, \cdot), Y_{1}(x, \cdot), \ldots, Y_{m_{2}}(x, \cdot)\right\}$ spans the tangent space of $N$ at every point. Let $P^{x}\left(t, y_{0}, y\right)$ denote the semigroup generated by $\mathscr{L}$.

Remark 3 Suppose that each $\mathscr{L}_{x}$ is symmetric, satisfies the parabolic Hörmander's condition and the following uniform Doeblin's condition: there exists a constant $c \in(0,1], t_{0}>0$, and a probability measure $v$ such that

$$
P_{t}^{x}\left(y_{0}, U\right) \geq c v(U),
$$

for all $x \in N, y_{0} \in G$ and for every Borel set $U$ of $G$, Suppose that $Y_{j} \in B C^{\infty}$. Then $A(x)$ is bounded. In fact for any $f$ with $\int f(y) \mu^{x}(d y)=0$, the function $P_{t}^{x} f\left(y_{0}\right)=\int_{G} f(y) P^{x}\left(t, y_{0}, d y\right)$ converges to 0 as $t \rightarrow \infty$ with a uniform exponential rate. Since $\mathscr{L}_{x}$ satisfies the parabolic Hörmander's condition, $\mathscr{L}-\frac{\partial}{\partial x}$ satisfies Hörmander's condition on $M \times \mathbb{R}$. Then by the sub-elliptic estimates for $\mathscr{L}-\frac{\partial}{\partial t}, P_{t}^{x} f$ converges also in $L_{2}$. Let $R^{x}$ denote the resolvent of $\mathscr{L}_{x}$. Since

$$
\left\langle R^{x} f, f\right\rangle_{L_{2}}=\int_{G} \int_{0}^{\infty} P_{t}^{x} f(y) f(y) d t d y
$$

then $R^{x}$ is uniformly bounded. Since $\mathscr{L}_{x}$ is symmetric, this gives a bound on $A(x)$. We refer to the book [6] for studies on Poincaré inequalities for Markov semigroups.

Corollary 3.9 Let $G$ be compact. Then $q$ is smooth in both variables and in $B C^{\infty}(N \times G)$. In particular $\mu^{x}=q(x, y) d y$ is globally Lipschitz continuous.

Just note that the semigroups $P_{t}^{x}$ converges to equilibrium with uniform rate. The spectral gap of $\mathscr{L}_{x}$ is bounded from below by a positive number.

The following is a version of the law of large numbers.
Theorem 3.10 Let $G$ be compact. Suppose that $\sum_{j=1}^{m_{2}}\left|Y_{j}\right|_{\infty}$ is finite, and the conclusions of Proposition 3.3. Suppose that each $\mathscr{L}_{x}$ has a unique invariant probability measure $\mu_{x}$.

Let $s>1+\frac{\operatorname{dim}(G)}{2}$. Then there exists a constant $C(x)$ such that for every $x \in N$ and for every smooth real valued function $f: N \times G \rightarrow \mathbb{R}$ with compact support in the first variable (or independent of the first variable),

$$
\begin{equation*}
\sqrt{\mathbf{E}\left(\frac{1}{T} \int_{t}^{t+T} f\left(x, z_{r}^{x}\right) d r-\int_{G} f(x, y) \mu_{x}(d y)\right)^{2}} \leq C(x)\|f(x, \cdot)\|_{s} \frac{1}{\sqrt{T}} \tag{9}
\end{equation*}
$$

where $z_{r}^{x}$ is an $\mathscr{L}_{x}$ diffusion and $C(x)$ is locally bounded.
Proof In the proof we take $t=0$ for simplicity. We only need to work with a fixed $x \in N$. We may assume that $\int_{G} f(x, y) \mu_{x}(d y)=0$. Since $\mathscr{L}_{x}$ is hypo-elliptic and since $\mu_{x}$ is the unique invariant probability measure then, for any smooth function $f$ with $\int_{G} f(x, y) \mu_{x}(d y)=0, \mathscr{L}_{x} g(x, \cdot)=f(x, \cdot)$ has a smooth solution. If $f$ is compactly supported in the first variable, so is $g$. We may then apply Itô's formula to the smooth function $g(x, \cdot)$, allowing us to estimate $\frac{1}{T} \int_{0}^{T} f\left(y_{r}^{x}\right) d r$ whose $L^{2}(\Omega)$ norm is controlled by the norm of $g$ in $C^{1}$ and the norms $\left|Y_{j}(x, \cdot)\right|_{\infty}$. The $\mathscr{L}_{x}$ diffusion satisfies the equation:

$$
\frac{1}{T} \int_{0}^{T} f\left(x, z_{r}^{x}\right) d r=\frac{1}{T}\left(g\left(x, z_{T}^{x}\right)-g\left(x, y_{0}\right)\right)-\frac{1}{T}\left(\sum_{k=1}^{m_{2}} \int_{0}^{T} d g(x, \cdot)\left(Y_{k}\left(x, z_{r}^{x}\right)\right) d W_{r}^{k}\right)
$$

Since $\left|Y_{j}(x, \cdot)\right|_{\infty}$ is bounded, it is sufficient to estimate the stochastic integral term by Burkholder-Davis-Gundy inequality:

$$
\mathbf{E}\left(\sum_{k=1}^{m_{2}} \int_{0}^{T} d g(x, \cdot)\left(Y_{k}\left(x, z_{r}^{x}\right)\right) d W_{r}^{k}\right)^{2} \leq \sum_{k=1}^{m_{1}}\left|Y_{k}\right|_{\infty}^{2} \int_{0}^{T} \mathbf{E}\left|d g\left(x, z_{r}^{x}\right)\right|^{2} d s
$$

It remains to control the supremum norm of $d g(x, \cdot)$. By the Sobolev embedding theorem this is controlled by the $L_{2}$ Sobolev norms $\|f(x, \cdot)\|_{s}$ where $s>1+\frac{\operatorname{dim}(G)}{2}$. Let $D$ be a compact set containing the supports of the functions $f(\cdot, y)$. We can choose a number $\delta>0$, chosen according to $\sup _{x \in D} r(x)$, such that the sub-elliptic estimates holds for every $x \in D$. There exist constants $c_{1}, c_{2}, c_{3}$ such that for every $x \in D$,

$$
|d g(x, \cdot)|_{\infty} \leq c_{1}\|g(x, \cdot)\|_{s+\delta} \leq c_{2}(x)\left(\|f(x, \cdot)\|_{s}+|g(x, \cdot)|_{L_{2}}\right) \leq c_{3}(x)\|f(x, \cdot)\|_{s}
$$

The constant $c_{2}$ may depend on $s$. The constant $c_{3}(x)$ is locally bounded. We have used the following fact. The spectrum of $\mathscr{L}_{x}$ is discrete, the dimension of the kernel space of $\mathscr{L}_{x}$ is 1 and hence the only solutions to $\mathscr{L}_{x} h=0$ are constants. We know that the spectral distance is continuous, which is not the right reason for $c_{3}(x)$ to be locally bounded. To see that we may assume that $f$ is not a constant and observe
that $\left|\mathscr{L}_{x}^{-1}\right|_{o p} \leq k(x)$ where $k(x)$ is a finite number. This number is locally bounded following the fact that the semi-group $P_{t}^{x} f$ converges to zero exponentially and the kernels for the probability distributions of $\mathscr{L}_{x}$ are smooth in the parameter $x$.

For the study of the limiting process in stochastic averaging we would need to know the regularity of the average of a Lipschitz continuous function with respect to one of its variables. The following illustrates what we might need.

Proposition 3.11 Let $\left\{\mu^{x}, x \in M\right\}$ be a family of probability measures on $G$. Let $f: N \times G \rightarrow \mathbb{R}$ be a measurable function.
(1) Let $f$ be a bounded function, Lipschitz continuous in the first variable, i.e. $\left|f\left(x_{1}, y\right)-f\left(x_{2}, y\right)\right| \leq K_{1}(y) \rho\left(x_{1}, x_{2}\right)$ with $\sup _{x \in M}\left|K_{1}\right|_{L_{1}\left(\mu_{x}\right)}<\infty$. Then

$$
\left|\int_{G} f\left(x_{1}, y\right) \mu^{x_{1}}(d y)-\int_{G} f\left(x_{2}, y\right) \mu^{x_{2}}(d y)\right| \leq K_{2} \rho\left(x_{1}, x_{2}\right)+|f|_{\infty}\left|\mu^{x_{1}}-\mu^{x_{2}}\right|_{T V} .
$$

(2) Suppose furthermore that $\mu_{x}$ depends continuously on $x$ in the total variation metric. Let $f$ be bounded continuous such that

$$
\left|f\left(x_{1}, z\right)-f\left(x_{2}, z\right)\right| \leq K_{3} \rho\left(x_{1}, x_{2}\right), \quad \forall z \in G, x_{1}, x_{2} \in M
$$

for a positive number $K_{2}$. Then $\int_{0}^{T} \int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z) d s$ exists, and if $D$ is the support of $f$ then

$$
\begin{aligned}
& \left|\sum_{i=0}^{N-1} \Delta t_{i} \int_{G} f\left(x_{t_{i}}, z\right) \mu^{x_{i}}(d z)-\int_{0}^{T} \int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z) d s\right| \\
& \leq T K_{3} \sup _{0 \leq i<N-1} \sup _{s \in\left[t_{i}, t_{i+1}\right)}\left[\rho\left(x_{s}, x_{t_{i}}\right)\right]+|f|_{\infty} \cdot \sup _{0 \leq i<N-1} \sup _{s \in\left[t_{i}, t_{i+1}\right)}\left(\left|\mu^{x_{s}}-\mu^{x_{t_{i}}}\right|_{T V} \chi_{x_{s} \in D}\right) .
\end{aligned}
$$

(3) Suppose that $\mu_{x}$ depends continuously on $x$ in the Wasserstein 1-distance. Then for any bi-Lipschitz continuous $f, \int_{0}^{T} \int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z) d s$ exists and the estimate in part (1) holds with the total variation distance replaced by $W_{1}$, the Wasserstein 1-distance.

Proof Just observe that:

$$
\begin{aligned}
& \left|\int_{G} f\left(x_{1}, y\right) \mu^{x_{1}}(d y)-\int_{G} f\left(x_{2}, y\right) \mu^{x_{2}}(d y)\right| \\
& \leq \int K_{1}(y) \mu^{x_{1}}(d y) \rho\left(x_{1}, x_{2}\right)+|f|_{\infty}\left|\mu^{x_{1}}-\mu^{x_{2}}\right|_{T V}
\end{aligned}
$$

obtaining the required inequality in part (1). For any non-negative numbers $s, t$,

$$
\begin{aligned}
& \left|\int_{G} f\left(x_{t}, z\right) \mu^{x_{t}}(d z)-\int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z)\right| \\
& \leq K_{3} \rho\left(x_{t}, x_{s}\right)+\left|\int_{G} f\left(x_{s}, z\right) \mu^{x_{t}}(d z)-\int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z)\right|
\end{aligned}
$$

This holds pathwise. Since each function $f\left(x_{s}(\omega, \cdot)\right)$ is bounded by $|f|_{\infty}$,

$$
\left|\int_{G} f\left(x_{t}, z\right) \mu^{x_{t}}(d z)-\int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z)\right| \leq K_{3} \rho\left(x_{t}, x_{s}\right)+|f|_{\infty}\left|\mu^{x_{s}}-\mu^{x_{t}}\right|_{T V} \chi_{x_{s} \in D}
$$

Since $x_{s}$ is sample continuous, $x \mapsto \mu^{x}$ is continuous and $f$ is a bounded and continuous, $\int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z)$ is continuous in $s$ and so integrable in $s$. Consequently,

$$
\begin{aligned}
& \left|\sum_{i=0}^{N-1} \Delta t_{i} \int_{G} f\left(x_{t_{i}}, z\right) \mu^{x_{t_{i}}}(d z)-\int_{0}^{T} \int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z) d s\right| \\
& \leq \sum_{i=0}^{N-1} \Delta t_{i} K_{3}\left[\rho\left(x_{s}, x_{t_{i}}\right)\right]+\sum_{i=0}^{N-1} \Delta t_{i}|f|_{\infty}\left[\chi_{x_{s} \in D}\left|\mu^{x_{s}}-\mu^{x_{i}}\right|_{T V}\right] \\
& \leq T K_{3} \sup _{s \in\left[t_{i}, t_{i+1}\right)} \mathbf{E}\left[\rho\left(x_{s}, x_{t_{i}}\right)\right]+|f|_{\infty} \sup _{s \in\left[t_{i}, t_{i+1}\right)}\left(\chi_{x_{s} \in D}\left|\mu^{x_{s}}-\mu^{x_{t_{i}}}\right|_{T V}\right) .
\end{aligned}
$$

Finally we use the fact that $f$ is Lipschitz in the second variable and the following dual formulation for the Wasserstein 1-distance $W_{1}(\mu, v)$ of two probability measures $\mu$ and $\nu$,

$$
W_{1}(\mu, \nu)=\sup _{|g| \text { Lip }=1}\left|\int g d \mu-\int g d v\right|
$$

where $|g|_{\text {Lip }}$ denotes the Lipschitz constant of $g$. We obtain

$$
\left|\int_{G} f\left(x_{t}, z\right) \mu^{x_{t}}(d z)-\int_{G} f\left(x_{s}, z\right) \mu^{x_{s}}(d z)\right| \leq K_{3} \rho\left(x_{t}, x_{s}\right)+K_{4} W_{1}\left(\mu^{x_{s}}, \mu^{x_{t}}\right) .
$$

The required assertion and estimate now follows by the argument in part (2).
Put Propositions 3.6 and 3.10 together we obtain Theorem 1.
Finally we would like to refer to [7] for the convergence in total variation in the Law of large numbers for independent random variable, see also [56]. See the books $[9,29]$ for stochastic flows in sub-Riemmian geometry. It would be interesting to
study problems in this section under the 'uniformly finitely generated' conditions, see e.g. [22, 59]. See also [2, 19].

## 4 Basic Estimates for SDEs on Manifolds

To obtain an averaging theorem associated to a family of stochastic processes $\left\{x_{t}^{\epsilon}, \epsilon>0\right\}$ on a manifold $N$, we first prove that the family of stochastic processes is pre-compact and we then proceed to identify the limiting processes. To this end we first obtain uniform estimates on the family of slow variables, on the space of continuous functions on the manifold, and also obtain estimates on the limiting Markov processes. In this section we obtain essential estimates for a general SDE and these estimates will be in terms of bounds on the driving vector fields.

Throughout this section we assume that $M$ is a connected smooth and complete Riemannian manifold, $B_{t}=\left(B_{t}^{1}, \ldots, B_{t}^{m}\right)$ is an $\mathbb{R}^{m}$-valued Brownian motion. Let $X_{0}$ be a vector field and $X: M \times \mathbb{R}^{m} \rightarrow T M$ be a map linear in the second variable. For $x \in M$, let $\phi_{t}(x)$ denote the solution to the SDE

$$
\begin{equation*}
d x_{t}=\sum_{k=1}^{m} X_{k}\left(x_{t}\right) \circ d B_{t}^{k}+X_{0}\left(x_{t}\right) d t \tag{10}
\end{equation*}
$$

with initial value $x$. We also set $x_{t}=\phi_{t}\left(x_{0}\right)$.
The type of estimates we need are variation of the following $\mathbf{E}\left[\rho\left(x_{s}, x_{t}\right)\right]^{2} \leq$ $C|t-s|$ where the constant $C$ depends on the SDE only on specific bounds for the driving vector fields. Since no ellipticity is assumed, it is essential to deal with the problem that $\rho(x, y)$ is only $C^{1}$, when $x$ and $y$ are on the cut locus of each other, and we cannot apply Itô's formula to $\rho$ directly. If we are only interested in obtaining tightness results, this problem can be overcome by choosing an auxiliary distance function. Otherwise, e.g. for the convergence of the stochastic processes, we work with the Riemannian distance function $\rho: M \times M \rightarrow \mathbb{R}$. Let $M \times M$ be given the product Riemannian metric. Let $|f|_{\infty}$ denote the $L_{\infty}$ norm of a function $f$.

## Lemma 4.1

(1) Suppose that $M$ is a complete Riemannian manifold with bounded sectional curvature. Then for each $\delta>0$ there exists a smooth distance like function $f_{\delta}: M \times M \rightarrow \mathbb{R}$ and a constant $K_{1}$ independent of $\delta$ such that

$$
\left|f_{\delta}-\rho\right|_{\infty} \leq \delta, \quad\left|\nabla f_{\delta}\right| \leq K_{1}, \quad\left|\nabla^{2} f_{\delta}\right| \leq K_{1}
$$

If furthermore the curvature has a bounded covariant derivative, then we may also assume that $\left|\nabla^{3} f_{\delta}\right| \leq K_{1}$.
(2) If $M$ is compact Riemannian manifold, there exists a smooth function $f: M \times$ $M \rightarrow \mathbb{R}$ such that $f$ agrees with $\rho$ on a tubular neighbourhood of the diagonal set of the product manifold $M \times M$.

Proof (1) For the distance function $\rho(\cdot, O)$, where $O$ is a fixed point in $M$, this is standard, see $[21,78,83]$. To obtain the stated theorem it is sufficient to repeat the proof there for the distance function on the product manifold. The basic idea is as following. By a theorem of Greene and Wu [39], every Lipschitz continuous function with gradient less or equal to $K$ can be approximated by $C^{\infty}$ functions whose gradients are bounded by $K$. We apply this to the distance function $\rho$ and obtain for each $\delta$ a smooth function $f_{\delta}: M \times M \rightarrow \mathbb{R}$ such that

$$
\left|\rho-f_{\delta}\right|_{\infty} \leq \delta, \quad\left|\nabla f_{\delta}\right|_{\infty} \leq 2
$$

We then convolve $f_{\delta}$ with the heat flow to obtain $f_{\delta}(x, y, t)$, apply Li-Yau heat kernel estimate for manifolds whose Ricci curvature is bounded from below and using harmonic coordinates on a small geodesic ball of radius $a / K$ where $K$ is the upper bound of the sectional curvature and $a$ is a universal constant. For part (ii), $M$ is compact. We take a smooth cut off function $h: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that $h(t)=1$ for $t<a$ and vanishes for $t>2 a$ where $2 a$ is the injectivity radius of $M$ and such that $|\nabla h|$ is bounded. The function $f:=h \circ \rho$ is as required.

Set $\tilde{X}_{0}=\frac{1}{2} \sum_{i=1}^{m} \nabla X_{i}\left(X_{i}\right)+X_{0}$. We denote by $\rho$ the Riemannian distance on $M$. Let $T$ be a positive number and let $O \in M$. Let $K^{\prime}, K, a_{i}$ and $b_{i}$ denote constants.

Lemma 4.2 Suppose that $\tilde{X}_{0}$ and $X_{i}$ are $C^{1}$, where $i=1, \ldots$, m. Suppose one of the following two conditions hold.
(i) The sectional curvature of $M$ is bounded by $K^{\prime}$, and for every $x \in M$,

$$
\left|X_{i}(x)\right|^{2} \leq K+K \rho(x, O), \quad\left|\tilde{X}_{0}(x)\right| \leq K+K \rho(x, O)
$$

(ii) Suppose that $\rho^{2}: M \times M \rightarrow \mathbb{R}$ is smooth and

$$
\frac{1}{2} \sum_{i=1}^{m} \nabla d \rho^{2 p}\left(X_{i}, X_{i}\right)+d \rho^{2 p}\left(\tilde{X}_{0}\right) \leq K+K \rho^{2 p}
$$

Then, the following statements hold.
(a) There exists a constant $c$ which depends only on $K^{\prime}, T, p$, and $\operatorname{dim}(M)$ such that for every pair of numbers $s, t$ with $0 \leq s \leq t \leq T$,

$$
\begin{aligned}
& \mathbf{E} \rho^{2 p}\left(x_{t}, O\right) \leq c\left(K t+1+\rho^{2 p}\left(x_{0}, O\right)\right) e^{c K t} \\
& \mathbf{E}\left\{\rho^{2 p}\left(x_{s}, x_{t}\right) \mid \mathscr{F}_{s}\right\} \leq c|t-s|(1+K) e^{c K|t-s|}
\end{aligned}
$$

(b) Suppose that in addition $\left|X_{i}\right|$ is boundedfor every $i=1, \ldots, m$. Then, for every $p \geq 1$, there exists a constant $C$, which depends only on $p, K^{\prime}, m$, and $\operatorname{dim}(M)$ and a constant $c(T)$, such that for every $s<t \leq T$,

$$
\mathbf{E}\left(\sup _{s \leq u \leq t} \rho^{2 p}\left(x_{s}, x_{u}\right)\right) \leq c+K C(T) e^{C(T) K}
$$

$$
\text { Also, } \mathbf{E}\left(\sup _{s \leq u \leq t} \rho^{2 p}\left(O, x_{u}\right)\right) \leq c\left(\rho^{2 p}\left(O, x_{0}\right)+K c(T)\right) e^{K c(T)}
$$

Proof Let $\delta \in(0,1]$ and let $f_{\delta}: M \times M \rightarrow \mathbb{R}$ be a smooth function satisfying the estimates

$$
\left|f_{\delta}-\rho\right|_{\infty} \leq \delta, \quad\left|\nabla f_{\delta}\right| \leq K_{1}, \quad\left|\nabla^{2} f_{\delta}\right| \leq K_{1}
$$

where $K_{1}$ is a constant depending on $K^{\prime}$ and $\operatorname{dim}(M)$. If $\rho^{2}$ is smooth we take $f_{\delta}=\rho$.
(a) Either hypothesis (i) or (ii) implies that the SDE (10) is conservative. For any $x \in M$ fixed we apply Itô's formula to the second variable of the function $f_{\delta}^{2}(x, y)$ on the time interval $[s, t]$ :

$$
\begin{equation*}
f_{\delta}^{2 p}\left(x, x_{t}\right)=f_{\delta}^{2 p}\left(x, x_{s}\right)+\int_{s}^{t} \mathscr{L} f_{\delta}^{2 p}\left(x, x_{r}\right) d r+\int_{s}^{t} 2 f_{\delta}^{2 p-1}\left(x, x_{r}\right)\left(d f_{\delta}\right)\left(X_{i}\left(x_{r}\right)\right) d B_{r}^{i}, \tag{11}
\end{equation*}
$$

where $d$ and $\mathscr{L}$ are applied to the second variable. Let $\tau_{n}$ denote the first time after $s$ that $f_{\delta}\left(x, x_{t}\right) \geq n$ and we take the expectation of the earlier identity to obtain

$$
\mathbf{E}\left[f_{\delta}^{2 p}\left(x, x_{t \wedge \tau_{n}}\right)\right]=\mathbf{E}\left[f_{\delta}^{2 p}\left(x, x_{s}\right)\right]+\int_{s}^{t} \mathbf{E}\left[\chi_{r<\tau_{n}} \mathscr{L} f_{\delta}^{2 p}\left(x, x_{r}\right)\right] d r
$$

Under hypothesis (ii), we use $\rho$ in place of $f_{\delta}$ and conclude by Gronwall's inequality that $\mathbf{E} \rho^{2 p}\left(x_{t}, O\right) \leq\left(\rho^{2 p}(x, O)+K t\right) e^{K t}$. The second estimate follows from Markov property and taking $O=x_{s}$.

Let us now assume hypothesis (i) and let $C_{1}, C_{2}, \ldots$ denote a constant depending on $p$. In the formula below, $\nabla$ denotes differentiation w.r.t. the second variable,

$$
\begin{aligned}
\mathscr{L}\left[f_{\delta}^{2 p}\right](x, y)= & p(2 p-1) \sum_{i=1}^{m} f_{\delta}^{2 p-2}(x, y)\left|\nabla f_{\delta}\left(X_{i}(y)\right)\right|^{2} \\
& +p \sum_{i=1}^{m} f_{\delta}^{2 p-1}(x, y)\left|\nabla^{2} f_{\delta}\left(X_{i}(y), X_{i}(y)\right)\right|+2 f_{\delta}^{2 p-1}(x, y) d f_{\delta}\left(\tilde{X}_{0}(y)\right) .
\end{aligned}
$$

We first take $x=O$ and $s=0$, to see that $\mathscr{L} f_{\delta}^{2 p}(O, y) \leq C_{1} K f_{\delta}^{2 p}(O, y)+C_{1} K$. We may then apply Grownall's inequality followed by Fatou's lemma to obtain:

$$
\mathbf{E} f_{\delta}^{2 p}\left(x_{t}, O\right) \leq\left(f_{\delta}^{2 p}\left(x_{0}, O\right)+C_{1} K t\right) e^{C_{1} K t}
$$

Take $\delta=1$, we conclude the first estimate from the following inequality:

$$
\mathbf{E}\left[\rho^{2 p}\left(x_{t}, O\right)\right] \leq C_{2}+C_{2} \mathbf{E} f_{1}^{2 p}\left(x_{t}, O\right) \leq C_{2}+C_{3}\left(\rho^{2 p}\left(x_{0}, O\right)+1+K t\right) e^{C_{1} K t}
$$

Let $s<t$. Using the flow property, we see that
$\mathbf{E}\left\{\rho^{2 p}\left(x_{s}, x_{t}\right) \mid \mathscr{F}_{s}\right\} \leq C_{4} \delta^{2 p}+C_{4} \mathbf{E}\left\{f_{\delta}^{2 p}\left(x_{s}, x_{t}\right) \mid \mathscr{F}_{s}\right\} \leq C_{4} \delta^{2 p}+C_{5} K(t-s) e^{C_{5} K(t-s)}$.
For any $s, t>0$ we may choose $\delta_{0}$ such that $\delta_{0}^{2 p}<|t-s|$ and conclude that

$$
\mathbf{E}\left\{\rho^{2 p}\left(x_{s}, x_{t}\right) \mid \mathscr{F}_{s}\right\} \leq C_{6}(1+K)|t-s| e^{C_{6} K|t-s|}
$$

For part (b) we take $\delta=1$ and take $p=2$ in (11). Then

$$
\begin{aligned}
\operatorname{Esup}_{u \leq t} f_{1}^{2 p}\left(O, x_{u}\right)= & C_{1} f_{\delta}^{2 p}\left(O, x_{0}\right)+C_{1}\left(\int_{0}^{t}\left(K+K f_{\delta}^{2}\left(O, x_{r}\right)\right) d r\right)^{p} \\
& +C_{1} \sum_{i} \mathbf{E}\left(\int_{0}^{t} 2 f_{1}^{2 p-1}\left(O, x_{r}\right)\left(d f_{1}\right)\left(X_{i}\left(x_{r}\right)\right) d r\right)^{p}
\end{aligned}
$$

Since $\left|X_{i}\right|$ is bounded for $i=1, \ldots, m,\left|2 f_{1}(x, y)\left(d f_{1}\right)\left(X_{i}(y)\right)\right| \leq 2\left|f_{1}(x, y)\right|$. $\left|X_{i}(y)\right|$. We conclude that

$$
\mathbf{E} \sup _{0 \leq u \leq t} f_{1}^{2 p}\left(O, x_{u}\right) \leq C_{2}\left(f_{\delta}^{2 p}\left(O, x_{0}\right)+K C(T)\right) e^{K C(T)}
$$

This leads to the required estimates for $\mathbf{E}\left[\sup _{0 \leq u \leq t} \rho^{2 p}\left(O, x_{u}\right)\right]$. Similarly, for some constants $c_{1}$ and $c$, depending on $m$ and the bound of the sectional curvature, for some constants $c$ and $C(T)$,

$$
\mathbf{E}\left[\sup _{s \leq u \leq t} \rho^{2 p}\left(x_{s}, x_{u}\right)\right] \leq c_{1}+c_{1} K \mathbf{E}\left[\sup _{s \leq u \leq t}\left(f_{1}\right)^{2 p}\left(x_{s}, x_{u}\right)\right] \leq c+c K C(T) e^{K c(T)} .
$$

We have completed the proof for part (b).
These estimates will be applied in the next section to both of our slow and fast variables. For the slow variables, we have the uniform bounds on the driving vector fields and hence we obtain a uniform moment estimate (in $\epsilon$ ) of the distance traveled
by the solutions. For the fast variables, the vector fields are bounded by $\frac{1}{\epsilon}$ and we expect that the evolution of the $y$-variable in an interval of size $\Delta t_{i}$ to be controlled by the following quantity $\frac{\Delta t_{i}}{\epsilon} e^{\frac{\Delta t_{i}}{\epsilon}}$.

## 5 Proof of Theorem 2

We proceed to prove the main averaging theorem, this is Theorem 2 in Sect. 1.1.
In this section $N$ and $G$ are smooth complete Riemannian manifolds and $N \times G$ is the product manifold with the product Riemannian metric. We use $\rho$ to denote the Riemannian distance on $N$, or on $G$, or on $N \times G$. This will be clear in the context and without ambiguity. For each $y \in G$ let $X_{i}(\cdot, y)$ be smooth vector fields on $N$ and for each $x \in N$ let $Y_{i}(x, \cdot)$ be smooth vector fields on $G$, as given in the introduction. Let $x_{0} \in N$ and $y_{0} \in G$. We denote by $\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right)$ the solution to the equations:

$$
\left\{\begin{array}{l}
d x_{t}^{\epsilon}=\sum_{k=1}^{m_{1}} X_{k}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) \circ d B_{t}^{k}+X_{0}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t, \quad x_{0}^{\epsilon}=x_{0}  \tag{12}\\
d y_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} Y_{k}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} Y_{0}\left(x_{t}^{\epsilon}, y_{t}^{\epsilon}\right) d t, \quad y_{0}^{\epsilon}=y_{0}
\end{array}\right.
$$

Let us first study the slow variables $\left\{x_{t}^{\epsilon}, \epsilon \in(0,1]\right\}$. We use $O$ to denote a reference point in $N$.
Lemma 5.1 Under Assumption 1, the family of stochastic processes $\left\{x_{t}^{\epsilon}, \epsilon \in\right.$ $(0,1]\}$ is tight on any interval $[0, T]$ where $T$ is a positive number. Furthermore there exists a number $C$ such that for any $p>0$,

$$
\sup _{\epsilon \in(0,1]} \sup _{s, t \in[0, T]} \mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right) \leq C|t-s|, \sup _{\epsilon \in(0,1]], t \in[0, T]} \sup _{s} \mathbf{E} \rho^{2 p}\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right)<\infty .
$$

Any limiting process of $x_{t}^{\epsilon}$, which we denote by $\bar{x}_{t}$, has infinite life time and satisfies the same estimates: $\mathbf{E} \rho^{2}\left(\bar{x}_{s}, \bar{x}_{t}\right) \leq C(t-s)$ and $\sup _{s, t \in[0, T]} \mathbf{E} \rho^{2 p}\left(\bar{x}_{s}, \bar{x}_{t}\right)$ is finite.

Proof Assumption 1 states that: the sectional curvature of $N$ is bounded, $\left|X_{i}(x, y)\right|^{2} \leq K+K \rho(x, O)$ and $\left|\tilde{X}_{0}(x, y)\right| \leq K+K \rho(x, O)$. Or $\rho^{2}: N \times N \rightarrow \mathbb{R}$ is smooth, and

$$
\frac{1}{2} \sum_{i=1}^{m} \nabla d \rho^{2}\left(X_{i}(\cdot, y), X_{i}(\cdot, y)\right)+d \rho^{2}\left(\tilde{X}_{0}(\cdot, y)\right) \leq K+K \rho^{2}(\cdot, O)
$$

In either case, the bounds are independent of the $y$-variable. We apply Lemma 4.2 to each $x_{t}^{\epsilon}$ to obtain estimates that are uniform in $\epsilon$ : there exists a constant $C$ such that for all $0 \leq s \leq t \leq T$ and for every $\epsilon>0, \mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right) \leq C|t-s|$. Then use a chaining argument we obtain the following estimate for some positive constant $\alpha: \mathbf{E}\left[\sup _{|s-t| \neq 0} \frac{\rho\left(x_{t}^{\epsilon}, x_{s}^{\epsilon}\right)}{|t-s|^{\alpha}}\right]<\infty$, this proves the tightness. Since $\mathbf{E}\left[\rho\left(x_{t}^{\epsilon}, O\right)^{2}\right]$ is uniformly bounded, we see $x_{t}$ has infinite lifetime and $\mathbf{E}\left[\rho\left(x_{t}, O\right)^{2}\right]$ is finite. From the uniform estimates $\mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right) \leq C(t-s)$ and $\mathbf{E} \rho^{4}\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right)^{2} \leq C(t-s)^{2}$, we easily obtain $\mathbf{E} \rho^{2}\left(\bar{x}_{s}, \bar{x}_{t}\right) \leq C(t-s)$ and the other required estimates for $\bar{x}_{s}$.

Let us fix $x \in N$. For $t \geq s$, let $\phi_{s, t}^{x}(y)$ denote the solution to the equation

$$
\begin{equation*}
d z_{t}=\sum_{k=1}^{m_{2}} Y_{k}\left(x, z_{t}\right) \circ d W_{t}^{k}+Y_{0}\left(x, z_{t}\right) d t, \quad z_{s}=y \tag{13}
\end{equation*}
$$

Write $z_{t}^{x}=\phi_{0, t}^{x}\left(z_{0}\right)$, its Markov generator is $\mathscr{L}_{0}^{x}=\frac{1}{2} \sum_{k=1}^{m_{1}}\left(Y_{i}(x, \cdot)\right)^{2}+Y_{0}(x, \cdot)$. Let $\phi_{s, t}^{\epsilon, x}$ denote the solution flow to the SDE:

$$
\begin{equation*}
d y_{t}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} Y_{k}\left(x, y_{t}\right) \circ d W_{t}^{k}+\frac{1}{\epsilon} Y_{0}\left(x, y_{t}\right) d t, \quad y_{s}=y_{0} \tag{14}
\end{equation*}
$$

Observe that the time changed solution flow $\phi_{\frac{s}{\epsilon}}^{x}, \frac{t}{\epsilon}(\cdot)$ agrees with $\phi_{s, t}^{\epsilon, x}(\cdot)$. On each sub-interval $\left[t_{i}, t_{i+1}\right)$ we set

$$
\begin{equation*}
z_{t}^{x_{t_{i}}^{\epsilon}}=\phi_{\frac{t_{i}}{\epsilon}, t}^{x_{i}^{\epsilon}}\left(y_{t_{i}}^{\epsilon}\right), \quad y_{t}^{x_{t_{i}}^{\epsilon}}=\phi_{t_{i} / \epsilon, t / \epsilon}^{x_{t_{i}}^{\epsilon}}\left(y_{t_{i}}^{\epsilon}\right) . \tag{15}
\end{equation*}
$$

In the following locally uniform law of large numbers (LLN), any rate of convergence $\lambda(t)$ is allowed.

Assumption 3 (Locally Uniform LLN) Suppose that there exists a family of probability measures $\mu_{x}$ on $G$ which is continuous in the total variation norm. Suppose that for any smooth function $g: G \rightarrow \mathbb{R}$ and for any initial point $z_{0} \in G$ and $t_{0} \geq 0$,

$$
\left|\frac{1}{t} \mathbf{E} \int_{t_{0}}^{t+t_{0}} g\left(\phi_{t_{0}, s}^{x}\left(z_{0}\right)\right) d s-\int_{G} g(z) \mu_{x}(d z)\right|_{L_{2}(\Omega)} \leq \alpha(x)\|g\|_{s} \lambda(t) .
$$

Here $\lambda(t)$ is a constant such that $\lim _{t \rightarrow \infty} \lambda(t)=0, s$ is a non-negative number, and $\alpha(x)$ is a real number locally bounded in $x$.

Remark 4 In Proposition 3.10 we proved that if each $\mathscr{L}_{x}$ satisfies Hörmander's condition and if $\mu_{x}$ is the invariant probability measure for $\mathscr{L}_{x}$ (assume uniqueness), the locally uniform LLN holds with $\lambda(t)=\frac{1}{\sqrt{t}}$.

Suppose that $f: N \times G \rightarrow \mathbb{R}$ is bounded measurable, we define $\bar{f}(x)=$ $\int_{G} f(x, z) \mu^{x}(d z)$.
Lemma 5.2 Suppose the locally uniform LLN assumption. Let $f: N \times G \rightarrow \mathbb{R}$ be a smooth function with compact support (it is allowed to be independent of the first variable). Let $t_{0}=0<t_{1}<\cdots<t_{N}=T$ be a partition of equal size $\Delta t_{i}$. Then, for some number $c$,

$$
\mathbf{E} \sum_{i=0}^{N-1}\left|\int_{t_{i}}^{t_{i+1}} f\left(x_{t_{i}}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) d s-\Delta t_{i} f\left(x_{t_{i}}^{\epsilon}\right)\right| \leq c T \lambda\left(\frac{\Delta t_{i}}{\epsilon}\right) \sup _{x \in D}\|f(x, \cdot)-\bar{f}(x)\|_{s}
$$

Proof Set $\bar{\alpha}=\sup _{x \in D} \alpha(x)$ ant $C=\sup _{x \in D}\|f(x, \cdot)-\bar{f}(x)\|_{s}$, both are finite numbers by the assumptions on $f$ and on $\alpha(x)$. Firstly we observe that

$$
\left|\mathbf{E}\left\{\left.\frac{\epsilon}{\Delta t_{i}} \int_{\frac{t_{i}}{\epsilon}}^{\frac{t_{i+1}}{\epsilon}} f\left(x_{t_{i}}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) d r-\bar{f}\left(x_{t_{i} \epsilon}^{\epsilon}\right) \right\rvert\, \mathscr{F}_{t_{i}}\right\}\right| \leq \alpha\left(x_{t_{i}}^{\epsilon}\right) \lambda\left(\frac{\Delta t_{i}}{\epsilon}\right) \chi_{x_{t_{i}}^{\epsilon} \in D}\left\|f\left(x_{t_{i}}^{\epsilon}, \cdot\right)-\bar{f}\left(x_{t_{i}}^{\epsilon}\right)\right\|_{s} .
$$

Summing up over $i$ and making a time change we obtain that

$$
\begin{aligned}
\left|\mathbf{E} \sum_{i=0}^{N-1} \int_{t_{i}}^{t_{i+1}} f\left(x_{t_{i}}^{\epsilon}, y_{r}^{x_{t_{i}}}\right) d r-\Delta t_{i} \bar{f}\left(x_{t_{i}}^{\epsilon}\right)\right| & =\sum_{i=0}^{N-1} \mathbf{E}\left|\epsilon \int_{t_{i} / \epsilon}^{t_{i+1} / \epsilon} f\left(x_{t_{i}}^{\epsilon}, z_{r}^{x_{i}^{\epsilon}}\right) d r-\Delta t_{i} \bar{f}\left(x_{t_{i}}^{\epsilon}\right)\right| \\
& \leq \bar{\alpha} C \lambda\left(\frac{\Delta t_{i}}{\epsilon}\right) \sum_{i=0}^{N-1} \Delta t_{i},
\end{aligned}
$$

and thus conclude the proof.
For the application of the LLN, we must ensure the size of the sub-interval to be sufficiently large and we should consider $\Delta t_{i} / \epsilon$ to be of order $\infty$ as $\epsilon \rightarrow 0$. Then we must ensure that $z_{\frac{t_{i}}{\epsilon}}^{x_{i}^{\epsilon}}=y_{r}^{x_{t_{i}}^{\epsilon}}$ is an approximation for the fast variable $y_{t}^{\epsilon}$ on the subinterval $\left[t_{i}, t_{i+1}\right]$. A crude counting shows that the distance of the two, beginning with the same initial value, is bounded above by $\frac{\Delta t_{i}}{\epsilon}$. To obtain better estimates, we must choose the size of the interval carefully and use the slower evolutions of the slow variables on the sub-intervals and the Lipschitz continuity of the driving vector fields $Y_{i}$. We describe the intuitive idea for $\mathbb{R}^{n} \times \mathbb{R}^{d}$, assuming all vector fields are in $B C^{\infty}$. We use the Lipschitz continuity of the vector fields $\frac{1}{\epsilon} Y_{i}$. On [0,r], we have a pre-factor of $\frac{1}{\epsilon}$ from the stochastic integrals and $\frac{r}{\epsilon}$ from the deterministic interval (by Holder's inequality). Then there exists a constant $C$ such that
$\mathbf{E}\left|y_{r}^{\epsilon}-y_{r}^{x_{t_{i}}^{\epsilon}}\right|^{2} \leq C\left(\frac{1}{\epsilon}+\frac{\Delta t_{i}}{\epsilon^{2}}\right) \int_{t_{i}}^{r} \mathbf{E}\left|x_{s}^{\epsilon}-x_{t_{i}}^{\epsilon}\right|^{2} d s+C\left(\frac{1}{\epsilon}+\frac{\Delta t_{i}}{\epsilon^{2}}\right) \int_{t_{i}}^{r} \mathbf{E}\left|y_{s}^{\epsilon}-y_{s}^{x_{t_{i}}^{\epsilon}}\right|^{2} d s$.

By Lemma 4.2, $\mathbf{E}\left|x_{s}^{\epsilon}-x_{t_{i}}^{\epsilon}\right|^{2} \leq \tilde{C} \Delta t_{i}$ on $\left[t_{i}, t_{i+1}\right]$ where $\tilde{C}$ is a constant and so

$$
\mathbf{E}\left|y_{r}^{\epsilon}-y_{r}^{x_{t_{i}}^{\epsilon}}\right|^{2} \leq C \tilde{C} \Delta t_{i}\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right) e^{C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)}
$$

If we take $\Delta t_{i}$ to be of the order $\epsilon|\ln \epsilon|^{a}$ for a suitable $a>0$, then the above qunatity converges to zero uniformly in $r$ as $\epsilon \rightarrow 0$. See. e.g. [32, 34, 46, 89].

In the next lemma we give the statement and the details of the computation under our standard assumptions. In particular we assume that the sectional curvature of $G$ is bounded. Let $C, c, c^{\prime}$ denote constants.

Lemma 5.3 Let $0=t_{0}<t_{1}<\cdots<t_{N}=T$ and $\epsilon \in(0,1]$. Let

$$
\alpha_{i}^{\epsilon}(C):=C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right) e^{C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)} \sup _{s \in\left[t_{i}, t_{i+1}\right]} \mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t_{i}}^{\epsilon}\right) .
$$

1. Suppose Assumption 2. Then there exist constants $c$ and $C$ such that:

$$
\mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \leq \alpha_{i}^{\epsilon}(C)+c \sqrt{K}\left(\alpha_{i}^{\epsilon}(C)\right)^{\frac{1}{2}} \frac{\Delta t_{i}}{\epsilon} e^{c \frac{\Delta t_{i}}{\epsilon}}
$$

where $K$ is the bound on the sectional curvature of $G$.
2. Suppose furthermore that there exists a constant $c^{\prime}$ such that

$$
\sup _{i=0,1, \ldots N-1} \sup _{s, t \in\left[t_{i}, t_{i+1}\right]} \sup _{\epsilon \in(0,1]} \mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right) \leq c^{\prime}|t-s| .
$$

Then there exists a constant $C>0$ such that for every $\epsilon \in(0,1]$,

$$
\mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \leq C \sqrt{\Delta t_{i}}\left(\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}+\frac{\left(\Delta t_{i}\right)^{3}}{\epsilon^{3}}\right)^{\frac{1}{2}} e^{C\left(\frac{\Delta_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)}, \quad \forall r \in\left[t_{i}, t_{i+1}\right], \forall i .
$$

In particular, if $\Delta t_{i}$ is of the order $\epsilon|\ln \epsilon|^{a}$ where $a>0$, then $\sup _{i}$ $\sup _{r \in\left[t_{i}, t_{i+1}\right]} \mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right)$ is of order $\epsilon^{\delta}$ where $\delta \in\left(0, \frac{1}{2}\right)$.
Proof Since the sectional curvature of $G$ is bounded above by $K$, its conjugate radius is bounded from below by $\frac{\pi}{\sqrt{K}}$. Let us consider a distance function on $N$ that agrees with the Riemannian distance, which we denote by $\rho$, on the tubular neighbourhood of the diagonal of $N \times N$ with radius $\frac{\pi}{2 \sqrt{K}}$. More precisely let $\tau:=$ $\tau^{\epsilon}$ be the first exit time when the distance between $y_{r}^{\epsilon}$ and $y_{r}^{x_{i}^{\epsilon}}$ is greater than or
equal to $A=\frac{\pi}{2 \sqrt{K}}$. We use the identity

$$
\mathbf{E} \rho^{2}\left(y_{r \wedge \tau}^{\epsilon}, y_{r \wedge \tau}^{x_{t_{i}}^{\epsilon}}\right)=\mathbf{E}\left[\rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \chi_{r<\tau}\right]+A^{2} P(\tau \leq r),
$$

to obtain that

$$
P(\tau \leq r) \leq \frac{1}{A^{2}} \mathbf{E}\left[\rho^{2}\left(y_{r \wedge \tau}^{\epsilon}, y_{r \wedge \tau}^{x_{i}^{\epsilon}}\right)\right] .
$$

Thus,
$\mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \leq \mathbf{E}\left[\rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \chi_{r<\tau}\right]+\mathbf{E}\left[\rho^{4}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \chi_{r \geq \tau}\right]^{\frac{1}{2}} \sqrt{P(\tau \leq r)}$.
By the earlier argument, it is sufficient to estimate $\mathbf{E} \rho^{2}\left(y_{r \wedge \tau}^{\epsilon}, y_{r \wedge \tau}^{x_{t_{i}}^{\epsilon}}\right)$, and we will show that $\mathbf{E} \rho^{2}\left(y_{r \wedge \tau}^{\epsilon}, y_{r \wedge \tau}^{x_{t_{i}}}\right)$ converges to zero sufficiently fast as $\epsilon \rightarrow 0$ to compensate with the possible divergence from the factor $\left(\mathbf{E} \rho^{4}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right)\right)^{\frac{1}{2}}$.

On $\{r<\tau\}, x, y$ are not on each other's cut locus, we may apply Itô's formula to the pair of stochastic processes $\left(y_{r}^{\epsilon}, y_{r}^{x_{f_{i}}}\right)$ and obtain

$$
\begin{aligned}
{\left[\rho\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right)\right]^{2}=} & \int_{t_{i}}^{r} d \rho^{2}\left(\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} Y_{k}\left(x_{s}^{\epsilon}, y_{s}^{\epsilon}\right) \circ d W_{s}^{k}+\frac{1}{\epsilon} Y_{0}\left(x_{s}^{\epsilon}, y_{s}^{\epsilon}\right) d s\right) \\
& +\int_{t_{i}}^{r} d \rho^{2}\left(\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} Y_{k}\left(x_{t_{i}}^{\epsilon}, y_{s}^{x_{t_{i}}^{\epsilon}}\right) \circ d W_{s}^{k}+\frac{1}{\epsilon} Y_{0}\left(x_{t_{i}}^{\epsilon}, y_{s}^{x_{t_{i}}^{\epsilon}}\right) d s\right)
\end{aligned}
$$

Here the notation $d$ in the first $d \rho^{2}$ refers to differentiation w.r.t. the first variable, as a gradient we use $\nabla^{(1)}\left(\rho^{2}\right)$, and the $d$ in the second $d \rho^{2}$ is with respect to the second variable whose gradient is denoted by $\nabla^{(2)}\left(\rho^{2}\right)$. However $\nabla^{(1)}\left(\rho^{2}\right)(x, y)=$ $-/ / \nabla^{(2)}\left(\rho^{2}\right)(x, y)$, where $/ /$ denotes the parallel translation of the relevant gradient vector along the geodesic from $y$ to $x$. In the following let us denote by $d \rho^{2}$ the differential of $\rho^{2}$ w.r.t to the first variable. Using the assumption that each $Y_{k}$, $k=1, \ldots, m_{2}$, has bounded first order derivative, and the fact that $\nabla \rho$ and $\nabla^{2} \rho$ are bounded, the latter follows from the assumption that the sectional curvature is
bounded, we see:

$$
\left|d \rho^{2}\left(Y_{k}\right)\left(x_{s}^{\epsilon}, y_{s}^{\epsilon}\right)-d \rho^{2}\left(/ / Y_{k}\right)\left(x_{t_{i}}^{\epsilon}, y_{s}^{x_{t_{i}}^{\epsilon}}\right)\right| \leq 2 \rho\left(y_{s}^{\epsilon}, y_{s}^{x_{t_{i}}^{\epsilon}}\right)\left(\rho\left(x_{s}^{\epsilon}, x_{t_{i}}^{\epsilon}\right)+\rho\left(y_{s}^{\epsilon}, y_{s}^{x_{\epsilon_{i}}^{\epsilon}}\right)\right) .
$$

It is useful to observe that $Y_{i}$ is a vector field on $G$ depending on $x \in N$, so the (product) distance function on $N \times G$ is needed for the estimate. On the other hand we only need to control the Hessian of the Riemannian distance on $G$ and the assumption on the boundedness of the sectional curvature of $G$ suffices.

A similar estimate applies to the first order differential involving $\tilde{Y}_{0}$, the sum of the Stratnovich correction for the stochastic integrals and $Y_{0}$. Again we use the assumption that each $Y_{k}$ where $k$ ranges from 1 to $m_{2}$ is bounded, and $\tilde{Y}_{0}$ has bounded first order covariant derivative. To summing up, for a constant $C$ independent of $\epsilon$ and $i$, we have

$$
\mathbf{E} \rho^{2}\left(y_{r \wedge \tau}^{\epsilon}, y_{r \wedge \tau}^{x_{t}^{\epsilon}}\right) \leq C\left(\frac{1}{\epsilon}+\frac{\Delta t_{i}}{\epsilon^{2}}\right)\left(\mathbf{E} \int_{t_{i}}^{r \wedge \tau} \rho^{2}\left(x_{s}^{\epsilon}, x_{t_{i}}^{\epsilon}\right) d s+\mathbf{E} \int_{t_{i}}^{r \wedge \tau} \rho^{2}\left(y_{s}^{\epsilon}, y_{s}^{\epsilon}\right) d s\right) .
$$

Use Gronwall's inequality we obtain that,

$$
\begin{equation*}
\mathbf{E} \rho^{2}\left(y_{r \wedge \tau}^{\epsilon}, y_{r \wedge \tau}^{x_{t_{i}}^{\epsilon}}\right) \leq C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right) \sup _{s \in\left[t_{i}, t_{i+1}\right]} \mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t_{i}}^{\epsilon}\right) e^{C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)} . \tag{16}
\end{equation*}
$$

We can now plug in the uniform estimates that $\mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t_{i}}^{\epsilon}\right) \leq C\left|t_{i}-s\right|$ we see that

$$
\mathbf{E} \rho^{2}\left(y_{r \wedge \tau}^{\epsilon}, y_{r \wedge \tau}^{x_{t_{i}}^{\epsilon}}\right) \leq C \Delta t_{i}\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right) e^{C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)} .
$$

Observe that the constant here is independent of $\epsilon, i$ and independent of $r \in$ [ $\left.t_{i}, t_{i+1}\right]$. A similar estimates hold for $\mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}}\right) \chi_{\tau>r}$.

On $\{r>\tau\}$ we use a more crude estimate, which we obtain without using estimates on the slow variables at time $s$ and time $t_{i}$. It is sufficient to estimate $\mathbf{E} \rho^{4}\left(y_{r}^{\epsilon}, y_{t_{i}}^{\epsilon}\right)$ and $\mathbf{E} \rho^{4}\left(y_{r}^{x_{t_{i}}^{\epsilon}}, y_{t_{i}}^{\epsilon}\right)$. Observing that on $\left[t_{i}, t_{i+1}\right]$, the processes begin with the same initial point and the driving vector fields of the SDEs to which they are solutions are $\frac{1}{\epsilon} Y_{i}\left(x_{r}^{\epsilon}, \cdot\right)$ and $\frac{1}{\epsilon} Y_{i}\left(x_{t_{i}}^{\epsilon}, \cdot\right)$ respectively. We have assumed that $\sum_{k=1}^{m}\left|Y_{k}\right|$ and $\tilde{Y}_{0}$ are bounded. We then apply Lemma 4.2 to these SDEs. In Lemma 4.2 we take $K=\frac{c}{\epsilon}$ where $c$ is a constant. Then we have

$$
\begin{equation*}
\mathbf{E} \rho^{4}\left(y_{r}^{x_{t_{i}}^{\epsilon}}, y_{t_{i}}^{\epsilon}\right)+\mathbf{E} \rho^{4}\left(y_{r}^{\epsilon}, y_{t_{i}}^{\epsilon}\right) \leq c\left(\Delta t_{i}+\frac{\Delta t_{i}}{\epsilon}\right) e^{c \frac{\Delta t_{i}}{\epsilon}} \tag{17}
\end{equation*}
$$

Again, the constant is independent of $\epsilon, i$ and independent of $r \in\left[t_{i}, t_{i+1}\right]$. We put the two estimates together to see that

$$
\begin{aligned}
\mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{t_{i}^{\epsilon}}\right) \leq & C \Delta t_{i}\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right) e^{C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)} \\
& +\frac{2 \sqrt{K}}{\pi}\left(C \Delta t_{i}\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right) e^{C\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)}\right)^{\frac{1}{2}} \sqrt{c}\left(\Delta t_{i}+\frac{\Delta t_{i}}{\epsilon}\right)^{\frac{1}{2}} e^{\frac{1}{2} \frac{\Delta t_{i}}{\epsilon}} .
\end{aligned}
$$

For $\epsilon$ small the first term is small. The second factor in the second term on the right hand side is large. We conclude that for another constant $\tilde{C}$,

$$
\mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \leq \tilde{C} \sqrt{\Delta t_{i}}(1+\epsilon)^{\frac{1}{2}}\left(\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}+\frac{\left(\Delta t_{i}\right)^{3}}{\epsilon^{3}}\right)^{\frac{1}{2}} e^{\tilde{C}\left(\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}}\right)}
$$

Let us suppose that $\Delta t_{i} \sim \epsilon|\ln \epsilon|^{a}$. Then the exponent $\frac{\Delta t_{i}}{\epsilon}+\frac{\left(\Delta t_{i}\right)^{2}}{\epsilon^{2}} \sim|\ln \epsilon|^{2 a}$. So for a constant $C^{\prime}$,

$$
\mathbf{E} \rho^{2}\left(y_{r}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right) \leq C^{\prime} \sqrt{\epsilon}|\ln \epsilon|^{2 a} e^{\tilde{C}|\ln \epsilon|^{2 a}}
$$

The right hand side is of order $\epsilon^{\delta}$ for $\delta<\frac{1}{2}$. We conclude the proof.
The next lemma is on the convergence of Riemannian sums in the stochastic averaging procedure and the continuity of stochastic averages of a function with respect to a family of measures $\mu_{x}$.

Lemma 5.4 Suppose that for a sequence of numbers $\epsilon_{n} \downarrow 0, x^{\epsilon_{n}}$ converges almost surely in $C([0, T] ; N)$ to a stochastic process $x$.. Suppose that there exists a constant $p \geq 1$ s.t. for $|s-t|$ sufficiently small,

$$
\mathbf{E}\left[\sup _{0 \leq r \leq T} \rho^{2 p}\left(x_{r}^{\epsilon}, O\right)\right]<\infty, \quad \mathbf{E} \rho\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right)^{2} \leq C|t-s|, \quad \forall \epsilon \in(0,1] .
$$

Let $\mu_{x}$ be a family of probability measures on $G$, continuous in $x$ in the total variation norm. Let $f: N \times G \rightarrow \mathbb{R}$ be a $B C^{1}$ function. Let $0=t_{0}<t_{1}<$ $\cdots<t_{N}=T$ and let $C_{1}=|f|_{\infty} K_{2}+|\nabla f|_{\infty}$. Then, the following statements hold:
(i)

$$
\sup _{t \in[0, T]} \mathbf{E}\left|\int_{G} f\left(x_{t}^{\epsilon_{n}}, z\right) \mu^{x_{t}^{\epsilon_{n}}}(d z)-\int_{G} f\left(\bar{x}_{t}, z\right) \mu^{\bar{x}_{t}}(d z)\right| \rightarrow 0 .
$$

In particular, the following converges in $L^{1}$,

$$
\left|\int_{0}^{t} \int_{G} f\left(x_{s}^{\epsilon_{n}}, z\right) \mu^{x_{s}^{\epsilon_{n}}}(d z) d s-\int_{0}^{t} \int_{G} f\left(\bar{x}_{s}, z\right) \mu^{\bar{x}_{s}}(d z) d s\right| \rightarrow 0
$$

(ii) The following convergence is uniform in $\epsilon$ :

$$
\mathbf{E}\left|\sum_{i=0}^{N-1} \Delta t_{i} \int_{G} f\left(x_{t_{i}}^{\epsilon}, z\right) \mu^{x_{t_{i}}^{\epsilon}}(d z)-\int_{0}^{T} \int_{G} f\left(x_{s}^{\epsilon}\right) \mu^{x_{s}^{\epsilon}}(d z) d s\right| \rightarrow 0
$$

Consequently, the Riemannian sum $\sum_{i=0}^{N-1} \Delta t_{i} \int_{G} f\left(\bar{x}_{t_{i}}, z\right) \mu^{\bar{x}_{t_{i}}}(d z)$ converges in $L^{1}$ to $\int_{0}^{T} \int_{G} f\left(\bar{x}_{s}, z\right) \mu^{\bar{x}_{s}}(d z) d s$.
Proof Suppose that $x^{\epsilon_{n}}$ converges to $\bar{x}$. We simplify the notation by assuming that $x^{\epsilon} \rightarrow x$ almost surely. We may assume that $N$ is not compact, the compact case is easier. Let $D_{n}$ be a family of relatively compact open set such that $D_{n} \subset B_{a_{n}} \subset$ $B_{a_{n+2}} \subset D_{n+1}$ where $B_{a_{n}}$ is the geodesic ball centred at $O$ of radius $a_{n}$ where $a_{n} \rightarrow \infty$. This exists by a theorem of Greene and Wu. For any $t \in[0, T]$ and for any $\epsilon \in(0,1]$,

$$
\begin{aligned}
& \left|\int_{G} f\left(x_{t}^{\epsilon}, z\right) \mu^{x_{t}^{\epsilon}}(d z)-\int_{G} f\left(\bar{x}_{t}, z\right) \mu^{\bar{x}_{t}}(d z)\right| \\
& \leq \int_{G}\left|f\left(x_{t}^{\epsilon}, z\right)-f\left(\bar{x}_{t}, z\right)\right| \mu^{\bar{x}_{t}}(d z)+\left|\int_{G} f\left(\bar{x}_{t}, z\right) \mu^{\bar{x}_{t}}(d z)-\int_{G} f\left(\bar{x}_{t}, z\right) \mu^{x_{t}^{\epsilon}}(d z)\right| \\
& \leq|\nabla f|_{\infty} \rho\left(x_{t}^{\epsilon}, \bar{x}_{t}\right)+|f|_{\infty}\left|\mu^{\bar{x}_{t}}-\mu^{x_{t}^{\epsilon}}\right|_{T V} .
\end{aligned}
$$

We have control over $\rho\left(x_{t}^{\epsilon}, \bar{x}_{t}\right)$, it is bounded by $\rho\left(x_{t}^{\epsilon}, O\right)$ and $\rho\left(\bar{x}_{t}, O\right)$. By the assumption, they are bounded in $L^{p}$, uniformly in $\epsilon \in(0,1]$ and in $t \in[0, T]$. Similarly we also have uniform control over $P\left(\bar{x}_{t} \notin D_{n}\right)$ and $P\left(x_{t}^{\epsilon} \notin D_{n}\right)$, they are bounded by $c \frac{1}{n}$ where $c$ is a constant. We observe that

$$
\left|\mu^{\bar{x}_{t}}-\mu^{x_{t}^{\epsilon}}\right|_{T V} \leq\left|\mu^{\bar{x}_{t}}-\mu^{x_{t}^{\epsilon}}\right|_{T V} \chi_{\bar{x}_{t} \in D_{n}} \chi_{\bar{x}_{t}^{\epsilon} \in D_{n}}+2\left(\chi_{\bar{x}_{t} \notin D_{n}}+\chi_{x_{t}^{\epsilon} \notin D_{n}}\right)
$$

and there exists $c_{n}$ such that $\left|\mu^{\bar{x}_{t}}-\mu^{x_{t}^{\epsilon}}\right|_{T V} \chi_{\bar{x}_{t} \in D_{n}} \chi_{\bar{x}_{t}^{\epsilon} \in D_{n}} \leq c_{n} \rho\left(x_{t}^{\epsilon_{n}}, \bar{x}_{t}\right)$. We take $n$ large, so that $P\left(\bar{x}_{t} \notin D_{n}\right)$ and $P\left(x_{t}^{\epsilon} \notin D_{n}\right)$ are as small as we want. Then for $n$ fixed we see that the $c_{n} \rho\left(x_{t}^{\epsilon_{n}}, \bar{x}_{t}\right)$ converges, as $\epsilon \rightarrow 0$, in $L^{1}$. Thus, $\sup _{0 \leq t \leq T} \mathbf{E} \mid \mu^{\bar{x}_{t}}-$ $\mu^{x_{t}^{\epsilon}} \mid \rightarrow 0$ and

$$
\sup _{0 \leq t \leq T} \mathbf{E}\left|\int_{G} f\left(x_{t}^{\epsilon_{n}}, z\right) \mu^{x_{t}^{\epsilon_{n}}}(d z)-\int_{G} f\left(\bar{x}_{t}, z\right) \mu^{\bar{x}_{t}}(d z)\right|
$$

converges to zero. This proves part (i). Since $\mathbf{E} \rho\left(x_{s}^{\epsilon}, x_{t_{i}}^{\epsilon}\right)^{2} \leq C\left|t_{i+1}-t_{i}\right|$,

$$
\begin{aligned}
& \mathbf{E}\left|\sum_{i=0}^{N-1} \Delta t_{i} \int_{G} f\left(x_{t_{i}}^{\epsilon}, z\right) \mu^{x_{t_{i}}^{\epsilon}}(d z)-\int_{0}^{T} \int_{G} f\left(x_{s}^{\epsilon}\right) \mu^{x_{s}^{\epsilon}}(d z) d s\right| \\
& \leq T|\nabla f|_{\infty} \sup _{s \in\left[t_{i}, t_{i+1}\right)} \mathbf{E}\left[\rho\left(x_{s}^{\epsilon}, x_{t_{i}}^{\epsilon}\right)\right]+|f|_{\infty} T \sup _{s \in\left[t_{i}, t_{i+1}\right)} \mathbf{E}\left[\left|\mu^{x_{s}^{\epsilon}}-\mu^{x_{t_{i}}^{\epsilon}}\right|_{T V}\right] \rightarrow 0 .
\end{aligned}
$$

The convergence can be proved, again by breaking the total variation norm into two parts, in one part the processes are in $D_{n}$, and in the other part they are not. Since $x_{t}^{\epsilon}$ converges to $x_{t}$ as a stochastic process on $[0, T]$, we also have that $\mathbf{E} \rho\left(x_{s}, x_{t_{i}}\right) \leq$ $C\left|t_{i+1}-t_{i}\right|$. We apply the same argument to $\bar{x}_{t}$ to obtain that

$$
\mathbf{E}\left|\sum_{i=0}^{N-1} \Delta t_{i} \int_{G} f\left(\bar{x}_{t_{i}}, z\right) \mu^{\bar{x}_{i}}(d z)-\int_{0}^{T} \int_{G} f\left(\bar{x}_{s}\right) \mu^{\bar{x}_{s}}(d z) d s\right| \rightarrow 0 .
$$

This concludes the proof.
Suppose we assume furthermore that there exists a constant $K$ such that

$$
\left|\mu^{x_{1}}-\mu^{x_{2}}\right|_{T V} \leq K\left(1+\rho\left(x_{1}, O\right)+\rho\left(x_{2}, O\right)\right) \rho\left(x_{1}, x_{2}\right) .
$$

Then explicit estimates can be made for the convergence in Lemma 5.4, e.g.

$$
\begin{aligned}
& \left|\int_{G} f\left(x_{t}^{\epsilon}, z\right) \mu^{x_{t}^{\epsilon}}(d z)-\int_{G} f\left(\bar{x}_{t}, z\right) \mu^{\bar{x}_{t}}(d z)\right| \\
& \leq|\nabla f|_{\infty} \rho\left(x_{t}^{\epsilon}, \bar{x}_{t}\right)+|f|_{\infty} K\left(1+\rho^{p}\left(\bar{x}_{t}, O\right)+\rho^{p}\left(x_{t}^{\epsilon}, O\right)\right) \rho\left(x_{t}^{\epsilon}, \bar{x}_{t}\right) .
\end{aligned}
$$

To this we may apply Hölder's inequality and obtain:

$$
\begin{aligned}
& \mathbf{E}\left|\int_{0}^{T} \int_{G} f\left(x_{t}^{\epsilon_{n}}, z\right) \mu^{x_{t}^{\epsilon_{n}}}(d z) d t-\int_{0}^{T} \int_{G} f\left(\bar{x}_{t}, z\right) \mu^{\bar{x}_{t}}(d z) d t\right| \\
& \leq|\nabla f|_{\infty} \mathbf{E} \int_{0}^{T} \rho\left(x_{t}^{\epsilon}, \bar{x}_{t}\right) d t+|f|_{\infty} K \mathbf{E}\left|\int_{0}^{T}\left(1+\rho^{p}\left(\bar{x}_{t}, O\right)+\rho^{p}\left(x_{t}^{\epsilon}, O\right)\right) \rho\left(x_{t}^{\epsilon}, \bar{x}_{t}\right) d t\right| \\
& \leq|\nabla f|_{\infty} T \mathbf{E} \sup _{s \leq t} \rho\left(x_{t}^{\epsilon}, \bar{x}_{t}\right)+|f|_{\infty} K T \sqrt{\mathbf{E} \sup _{t \leq T}\left(1+\rho^{p}\left(\bar{x}_{t}, O\right)+\rho^{p}\left(x_{t}^{\epsilon}, O\right)\right)^{2}} \sqrt{\mathbf{E} \sup _{t \leq T} \rho^{2}\left(x_{t}^{\epsilon}, \bar{x}_{t}\right)} .
\end{aligned}
$$

In the proposition below we are interested in the time average concerning a product function $f_{1} f_{2}$, where $f_{1}: N \rightarrow \mathbb{R}$ is $C^{\infty}$ with has compact support and $f_{2}: G \rightarrow \mathbb{R}$ is smooth.

Proposition 5.5 Suppose the following conditions.
(1) $\mu_{x}$ is a family of probability measures on $G$ for which the locally uniform LLN assumption (Assumption 3) holds.
(2) Assumption 2.
(3) There exist constants $p \geq 1$ and $c$ such that for $s, t \in\left[r_{1}, r_{2}\right]$ where $r_{2}-r_{1}$ is sufficiently small,

$$
\sup _{\epsilon \in(0,1]} \sup _{s, t \in\left[r_{1}, r_{2}\right]} \mathbf{E} \rho^{2}\left(x_{s}^{\epsilon}, x_{t}^{\epsilon}\right) \leq c|t-s|, \sup _{0 \leq s \leq T} \sup _{\epsilon \in(0,1]} \mathbf{E} \rho^{2 p}\left(x_{s}^{\epsilon}, O\right)<\infty
$$

(4) $\epsilon_{n}$ is a sequence of numbers converging to 0 with $\sup _{t \leq T} \rho\left(x_{t}^{\epsilon_{n}}, \bar{x}_{t}\right)$ converges to zero almost surely.
(5) Let $f: N \times G \rightarrow \mathbb{R}$ be a smooth and globally Lipschitz continuous function. Suppose that either $f$ is independent of the first variable or for each $y \in G$, the support of $f(\cdot, y)$ is contained in a compact set $D$.
Then the following random variables converge to zero in $L^{1}$ :

$$
\int_{0}^{T} f\left(x_{s}^{\epsilon}, y_{s}^{\epsilon}\right) d s-\int_{0}^{T} \int_{G} f\left(\bar{x}_{s}, z\right) \mu^{\bar{x}_{s}}(d z) d s
$$

Proof Let $0=t_{0}<t_{1}<\cdots<t_{N}=T$ and let $\Delta t_{i}=t_{i+1}-t_{i}$. Then, recalling the notation given in (15),

$$
\begin{aligned}
& \int_{0}^{T} f\left(x_{s}^{\epsilon}, y_{s}^{\epsilon}\right) d s=\sum_{n=0}^{N-1} \int_{t_{i}}^{t_{i+1}} f\left(x_{s}^{\epsilon}, y_{s}^{\epsilon}\right) d s \\
= & \sum_{n=0}^{N-1} \int_{t_{i}}^{t_{i+1}}\left[f\left(x_{s}^{\epsilon}, y_{s}^{\epsilon}\right)-f\left(x_{t_{i}}^{\epsilon}, y_{s}^{\epsilon}\right)\right] d s+\sum_{n=0}^{N-1} \int_{t_{i}}^{t_{i+1}}\left[f\left(x_{t_{i}}^{\epsilon}, y_{s}^{\epsilon}\right)-f\left(x_{t_{i}}^{\epsilon}, y_{r}^{x_{t_{i}}}\right)\right] d s \\
& \left.+\sum_{n=0}^{N-1}\left[\int_{t_{i}}^{t_{i+1}} f\left(x_{t_{i}}^{\epsilon}, y_{r}^{x_{t_{i}}^{\epsilon}}\right)\right) d s-\Delta t_{i} \int_{G} f\left(x_{t_{i}}^{\epsilon}, z\right) \mu^{x_{t_{i}}^{\epsilon}}(d z)\right] \\
& +\left[\sum_{n=0}^{N-1} \Delta t_{i} \int_{G} f\left(x_{t_{i}}^{\epsilon}, z\right) \mu^{x_{t_{i} \epsilon}}(d z)-\int_{0}^{T} \int_{G} f\left(x_{s}^{\epsilon}, z\right) \mu^{x_{s}^{\epsilon}}(d z) d s\right] \\
& +\left[\int_{0}^{T} \int_{G} f\left(x_{s}^{\epsilon}, z\right) \mu^{x_{s}^{\epsilon}}(d z) d s-\int_{0}^{T} \int_{G} f\left(\bar{x}_{s}, z\right) \mu^{\bar{x}_{s}}(d z) d s\right]+\int_{0}^{T} \int_{G} f\left(\bar{x}_{s}, z\right) \mu^{\bar{x}_{s}}(d z) d s
\end{aligned}
$$

Using the fact that $f$ is Lipschitz continuous in the first variable and the assumptions on the moments of $\rho\left(x_{t}^{\epsilon}, x_{s}^{\epsilon}\right)$ we see that for a constant $K$,

$$
\begin{aligned}
\sum_{i=0}^{N-1} \mathbf{E} \int_{t_{i}}^{t_{i+1}}\left|f\left(x_{r}^{\epsilon}, y_{r}^{\epsilon}\right)-f\left(x_{t_{i}}^{\epsilon}, y_{r}^{\epsilon}\right)\right| d r & \leq K \sum_{i=0}^{N-1} \int_{t_{i}}^{t_{i+1}} \mathbf{E} \rho\left(x_{r}^{\epsilon}, x_{t_{i}}^{\epsilon}\right) d r \\
& \leq K T \mathbf{E} \rho\left(x_{r}^{\epsilon}, x_{t_{i}}^{\epsilon}\right) \leq T K c \max _{i} \sqrt{\Delta t_{i}}
\end{aligned}
$$

By choosing $\Delta t_{i}=o(\epsilon)$ we see that the first term on the right hand side converges to zero. The converges of the second term follows directly from Lemma 5.3 by choosing $\Delta t_{i} \sim \epsilon|\ln \epsilon|^{a}$ where $a>0$ and Assumption 2. By Lemma 5.2 and Assumption 3, the third term converges if we choose $\frac{\epsilon}{\Delta t_{i}}=o(\epsilon)$. The convergence of the fourth and fifth terms follow respectively from part (i) and part (ii) of Lemma 5.4.

We are now ready to prove the main averaging theorem, Theorem 2 in Sect. 1.1. This proof has the advantage for being concrete, from this an estimate for thew rate of convergence is also expected.

Theorem 5.6 Suppose the following statements hold.
(a) Assumptions 1 and 2 .
(b) There exists a family of probability measures $\mu_{x}$ on $G$ for which the locally uniform LLN assumption (Assumption 3) holds.

Then, as $\epsilon \rightarrow 0$, the family of stochastic processes $\left\{x_{t}^{\epsilon}, \epsilon>0\right\}$ converges weakly on any compact time intervals to a Markov process with generator $\overline{\mathscr{L}}$.

Proof By Prohorov's theorem, a set of probability measures is tight if and only if its relatively weakly compact, i.e. every sequence has a sub-sequence that converges weakly. It is therefore sufficient to prove that every limit process of the stochastic processes $x_{t}^{\epsilon}$ is a Markov process with the same Markov generator. Every sequence of weakly convergent stochastic processes on an interval $[0, T]$ can be realised on a probability space as a sequence of stochastic processes that converge almost surely on $[0, T]$ with respect to the supremum norm in time. It is sufficient to prove that if a subsequence $\left\{x_{t}^{\epsilon_{n}}\right\}$ converges almost surely on $[0, T]$, the limit is a Markov process with generator $\overline{\mathscr{L}}$. For this we apply Stroock-Varadhan's martingale method [74, 82]. To ease notation we may assume that the whole family $x_{t}^{\epsilon}$ converges almost surely. Let $f$ be a real valued smooth function on $N$ with compact support. Let $\bar{x}_{t}$ be the limit Markov process. We must prove that $f\left(\bar{x}_{t}\right)-f\left(x_{0}\right)-\int_{0}^{t} \overline{\mathscr{L}} f\left(\bar{x}_{r}\right) d r$ is a martingale. In other words we prove that for any bounded measurable random variable $G_{s} \in \mathscr{F}_{s}$ and for any $s<t, \mathbf{E}\left(G_{s}\left(f\left(\bar{x}_{t}\right)-f\left(\bar{x}_{s}\right)-\int_{s}^{t} \overline{\mathscr{L}}_{f}\left(x_{r}\right) d r\right)\right)=0$. On the other hand, for each $\epsilon>0$,

$$
f\left(x_{t}^{\epsilon}\right)-f\left(x_{s}^{\epsilon}\right)-\int_{s}^{t}\left(\frac{1}{2} \sum_{i=1}^{m_{1}}\left(X_{i}\left(\cdot, y_{r}^{\epsilon}\right)\right)^{2} f+X_{0}\left(\cdot, y_{r}^{\epsilon}\right) f\right)\left(x_{r}^{\epsilon}\right) d r
$$

is a martingale. Let us introduce the notation:

$$
F\left(x_{r}^{\epsilon}, y_{r}^{\epsilon}\right)=\left(\frac{1}{2} \sum_{i=1}^{m_{1}}\left(X_{i}\left(\cdot, y_{r}^{\epsilon}\right)\right)^{2} f+X_{0}\left(\cdot, y_{r}^{\epsilon}\right) f\right)\left(x_{r}^{\epsilon}\right)
$$

Since $x_{t}^{\epsilon}$ converges to $\bar{x}_{s}$ it is sufficient to prove that as $\epsilon \rightarrow 0$,

$$
\mathbf{E}\left[G_{s}\left(\int_{s}^{t} F\left(x_{r}^{\epsilon}, y_{r}^{\epsilon}\right) d r-\int_{s}^{t} \overline{\mathscr{L}} f\left(x_{r}\right) d r\right)\right] \rightarrow 0
$$

Even simpler we only need to prove that $\int_{s}^{t} F\left(x_{r}^{\epsilon}, y_{r}^{\epsilon}\right) d r$ converges to $\int_{s}^{t} \overline{\mathscr{L}} f\left(x_{r}\right) d r$ in $L^{1}$. Under Assumption 1, we may apply Lemma 5.1 from which we see that conditions (3) and (4) of Proposition 5.5 hold. Since $f$ has compact support, $F$ has compact support in the first variable. We may apply Proposition 5.5 to the function $F$ to complete the proof.

We remark that the locally uniform law of large numbers hold if $G$ is compact, if $\mathscr{L}_{x}$ satisfies strong Hörmander's condition, or if $\mathscr{L}_{x}$ satisfies Hörmander's condition with the additional assumption that $\mathscr{L}_{x}$ has a unique invariant probability measure.

We obtain the following Corollary.
Corollary 1 Let $G$ be compact. Suppose Assumptions 1 and 2. Suppose that $\mathscr{L}_{x}$ satisfies Hörmander's condition and that it has a unique invariant probability measure. Then $\left\{x_{t}^{\epsilon}, \epsilon>0\right\}$ converges weakly, on any compact time intervals, to a Markov process with generator $\overline{\mathscr{L}}$.

From the proof of Theorem 5.6, the Markov generator $\overline{\mathscr{L}}$ given below.

$$
\begin{equation*}
\overline{\mathscr{L}} f(x)=\int_{G}\left(\frac{1}{2} \sum_{i=1}^{m_{1}} X_{i}^{2}(\cdot, y) f+X_{0}(\cdot, y) f\right)(x) \mu_{x}(d y) \tag{18}
\end{equation*}
$$

## Appendix

It is possible to write the operator $\overline{\mathscr{L}}$ given by (18) as a sum of squares of vector fields. For this we need an auxiliary family of vector fields $\left\{E_{1}, \ldots, E_{n_{1}}\right\}$ with the property that at each point $x$ they span the tangent space $T_{x} N$. Let us write each vector field $X_{i}(\cdot, y)$ in this basis and denote by $X_{i}^{k}(\cdot, y)$ its coordinate functions, so

$$
X_{i}(x, y)=\sum_{k=1}^{n_{1}} X_{i}^{k}(x, y) E_{k}(x) . \text { Set }
$$

$$
\begin{aligned}
a_{k, l}(x, y) & =\sum_{i=1}^{m_{1}} X_{i}^{k}(x, y) X_{i}^{l}(x, y) \\
b_{0}^{k}(x, y) & \left.=\frac{1}{2} \sum_{l=1}^{n_{1}} \sum_{i=1}^{m_{1}} X_{i}^{l}(x, y)\left(\nabla X_{k}^{l}(\cdot, y)\right)\left(E_{l}(x)\right)\right)+X_{0}^{k}(x, y)
\end{aligned}
$$

where $\nabla$ denotes differentiation with respect to the first variable. We observe that $\frac{1}{2} \sum_{i=1}^{m_{1}}\left(X_{i}(\cdot, y)^{2} f\right)(x)+\left(X_{0}(\cdot, y) f\right)(x)=\frac{1}{2} \sum_{k, l=1}^{n_{1}} a_{k, l}(x, y)\left(E_{k} E_{l} f\right)(x)+\sum_{k=1}^{n_{1}} b_{0}^{k}(x, y)\left(E_{k} f\right)(x)$.

If $\mu_{x}$ is a family of probability measures on $G$, we set

$$
\begin{equation*}
\overline{\mathscr{L}}=\frac{1}{2} \sum_{k, l=1}^{n_{1}}\left(\int_{G} a_{k, l}(x, y) \mu_{x}(d y)\right) E_{k} E_{l}+\sum_{k=1}^{n_{1}}\left(\int_{G} b_{0}^{k}(x, y) d y\right) E_{k} \tag{19}
\end{equation*}
$$

The auxiliary vector fields can be easily constructed. For example, we may use the gradient vector fields coming from an isometric embedding $i: N \rightarrow \mathbb{R}^{n_{1}}$. Then they have the following properties. For $e \in \mathbb{R}^{n_{1}}$, we define $E(x)(e)=\sum_{i=1}^{n_{1}} E_{i}(x) e_{i}$ where $\left\{e_{i}\right\}$ is an orthonormal basis of $\mathbb{R}^{n_{1}}$. Then $\mathbb{R}^{n_{1}}$ has a splitting of the form $\operatorname{ker}[X(x)]^{\perp} \oplus X(x)$ and $X(e)$ has vanishing derivative for $e \in \operatorname{ker}[X(x)]^{\perp}$. We may also use a 'moving frames' instead of the gradient vector fields. This is particularly useful if $N$ is an Euclidean space, or a compact space, or a Lie group. For such spaces and their moving frames, the assumption that $X_{1}, \ldots, X_{k}$ and their two order derivatives, $X_{0}$ and $\nabla X_{0}$ are bounded can be expressed by the boundedness of the functions $a_{k, l}$ and $b_{0}^{k}$ and their derivatives.

## 6 Re-visit the Examples

### 6.1 A Dynamical Description for Hypo-elliptic Diffusions

Let us consider two further generalisations to the dynamical theory for Brownian motions described in Sect.2.1. Both cases allow degeneracy in the fast variables. One of which has the same type of reduced random ODE and is closer to Theorem 2A. We state this one first and will take $M$ compact for simplicity.

Proposition 6.1 Let $M$ be compact. Suppose that in (5), we replace the orthonormal basis $\left\{A_{1}, \ldots, A_{N}\right\}$ and $A_{0}$ by a vectors $\left\{A_{1}, \ldots A_{m_{2}}\right\} \subset \mathfrak{s o ( n )}$ with the property that these vectors together with their commutators generates $\mathfrak{s o}(n)$. (Take
$A_{0}=0$ for simplicity. Then, as $\epsilon \rightarrow 0$, the rescaled position stochastic processes, $x_{\frac{t}{\epsilon}}^{\epsilon}$, converges to a scaled Brownian motion. Their horizontal lifts from $u_{0}$ converge also.

Proposition 6.2 The scale is determined by the eigenvalues of the symmetry matrix $\sum_{i=1}^{m_{2}}\left(A_{i}\right)^{2}$.

Proof The reduced equation is as before:

$$
\left\{\begin{array}{l}
\frac{d}{d t} \tilde{x}_{t}^{\epsilon}=H_{\tilde{x}_{t}^{\epsilon}}\left(g_{\frac{t}{\epsilon}} e_{0}\right), \quad \tilde{x}_{0}^{\epsilon}=u_{0}, \\
d g_{t}=\sum_{k=1}^{m_{2}} g_{t} A_{k} \circ d w_{t}^{k}+g_{t} A_{0} d t, \quad g_{0}=I d
\end{array}\right.
$$

We observe that the operator $\sum_{i=1}^{m_{2}}\left(A_{i}^{*}\right)^{2}+A_{0}^{*}$ satisfies Hörmander's condition and has a unique invariant probability measure. It is symmetric w.r.t the bi-invariant Haar measure $d g$, and the only invariant measure is $d g$. Then we apply Theorem 6.4 from [66] to conclude.

Suppose instead we consider the following SDE, in which the horizontal part involves a stochastic integral

$$
\left\{\begin{align*}
d u_{t}^{\epsilon} & =H_{u_{t}^{\epsilon}}\left(e_{0}\right) d t+\sum_{j=1}^{m_{1}} H\left(u_{t}^{\epsilon}\right)\left(e_{j}\right) \circ d B_{t}^{j}+\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} A_{k}^{*}\left(u_{t}^{\epsilon}\right) \circ d W_{t}^{k}+A_{0}^{*}\left(u_{t}^{\epsilon}\right) d t  \tag{20}\\
u_{0}^{\epsilon} & =u_{0}
\end{align*}\right.
$$

where $e_{j} \in \mathbb{R}^{n}$.
Proposition 6.3 Suppose that $M$ has bounded sectional curvature. Suppose that $\left\{A_{0}, A_{1}, \ldots, A_{m_{2}}\right\}$ and their iterated brackets (commutators) generate the vector space $\mathfrak{s o ( n )}$. Suppose that $\left\{e_{1}, \ldots, e_{m_{1}}\right\}$ is an orthonormal set. Then as $\epsilon \rightarrow 0$, the position component of $u_{t}^{\epsilon}, x_{t}^{\epsilon}$, converges to a rescaled Brownian motion, scaled by $\frac{m_{1}}{n}$ where $n=\operatorname{dim}(M)$. Their horizontal lifts converge also to a horizontal Brownian motion with the same scale.

Proof Set $x_{t}^{\epsilon}=\pi\left(u_{t}^{\epsilon}\right)$, where $\pi$ takes an frame to its base point. Then $x_{t}^{\epsilon}$ is the position process. Then

$$
d x_{t}^{\epsilon}=\sum_{i=1}^{m_{1}} u_{t}^{\epsilon}\left(e_{i}\right) \circ d B_{t}^{i}+u_{t}^{\epsilon} e_{0} d t
$$

Let $\tilde{x}_{t}^{\epsilon}$ denote the stochastic horizontal lifts of $x_{t}^{\epsilon}$. Then from the nature of the horizontal vector fields and the horizontal lifts, this procedure introduces a twist
to the Euclidean vectors $e_{i}$. If $g_{t}$ solves:

$$
d g_{t}=\sum_{k=1}^{m_{2}} g_{t} A_{k} \circ d w_{t}^{k}+g_{t} A_{0} d t
$$

with initial value the identity, then $x_{t}^{\epsilon}$ satisfies the equation

$$
d \tilde{x}_{t}^{\epsilon}=\mathfrak{h}_{\tilde{x}_{t}^{\epsilon}} d x_{t}^{\epsilon}=H\left(\tilde{x}_{t}^{\epsilon}\right)\left(g_{\frac{t}{\epsilon}} e_{0}\right) d t+\sum_{i=1}^{m_{1}} H\left(\tilde{x}_{t}^{\epsilon}\right)\left(g_{\frac{t}{\epsilon}} e_{i}\right) \circ d B_{t}^{i} .
$$

Since $g_{t}$ does not depend on the slow variable, the conditions of the Theorem is satisfied provided $M$ has bounded sectional curvature.

The limiting process, in this case, will not be a fixed point. It is a Markov process on the orthonormal frame bundle with generator

$$
\overline{\mathscr{L}} f(u)=\sum_{i=1}^{m_{1}} \int_{S O(n)} \nabla d f\left(H(u)\left(g e_{i}\right), H(u)\left(g e_{i}\right)\right) d g
$$

where $\nabla$ is a flat connection, $\nabla H_{i}$ vanishes. Let $d g$ denote the normalised biinvariant Haar measure. Using this connection and an orthonormal basis $\left\{e_{i}\right\}$ of $\mathbb{R}^{n}$, extending our orthonormal set $\left\{e_{1}, \ldots, e_{m_{1}}\right\}$ we see that

$$
\overline{\mathscr{L}} f(u)=\sum_{k, l=1}^{n} \nabla d f\left(H\left(E_{k}\right), H\left(E_{l}\right)\right) \sum_{i=1}^{m_{1}} \int_{S O(n)}\left\langle e_{k}, g e_{i}\right\rangle\left\langle g e_{i}, e_{l}\right\rangle d g .
$$

It is easy to see that

$$
\sum_{i=1}^{m_{1}} \int_{S O(n)}\left\langle e_{k}, g e_{i}\right\rangle\left\langle g e_{i}, e_{l}\right\rangle d g=\sum_{i=1}^{m_{1}} \delta_{k, l} \int_{S O(n)}\left\langle e_{k}, g e_{i}\right\rangle^{2} d g=\frac{m_{1}}{n} \delta_{k, l}
$$

This means that

$$
\overline{\mathscr{L}} f(u)=\frac{m_{1}}{n} \sum_{k, l=1}^{n} \nabla d f\left(H\left(e_{k}\right), H\left(e_{k}\right)\right) .
$$

Thus the $\overline{\mathscr{L}}$ diffusion has Markov generator $\frac{1}{2} \frac{m_{1}}{n} \Delta^{H}$ where $\Delta^{H}$ is the horizontal diffusion and which means that $\pi\left(u_{t}^{\epsilon}\right)$ converges to a scaled Brownian motion as we have guessed.

Problem 2 The vertical vector fields in (20) are left invariant. Instead of left invariant vertical vector fields we may take more general vector fields and consider the following SDEs. Let $f: O M \rightarrow \mathbb{R}$ be smooth functions, $e_{j} \in \mathbb{R}^{n}$ are unit vectors. Let us consider the equation

$$
\left\{\begin{align*}
d u_{t}^{\epsilon} & =H_{u_{t}^{\epsilon}}\left(e_{0}\right) d t+\sum_{j=1}^{m_{1}} H\left(u_{t}^{\epsilon}\right)\left(e_{j}\right) \circ d B_{t}^{i}+\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}} f_{k}\left(u_{t}^{\epsilon}\right) A_{k}^{*}\left(u_{t}^{\epsilon}\right) \circ d W_{t}^{k}+A_{0}^{*}\left(u_{t}^{\epsilon}\right) d t,  \tag{21}\\
u_{0}^{\epsilon} & =u_{0} .
\end{align*}\right.
$$

Then the horizontal lift of its position processes will, in general, depend on the slow variables. It would be interesting to determine explicit conditions on $f_{k}$ for which the averaging procedure is valid and if so what is the effective limit?

### 6.2 Inhomogeneous Scaling of Riemannian Metrics

Returning to Sect. 2.3 we pose the following problem.
Problem 3 With Theorem 5.6, we can now study a fully coupled system:
$d g_{t}^{\epsilon}=\frac{1}{\sqrt{\epsilon}} \sum_{k=1}^{m_{2}}\left(a_{k} A_{k}\right)\left(g_{t}^{\epsilon}\right) \circ d B_{t}^{k}+\frac{1}{\epsilon}\left(a_{0} A_{0}\right)\left(g_{0}^{\epsilon}\right) d t+\left(b_{0} Y_{0}\right)\left(g_{t}^{\epsilon}\right) d t+\sum_{k=1}^{m_{1}}\left(b_{k} Y_{k}\right)\left(g_{t}^{\epsilon}\right) \circ d W_{t}^{k}$,
where $a_{k}, b_{k}$ are smooth functions. It would be interesting to study the convergence of the slow variables, vanishing of the averaged processes, and the nature of the limits in terms of $a_{k}$ and $b_{k}$.

### 6.3 An Averaging Principle on Principal Bundles

We return to the example in Sect. 2.4. In the following proposition, $\nabla$ denotes the flat connection on the principal bundle $P$.

Proposition 6.4 Let $G$ be a compact Lie group and dg its Haar measure. Assume that $M$ has bounded sectional curvature. Suppose that $\mathscr{L}_{u}$ satisfies Hörmander's condition and has a unique invariant probability measure. Suppose that $\theta_{k}^{j}$ are

$$
\begin{aligned}
a_{i, j}(u) & =\int_{G} \sum_{l=1}^{m_{1}}\left\langle X_{l}(u, g), H_{i}(u)\right\rangle\left\langle X_{l}(u g), H_{j}(u)\right\rangle d g \\
b(u) & =\int_{G}\left(\frac{1}{2} \sum_{l=1}^{m_{1}} \nabla_{X_{l}} X_{l}(u g)+X_{0}(u g)\right) d g .
\end{aligned}
$$

Then $\tilde{x}_{\frac{t}{\epsilon}}^{\epsilon}$ converges weakly to a Markov process on $P$ with the Markov generator

$$
\overline{\mathscr{L}} f(u)=d f(b(u))+\frac{1}{2} \sum_{i, j=1}^{n} a_{i, j}(u) \nabla d f\left(H_{i}(u), H_{j}(u)\right) .
$$

Proof The convergence is a trivial consequence of Theorem 5.6. To identify the limit let $f: P \rightarrow \mathbb{R}$ be any smooth function with compact support. Then

$$
\begin{aligned}
f\left(\tilde{x}_{t}^{\epsilon}\right) & =f\left(g_{0}\right)+\sum_{l=1}^{m_{1}} \int_{0}^{t} d f\left(X_{l}\left(\left(\tilde{x}_{s}^{\epsilon} g_{s}^{\epsilon}\right)\right) d B_{s}^{l}+\sum_{l=1}^{m_{1}} \int_{0}^{t} \nabla d f\left(X_{l}\left(\tilde{x}_{s}^{\epsilon} g_{s}^{\epsilon}\right), X_{l}\left(\tilde{x}_{s}^{\epsilon} g_{s}^{\epsilon}\right)\right) d s\right. \\
& +\sum_{l=1}^{m_{1}} \int_{0}^{t} d f\left(\nabla_{X_{l}} X_{l}\left(\tilde{x}_{s}^{\epsilon} g_{s}^{\epsilon}\right)+X_{0}\left(\tilde{x}_{s}^{\epsilon} g_{s}^{\epsilon}\right)\right) d s
\end{aligned}
$$

Finally we take coordinates of $X_{l}$ w.r.t the parallel vector fields $H_{i}$, cf. the Appendix of Sect. 5, to complete the proof.

Conclusions and Other Open Questions In conclusion, the examples we studied treat some of the simplest and yet universal models, they can be studied using the method we have just developed. Even for these simple models many questions remain to be answered, including the questions stated in Sects. 1.1, 2.1 and 2.3. For example we do not know the geometric nature of the limiting object. Concerning Theorem 5.6, we expect the conditions of the theorem improved for more specific examples of manifolds, and expect an upper bound for the rate of convergence if the resolvents of the operators $\mathscr{L}_{x}$ is bounded in $x$ and if the rank of the operators and their quadratic forms are bounded, and also expect an averaging principle for slow-fast SDEs driven by Lévy processes, cf. [49].
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# Free Probability, Random Matrices, and Representations of Non-commutative Rational Functions 
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#### Abstract

A fundamental problem in free probability theory is to understand distributions of "non-commutative functions" in freely independent variables. Due to the asymptotic freeness phenomenon, which occurs for many types of independent random matrices, such distributions can describe the asymptotic eigenvalue distribution of corresponding random matrix models when their dimension tends to infinity. For non-commutative polynomials and rational functions, an algorithmic solution to this problem is presented. It relies on suitable representations for these functions.


## 1 Introduction

We want to understand distributions of functions in non-commuting variables. This phrase needs some explanations.

Firstly, let us specify what our "non-commuting variables" will usually be. We are mostly interested in either (random) matrices of size $N \times N$ or in operators on Hilbert spaces; one of our main points later will be that such operators correspond usually to the limit $N \rightarrow \infty$ of our random matrices.

Then, which "functions" of those variables do we want to consider? Since our variables do in general not commute, taking functions in such non-commuting variables is not a straightforward thing. In fact, we see that this question actually splits into two: we first need to clarify what our non-commutative functions should be as objects in their own right and secondly, we must explain how these noncommutative functions can be evaluated in the given collection of non-commuting variables. Everything which goes beyond polynomials is a non-trivial issue.

[^59]Here, we will mostly address non-commutative polynomials and non-commutative rational functions, but our hope is that in the long run we will also have access to non-commutative analytic functions. The basis for a non-commutative analogue of complex function theory, intended to provide some sort of multivariate functional calculus in analogy to the well-known analytic functional calculus for a single operator, was laid in the 1970s in work of Joseph L. Taylor [33, 34]; but only recently this was revived and is under heavy development (with motivations coming from different directions, in particular free probability theory, but also control theory). We refer the reader who is interested in this subject to [25]. In this article we will not go beyond non-commutative rational functions.

Finally, we should be precise what we mean by "distribution" of our functions in our variables. There are essentially two versions of this. In the most general setting, we have to talk about algebraic/combinatorial distributions, which is just given by the collection of moments of our considered random variables. In more restricted analytic settings this might be identified with an analytic distribution, which is just a probability measure. To make this more precise we first have to set our frame.

Definition 1 A non-commutative probability space $(\mathscr{A}, \varphi)$ consists of a complex algebra $\mathscr{A}$ with unit $1_{\mathscr{A}}$ and a linear functional $\varphi: \mathscr{A} \rightarrow \mathbb{C}$ satisfying $\varphi\left(1_{\mathscr{A}}\right)=1$. Elements $x \in \mathscr{A}$ are called non-commutative random variables and $\varphi$ is usually addressed as expectation.

Example 1 Let us give some examples for this.

1. The classical setting is captured in this algebraic form via $\left(L^{\infty}(\Omega, P), E\right)$, where ( $\Omega, \Sigma, P$ ) is a classical probability space and $E$ the usual expectation that is given by $E[X]=\int_{\Omega} X(\omega) d P(\omega)$.
2. A typical genuine non-commutative example is $\left(M_{N}(\mathbb{C}), \operatorname{tr}_{N}\right)$, where $\operatorname{tr}_{N}$ is the normalized trace on $M_{N}(\mathbb{C})$; i.e., $\operatorname{tr}\left(\left(a_{i j}\right)_{i, j=1}^{N}\right)=\frac{1}{N} \sum_{k=1}^{N} a_{k k}$.
3. The combination of the two examples leads to one of our most important examples, namely $\left(L^{\infty}(\Omega) \otimes M_{N}(\mathbb{C}), E \otimes \operatorname{tr}_{N}\right)$, whose elements are random matrices having entries that are bounded random variables. In order to include also random variables that are not necessarily bounded but have moments of all orders, we must replace $L^{\infty}(\Omega)$ by $L^{\infty-}(\Omega):=\bigcap_{p \geq 1} L^{p}(\Omega)$.
Definition 2 We call $(\mathscr{A}, \varphi)$ a $C^{*}$-probability space if $\mathscr{A}$ is a unital $C^{*}$-algebra and $\varphi$ is a state (i.e. $\varphi\left(x^{*} x\right) \geq 0$ for all $\left.x \in \mathscr{A}\right)$. The former means that $\mathscr{A}$ consists of bounded operators on some Hilbert space $\mathscr{H}$ and a state on $\mathscr{A}$ can, via the GNS construction, be realized in the form $\varphi(x)=\langle\Omega, x \Omega\rangle$ for some unit vector $\Omega \in \mathscr{H}$.

Now we can be more precise on what we mean with "distributions".
Definition 3 Let $(\mathscr{A}, \varphi)$ be a non-commutative probability space. Let $\left(x_{i}\right)_{i \in I}$ be a family of non-commutative random variables. We call the unital linear mapping

$$
\mu_{\left(x_{i}\right)_{i \in I}}: \mathbb{C}\left\langle\chi_{i} \mid i \in I\right\rangle \rightarrow \mathbb{C}, \quad \chi_{i_{1}} \cdots \chi_{i_{k}} \mapsto \varphi\left(x_{i_{1}} \cdots x_{i_{k}}\right)
$$

that is defined on the free associative algebra $\mathbb{C}\left\langle\chi_{i} \mid i \in I\right\rangle$ generated by the noncommuting variables $\left(\chi_{i}\right)_{i \in I}$ the (joint) distribution of $\left(x_{i}\right)_{i \in I}$.

In the general algebraic frame, we can only talk about distributions in such a combinatorial fashion, whereas in the analytic setting of a $C^{*}$-probability space $(\mathscr{A}, \varphi)$, we can, by the Riesz representation theorem for positive linear functionals on continuous functions (see, for example, Prop. 3.13 in [31]), identify the distribution of a single selfadjoint operator $x \in \mathscr{A}$ with the unique Borel probability measure $\mu_{x}$ on the real line $\mathbb{R}$ that satisfies

$$
\begin{equation*}
\varphi\left(x^{k}\right)=\int_{\mathbb{R}} t^{k} d \mu_{x}(t) \quad \text { for all } k \in \mathbb{N}_{0} \tag{1}
\end{equation*}
$$

Using the same symbol both for "combinatorial" and "analytic" distributions is of course an abuse of notation. This can be excused, since both of them contain the same information, and usually, it is clear which of the two we are using; if we want to be precise, we refer to the latter as the analytic distribution of $x$.

Similarly, in the classical multivariate case (for several commuting selfadjoint variables $x_{1}, \ldots, x_{n}$ in a $C^{*}$-setting), we can identify the combinatorial distribution $\mu_{x_{1}, \ldots, x_{n}}$ with a probability measure on $\mathbb{R}^{n}$. In the general case, where our variables $x_{1}, \ldots, x_{n}$ do not commute, this is not possible any more. It is tempting to think of the distribution $\mu_{x_{1}, \ldots, x_{n}}$ in such a situation as a "non-commutative probability measure", but actually we have no idea what this should mean. As a kind of analytic substitute, we will try to analyze the distribution of $\left(x_{1}, \ldots, x_{n}\right)$ by investigating the analytic distributions of all $p\left(x_{1}, \ldots, x_{n}\right)$ for a large class of selfadjoint functions of $x_{1}, \ldots, x_{n}$. Clearly, the more functions we can deal with, the better we understand $\mu_{x_{1}, \ldots, x_{n}}$. Looking on polynomials and rational functions is a first step in this direction.

## 2 Random Matrices

Random matrices are $N \times N$ matrices, whose entries are chosen randomly (according to a prescribed distribution). Usually, one looks on sequences of such matrices for growing $N$. One of the basic observations in the subject is that for $N \rightarrow \infty$ something interesting happens. Before becoming more concrete on this, let us give a bit of history of the subject.


Fig. 1 The Oberwolfach workshop "Random Matrices" in 2000 was one of the first general appearances of the subject in mathematics. (Source: Archives of the Mathematisches Forschungsinstitut Oberwolfach.)

### 2.1 Some History

1928 Wishart introduced random matrices in statistics, for finite $N$;
1955 Wigner introduced random matrices in physics, for a statistical description of nuclei of heavy atoms, and investigated the $N \rightarrow \infty$ asymptotics of these "Wigner matrices";
1967

1972
since 2000 Marchenko and Pastur described the $N \rightarrow \infty$ asymptotics of "Wishart matrices";
Montgomery and Dyson discovered relation between zeros of the Riemann zeta function and eigenvalues of random matrices; random matrix theory developed into a central subject in mathematics, with many different connections (Fig. 1).

### 2.2 Wigner's Semi-circle Law

As said before, random matrices are sequences of $N \times N$ matrices whose entries are chosen randomly (according to a prescribed distribution). A fundamental observation in the subject is that many random matrices show for $N \rightarrow \infty$ almost surely a deterministic (and interesting) behaviour. Let us give an example for this via one of the most important random matrix ensembles, the Wigner matrices, which were introduced by Eugene Wigner in 1955 [38].
Definition 4 A Wigner random matrix $X_{N}=\frac{1}{\sqrt{N}}\left(x_{i j}\right)_{i, j=1}^{N}$ is a real random matrix, which is symmetric $\left(X_{N}^{*}=X_{N}\right.$, i.e. $x_{i j}=x_{j i}$ for all $\left.i, j=1, \ldots, N\right)$
and apart from this symmetry condition all its entries $\left\{x_{i j} \mid 1 \leq i \leq j \leq N\right\}$ are chosen independent and identically distributed.

Surprisingly, the common distribution of the entries does not matter for many results. The nicest distribution is the Gaussian (which leads to what is called "Gaussian orthogonal ensemble" GOE). We will here instead produce our random matrices by independent coin tosses for the entries; i.e., our common distribution for the entries is the symmetric Bernoulli distribution $\frac{1}{2} \delta_{-1}+\frac{1}{2} \delta_{+1}$. Here is one realization (via independent coin tosses by the authors) for such a $10 \times 10$ Wigner matrix:

$$
\frac{1}{\sqrt{10}}\left(\begin{array}{cccccccccc}
1 & -1 & -1 & 1 & -1 & 1 & -1 & -1 & -1 & 1 \\
-1 & 1 & -1 & -1 & 1 & 1 & -1 & 1 & 1 & 1 \\
-1 & -1 & 1 & 1 & -1 & 1 & 1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 & 1 & 1 & -1 & -1 & -1 & 1 \\
-1 & 1 & -1 & 1 & -1 & -1 & -1 & -1 & 1 & 1 \\
1 & 1 & 1 & 1 & -1 & 1 & 1 & -1 & 1 & 1 \\
-1 & -1 & 1 & -1 & -1 & 1 & 1 & 1 & -1 & 1 \\
-1 & 1 & 1 & -1 & -1 & -1 & 1 & -1 & -1 & -1 \\
-1 & 1 & -1 & -1 & 1 & 1 & -1 & -1 & 1 & -1 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & -1 & -1 & 1
\end{array}\right)
$$

The main quantity one is usually interested in for (random) matrices are the eigenvalues. For a matrix $A \in M_{N}(\mathbb{C})$, the information about its eigenvalues $\lambda_{1}, \ldots, \lambda_{N}$ (counted with multiplicity) is encoded in the empirical eigenvalue distribution

$$
\mu_{A}=\frac{1}{N} \sum_{i=1}^{N} \delta_{\lambda_{i}} .
$$

Note that this probability measure is nothing but the analytical distribution of $A$ with respect to the normalized trace $\operatorname{tr}_{N}$ in case $A$ is selfadjoint.

The left picture in Fig. 2 shows the histogram of the 10 eigenvalues for the above matrix. Of course, since the matrix is random, the eigenvalue distribution is also random, so depends on the chosen realization. The right picture in Fig. 2 is the histogram of the 10 eigenvalues of another such matrix created by coin tosses.

Clearly, the two pictures do not have much similarity. But now let's do the same for two different realizations of a $100 \times 100$ matrix, see Fig. 3, and for two different realizations of a $3000 \times 3000$ matrix, see Fig. 4. (Instead of tossing coins we preferred in those cases to use matlab for producing the matrices.)

Those histograms should make clear what we mean with the statement that for $N \rightarrow \infty$ the eigenvalue distribution of a Wigner matrix converges almost surely to a deterministic limit $\mu$ (which is called "semicircle distribution"); more precisely, we have that $\mu_{X_{N}}$ converges in the weak topology for probability measures to $\mu$


Fig. 2 The histogram of the 10 eigenvalues of a $10 \times 10$-Wigner matrix; for two different realizations of the matrix


Fig. 3 The histogram of the 100 eigenvalues of a $100 \times 100$-Wigner matrix; for two different realizations of the matrix


Fig. 4 The histogram of the 3000 eigenvalues of a $3000 \times 3000$-Wigner matrix; for two different realizations of the matrix
(and this happens for almost all realizations of $X_{N}$ ). This almost sure convergence is a concrete instance of concentration phenomena in high dimensions and is usually not too hard to prove. What is more interesting is the determination and description of this deterministic limit $\mu$. Let us address the question how we can describe the limit.

### 2.3 Convergence in Distribution to the Large N Limit

In the above treated one-matrix case $X_{N}$, the usual classical way of describing the almost sure limit of $\mu_{X_{N}}$ is by a probability measure $\mu$. Here is an alternative to this, which we will favor in the following: instead of just describing $\mu$, we try to find some nice operator $x$ on a Hilbert space $\mathscr{H}$ with state $\varphi$ such that the distribution of $x$ with respect to $\varphi$ coincides with $\mu$; i.e. that $\mu=\mu_{x}$; then we can say that $X_{N}$ converges to $x$ in distribution. Note that this is like in the classical central limit theorem where often one prefers to talk about the convergence of normalized sums to a normal variable instead of just saying that the distribution of the normalized sums converge to a normal distribution.

Of course, this is just language. However, in the multi-variate non-commutative case this shift in perspective is more fundamental. So let us consider two independent copies $X_{N}, Y_{N}$ of our Wigner matrices. As those do not commute, there is no nice analytic object describing their joint distribution (which is given by all mixed moments with respect to $\operatorname{tr}_{N}$ ) and hence the determination of the almost sure limit of $\mu_{X_{N}, Y_{N}}$ would consist in trying to find some (combinatorial) description of the limits of the moments. Again, we propose an alternative: try to find some nice operators $x, y$ on a Hilbert space with some state $\varphi$, such that almost surely

$$
\lim _{N \rightarrow \infty} \operatorname{tr}_{N}\left(q\left(X_{N}, Y_{N}\right)\right)=\varphi(q(x, y))
$$

for all monomials, and hence for all polynomials, $q$. Then we can say again that the pair $\left(X_{N}, Y_{N}\right)$ converges in distribution to the pair $(x, y)$.

The question is of course how big are our chances to have such nice limiting operators. Note that the important point here is "nice"; by the GNS-construction we can always find some abstract operators somewhere out there with the correct limiting moments. What we really want are operators, which can be handled and are useful.

The surprising fact in this context is the fundamental observation of Voiculescu [35] from 1991 that indeed limits of random matrices can often be described by "nice" and "interesting" operators on Hilbert spaces. (Actually, those operators describe usually interesting von Neumann algebras, which was the initial starting point of Voiculescu.)

### 2.4 Semi-circle Law and One-Sided Shift

Figure 5 shows again the histogram of our large Wigner matrices compared to the semicircle density.

We claim that the real part of one of the most important Hilbert space operators - if suitably rescaled - has actually this semicircle distribution. More precisely, in this case our limit operator $x$ can be written in the form $x=l+l^{*}$, where $l$ is the


Fig. 5 Wigner's Theorem [38] says that the empirical eigenvalue distribution of Wigner matrices converges to the semicircle distribution; the Theorem of Füredi and Komlós [15] says that we also have almost sure convergence of the operator norms; i.e., there are no outlier eigenvalues outside the limit spectrum
one-sided shift on the Hilbert space $\bigoplus_{n \geq 0} \mathbb{C} e_{n}$ with orthonormal basis $\left(e_{n}\right)_{n \in \mathbb{N}_{0}}$; the action of the shift is given by the action on the basis: $l e_{n}=e_{n+1}$ for all $n \in \mathbb{N}_{0}$; this implies that the action of the adjoint operator $l^{*}$ is given by: $l^{*} e_{n+1}=e_{n}$ for all $n \in \mathbb{N}_{0}$ and $l^{*} e_{0}=0$. A canonical state on the algebra generated by those operators is the vector state $\varphi(a)=\left\langle e_{0}, a e_{0}\right\rangle$, corresponding to the distinguished basis element $e_{0}$. It turns out (and is actually a nice exercise) that the moments of $x$ with respect to $\varphi$ are given by the moments of the semicircle distribution; namely both are equal to the famous Catalan numbers. More concretely, odd moments are zero in both cases and for even moments we have

$$
\varphi\left(x^{2 n}\right)=\frac{1}{n+1}\binom{2 n}{n}=\frac{1}{2 \pi} \int_{-2}^{+2} t^{2 n} \sqrt{4-t^{2}} d t
$$

In our language, we can now express the theorem of Wigner from 1955 [38] by saying that $X_{N} \rightarrow x$. Wigner did not equate the limiting moments of the Wigner matrices to the moments of our operator $x$, but just calculated them as the Catalan numbers.

We want to point out that the eigenvalue distribution $\mu_{X_{N}}$ gives only the averaged behaviour over all eigenvalues and its limiting behaviour does not allow to infer what happens to the largest eigenvalues of our Wigner matrices. Wigner's semicircle law would still allow that there is one exceptional large eigenvalue which has nothing to do with the limiting spectrum $[-2,+2]$. The mass $1 / N$ of such an eigenvalue would disappear in the limit. However, there have been strengthenings of Wigner's result, which also tell us that such outliers are almost surely non-existent. More precisely, Füredi and Komlós showed in 1981 [15] that almost surely the largest eigenvalue of $X_{N}$ converges to the edge of the spectrum, namely 2. Since
the operator norm of the limit operator is $2,\|x\|=2$, we can paraphrase the result of Füredi and Komlós in our language as $\left\|X_{N}\right\| \rightarrow\|x\|$ almost surely.

### 2.5 Several Independent Wigner Matrices and Full Fock Space

Let us now consider the multi-variate situation. Voiculescu showed in [35] that the limit of two independent Wigner matrices $X_{N}, Y_{N}$ can be described by a canonical multi-dimensional version of the one-sided shift; namely, by two copies of the onesided shift in different directions. More precisely, we consider now the full Fock space $\mathscr{F}(\mathscr{H})$ over an underlying Hilbert space $\mathscr{H}$, given by

$$
\mathscr{F}(\mathscr{H}):=\bigoplus_{n=0}^{\infty} \mathscr{H}^{8 n}
$$

where $\mathscr{H}^{\otimes 0}$ is a one-dimensional Hilbert space which we write in the form $\mathscr{H}^{\otimes 0}=$ $\mathbb{C} \Omega$ for some distinguished unit vector of norm one; $\Omega$ is usually called the vacuum vector. On this full Fock space one has, for each $f \in \mathscr{H}$, a creation operator $l(f)$ given by

$$
l(f) \Omega=f, \quad l(f) f_{1} \otimes \cdots \otimes f_{n}=f \otimes f_{1} \otimes \cdots \otimes f_{n}
$$

The adjoint of $l(f)$ is the annihilation operator $l^{*}(f)$, i.e. $l(f)^{*}=l^{*}(f)$, which is given by

$$
l^{*}(f) \Omega=0, \quad l^{*}(f) f_{1} \otimes \cdots \otimes f_{n}=\left\langle f, f_{1}\right\rangle f_{2} \otimes \cdots \otimes f_{n}
$$

where, in particular, $l^{*}(f) f_{1}=\left\langle f, f_{1}\right\rangle \Omega$. Let $g_{1}$ and $g_{2}$ be two orthogonal unit vectors in $\mathscr{H}$, then we put $x:=l\left(g_{1}\right)+l^{*}\left(g_{1}\right)$ and $y:=l\left(g_{2}\right)+l^{*}\left(g_{2}\right)$. Again, we have a canonical state given by the vacuum vector $\Omega, \varphi(a)=\langle\Omega, a \Omega\rangle$. It turns now out (as a special case of Voiculescu's result [35] on asymptotic freeness) that we have $\left(X_{N}, Y_{N}\right) \rightarrow(x, y)$. Note that both $x$ and $y$ have with respect to $\varphi$ a semicircular distribution; the basis vectors $e_{n}$ from the one-sided shift correspond in the present setting to $g_{1}^{\otimes n}$ (for $x$ ) or to $g_{2}^{\otimes n}$ (for $y$ ).

Let us point out that in the same way as the one sided-shift $l$ is one of the most important operators in single operator theory, the creation operators $l\left(g_{1}\right)$ and $l\left(g_{2}\right)$ are actually important (and nice) operators in the theory of operator algebras; they are closely related to the Cuntz algebra, which is one of the most important $C^{*}$ algebras and their real parts generate as von Neumann algebra the free group factor $L\left(\mathbb{F}_{2}\right)$, which is a main object of interest in Voiculescu's free probability theory.


Fig. 6 Voiculescu's multivariate version of Wigner's Theorem says that the empirical eigenvalue distribution of $p\left(X_{N}, Y_{N}\right)$ for two independent Wigner matrices converges to the distribution of $p(x, y)$; the Theorem of Haagerup and Thorbjørnsen [18] says that we also have almost sure convergence of the operator norms; i.e., there are no outlier eigenvalues outside the limit spectrum. Here we have $p(x, y)=x y+y x+x^{2}$

As indicated at the end of Sect. 1, in order to get a better understanding of the limit distribution $\mu_{x, y}$ we will now try to deal with selfadjoint polynomials $p(x, y)$ in $x$ and $y$. The convergence in distribution of $\left(X_{N}, Y_{N}\right)$ to $(x, y)$ implies that also $p\left(X_{N}, Y_{N}\right)$ converges to $p(x, y)$ for all such polynomials. For example, consider the polynomial $p(x, y)=x y+y x+x^{2}$. Then the theorem of Voiculescu tells us that $p\left(X_{N}, Y_{N}\right) \rightarrow p(x, y)$. This is again something which can be visualized by comparing the histogram of eigenvalues of $p\left(X_{N}, Y_{N}\right)=X_{N} Y_{N}+Y_{N} X_{N}+X_{N}^{2}$ with the analytic distribution of the selfadjoint operator $p(x, y)=x y+y x+x^{2}$; see Fig. 6. At the moment it should not be clear to the reader how to get the distribution of $p(x, y)$ explicitly; understanding how we can get the dotted curve in Fig. 6 will be one of the main points of the rest of this article.

Again, the behavior of the largest eigenvalue of $p\left(X_{N}, Y_{N}\right)$ is not captured by Voiculescu's result on the convergence in distribution of $\left(X_{N}, Y_{N}\right)$ to $(x, y)$. As in the classical case, there is some strengthening, which addresses this question. Namely, Haagerup and Thorbjørnsen have shown in [18] that we have almost sure convergence of the largest eigenvalue $\left\|p\left(X_{N}, Y_{N}\right)\right\|$ to the corresponding limit quantity $\|p(x, y)\|$. Whereas in the one-dimensional case we are only dealing with one limiting probability measure, for which the edge of the spectrum is clear, in the present, multivariate case we want now a statement covering a whole family of probability measures $\mu_{p}$ varying with the considered polynomial $p$; since we have no concrete description of those measures, there is also no explicit description of the edge of the support of those measures in useful classical terms - in the noncommutative setting, however, this can be easily described as the operator norm of $p(x, y)$.

### 2.6 Are Those Limit Operators x, y Really Useful?

Still one might have the feeling that talking about operators as the limit of the $X_{N}, Y_{N}$ instead of limits of distributions of $p\left(X_{N}, Y_{N}\right)$ might be more an issue of language than real insights. So the question remains: What are those limit operators good for? Here are some supporting facts in favour of their relevance.

Theorem 1 ([35]) For many random matrix models $X_{N}, Y_{N}$ (like for independent Wigner matrices) the limit operators $x, y$ are free in the sense of Voiculescu's free probability theory.

The notion of "freeness" is defined as follows: let $(\mathscr{A}, \varphi)$ be any non-commutative probability space; a family $\left(\mathscr{A}_{i}\right)_{i \in I}$ of unital subalgebras of a $\mathscr{A}$ is called free, if $\varphi\left(a_{1} \cdots a_{k}\right)=0$ holds whenever we have $a_{j} \in \mathscr{A}_{i_{j}}$ and $\varphi\left(a_{j}\right)=0$ for $j=1, \ldots, k$ with some $k \in \mathbb{N}$ and indices $i_{1}, \ldots, i_{k} \in I$ satisfying $i_{1} \neq i_{2} \neq \cdots \neq i_{k}$; accordingly, a family $\left(x_{i}\right)_{i \in I}$ of non-commutative random variables in $\mathscr{A}$ is called free, if $\left(\mathscr{A}_{i}\right)_{i \in I}$ is free in the previous sense, where $\mathscr{A}_{i}$ denotes the subalgebra of $\mathscr{A}$ generated by $1_{\mathscr{A}}$ and $x_{i}$. For more details the reader should consult some of the references [21, 30, 31, 36] for the subject. Here, we want to emphasize that free probability theory has developed a couple of tools to work effectively with free random variables. In particular, for $x$ and $y$ free we have

- free convolution: the distribution of $x+y$ can effectively be calculated in terms of the distribution of $x$ and the distribution of $y$;
- matrix-valued free convolution: the matrix-valued distribution of $\alpha_{0} \otimes 1+\alpha_{1} \otimes$ $x+\alpha_{2} \otimes y$ (where the coefficients $\alpha_{0}, \alpha_{1}, \alpha_{2}$ are now not just complex numbers, but matrices of arbitrary size) can be calculated in terms of the distribution of $x$ and the distribution of $y$.

Still, this does not sound like a convincing argument in favour of $x, y$. What we want is to be able to deal with arbitrary polynomials in $x$ and $y$. The above tells us that we can deal with linear polynomials in $x$ and $y$, which seems to be much less. However, the fact the we have included the matrix-valued version above has striking consequences if we combine this with some powerful techniques of purely algebraic nature, which we summarize here for the sake of simplicity under the name "linearization". The latter is of such a fundamental relevance that we will treat it in a section of its own.

## 3 Linearization and the Calculation of the Distribution of $p(x, y)$

### 3.1 Idea of Linearization

The linearization philosophy says that we can transform a non-linear problem into a matrix-valued linear problem. More precisely, if we want to understand a nonlinear polynomial $p\left(x_{1}, \ldots, x_{m}\right)$ in non-commuting variables $x_{1}, \ldots, x_{m}$, then we can assign to it (in a non-unique way) a linear polynomial $\hat{p}:=\alpha_{0} \otimes 1+\alpha_{1} \otimes$ $x_{1}+\cdots+\alpha_{m} \otimes x_{m}$ (where we have to allow matrix-valued coefficients), such that $\hat{p}$ contains all "relevant information" about $p\left(x_{1}, \ldots, x_{m}\right)$; note that $\hat{p}$ is by definition an element of $M_{n}(\mathbb{C}) \otimes \mathbb{C}\left\langle x_{1}, \ldots, x_{m}\right\rangle$ for some $n$, but we usually identify that space with $M_{n}\left(\mathbb{C}\left\langle x_{1}, \ldots, x_{m}\right\rangle\right)$. Relevant information for us is the spectrum of the operators, hence we would like to decide whether $p\left(x_{1}, \ldots, x_{m}\right)$, and more generally $z-p\left(x_{1}, \ldots, x_{m}\right)$ for $z \in \mathbb{C}$, is invertible. To see how such questions on invertibility can be shifted from $p\left(x_{1}, \ldots, x_{m}\right)$ to some $\hat{p}$ let us consider some examples.
Example 2 Consider first the simple polynomial $p(x, y)=x y$. We try to decide for which $z \in \mathbb{C}$ the element $z-x y$ is invertible. For this we write

$$
\left(\begin{array}{cc}
z-x y & 0  \tag{2}\\
0 & 1
\end{array}\right)=\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
z & -x \\
-y & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
y & 1
\end{array}\right) .
$$

Of course, $z-x y$ is invertible if and only if the matrix on the left-hand side is invertible. On the right-hand side we have a product of three matrices; however, the first and the third are always invertible, as one has for all $x$ and all $y$

$$
\left(\begin{array}{ll}
1 & x \\
0 & 1
\end{array}\right)^{-1}=\left(\begin{array}{cc}
1 & -x \\
0 & 1
\end{array}\right), \quad\left(\begin{array}{ll}
1 & 0 \\
y & 1
\end{array}\right)^{-1}=\left(\begin{array}{cc}
1 & 0 \\
-y & 1
\end{array}\right)
$$

Hence $z-x y$ is invertible if and only if the middle matrix

$$
\left(\begin{array}{cc}
z & -x \\
-y & 1
\end{array}\right)=\left(\begin{array}{ll}
z & 0 \\
0 & 0
\end{array}\right)-\left(\begin{array}{cc}
0 & x \\
y & -1
\end{array}\right)=\Lambda(z)-\hat{p}
$$

is invertible, where we put

$$
\Lambda(z)=\left(\begin{array}{ll}
z & 0 \\
0 & 0
\end{array}\right) \quad \text { and } \quad \hat{p}=\left(\begin{array}{cc}
0 & x \\
y & -1
\end{array}\right)=\left(\begin{array}{cc}
0 & 0 \\
0 & -1
\end{array}\right) \otimes 1+\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) \otimes x+\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right) \otimes y .
$$

But this $\hat{p}$ is now a matrix-valued linear polynomial in $x$ and $y$. Furthermore, we infer from the identity (2) that the resolvent $(z-x y)^{-1}$ appears as the $(1,1)$-entry of the $2 \times 2$-matrix $(\Lambda(z)-\hat{p})^{-1}$.
Example 3 Let us consider now the more interesting $p(x, y)=x y+y x+x^{2}$ and ask for which $z \in \mathbb{C}$ the element $z-p(x, y)$ becomes invertible. Again we have a factorization into linear terms on matrix level

$$
\left(\begin{array}{cccc}
z-p(x, y) & 0 & 0  \tag{3}\\
0 & 0 & 1 \\
0 & 1 & 0
\end{array}\right)=\left(\begin{array}{ccc}
1 & y+\frac{x}{2} & x \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
z & -x & -y-\frac{x}{2} \\
-x & 0 & 1 \\
-y-\frac{x}{2} & 1 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
y+\frac{x}{2} & 1 & 0 \\
x & 0 & 1
\end{array}\right) .
$$

As before the first and third term are triangular matrices which are always invertible; indeed,

$$
\left(\begin{array}{rrr}
1 & 0 & 0 \\
y+\frac{x}{2} & 1 & 0 \\
x & 0 & 1
\end{array}\right)^{-1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
-y-\frac{x}{2} & 1 & 0 \\
-x & 0 & 1
\end{array}\right) \quad \text { and } \quad\left(\begin{array}{ccc}
1 & y+\frac{x}{2} & x \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)^{-1}=\left(\begin{array}{ccc}
1-y-\frac{x}{2} & -x \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Hence $p(x, y)=x y+y x+x^{2}$ is invertible if and only if the $3 \times 3$-matrix valued linear polynomial

$$
\left(\begin{array}{ccc}
z & -x & -y-\frac{x}{2} \\
-x & 0 & 1 \\
-y-\frac{x}{2} & 1 & 0
\end{array}\right)=\left(\begin{array}{lll}
z & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)-\left(\begin{array}{ccc}
0 & x & y+\frac{x}{2} \\
x & 0 & -1 \\
y+\frac{x}{2} & -1 & 0
\end{array}\right)=\Lambda(z)-\hat{p}
$$

is invertible, where we put

$$
\Lambda(z)=\left(\begin{array}{lll}
z & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

and

$$
\hat{p}=\left(\begin{array}{ccc}
0 & x & y+\frac{x}{2} \\
x & 0 & -1 \\
y+\frac{x}{2} & -1 & 0
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & -1 & 0
\end{array}\right) \otimes 1+\left(\begin{array}{ccc}
0 & 1 & \frac{1}{2} \\
1 & 0 & 0 \\
\frac{1}{2} & 0 & 0
\end{array}\right) \otimes x+\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \otimes y .
$$

One should note that also the value of the inverse can be read off from inverting $\hat{p}$. Namely, we can easily infer from (3) that the resolvent $(z-p(x, y))^{-1}$ is the $(1,1)$-entry of the $3 \times 3$-matrix $(\Lambda(z)-\hat{p})^{-1}$.

All the above can now actually be generalized to any polynomial $p(x, y)$. In view of the previous examples, this requires, of course, to have some general rule to produce matricial factorizations like in (2) and (3). For clarifying these relations, it is helpful to consider a block decomposition of the considered linearization $\hat{p}$ of the form

$$
\hat{p}=\left(\begin{array}{ll}
0 & u  \tag{4}\\
v & Q
\end{array}\right)
$$

where the zero block in the upper left corner is of size $1 \times 1$ and all other blocks are of appropriate size. In each of the previous examples, we may observe

1. that the block $Q$ is invertible without any conditions on $x$ and $y$ and
2. that its inverse $Q^{-1}$ satisfies $p(x, y)=-u Q^{-1} v$.

Furthermore, we see that with these notations, the factorizations (2) and (3) take now the general form

$$
\left(\begin{array}{cc}
z-p(x, y) & 0  \tag{5}\\
0 & -Q
\end{array}\right)=\left(\begin{array}{cc}
1 & -u Q^{-1} \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
z & -u \\
-v & -Q
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
-Q^{-1} v & 1
\end{array}\right) .
$$

In this abstract frame, we can repeat the computations, which were carried out in the previous examples; this yields

$$
\left(\begin{array}{cc}
(z-p(x, y))^{-1} & 0  \tag{6}\\
0 & -Q^{-1}
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
Q^{-1} v & 1
\end{array}\right)\left(\left(\begin{array}{ll}
z & 0 \\
0 & 0
\end{array}\right)-\hat{p}\right)^{-1}\left(\begin{array}{ll}
1 & u Q^{-1} \\
0 & 1
\end{array}\right)
$$

and finally

$$
(z-p(x, y))^{-1}=\left[(\Lambda(z)-\hat{p})^{-1}\right]_{1,1} \quad \text { with } \quad \Lambda(z)=\left(\begin{array}{ll}
z & 0  \tag{7}\\
0 & 0
\end{array}\right)
$$

In fact, the validity of the factorization (5) and thus the validity of the formulas in (6) and (7) only depend on the properties formulated in Item 1 and Item 2. This is known under the name Schur-complement formula and it allows us to generalize our arguments given above to any non-commutative polynomial $p\left(x_{1}, \ldots, x_{m}\right)$ in finitely many variables $x_{1}, \ldots, x_{m}$. For this, however, we need to be sure that $p\left(x_{1}, \ldots, x_{m}\right)$ enjoys a representation of the form

$$
\begin{equation*}
p\left(x_{1}, \ldots, x_{m}\right)=-u Q^{-1} v \tag{8}
\end{equation*}
$$

with vectors $u, v$ and an invertible matrix $Q$ of compatible sizes, which are (affine) linear in the variables $x_{1}, \ldots, x_{m}$. According to (4), finding such a representation of $p\left(x_{1}, \ldots, x_{m}\right)$ is all we need in order to produce a linearization $\hat{p}$.

Theorem 2 Each non-commutative polynomial $p\left(x_{1}, \ldots, x_{m}\right)$ admits a representation of the form (8). It can be constructed in the following way:

1. If $p\left(x_{1}, \ldots, x_{m}\right)$ is a monomial of the form

$$
p\left(x_{1}, \ldots, x_{m}\right)=\lambda x_{i_{1}} x_{i_{2}} \cdots x_{i_{k}}
$$

with $\lambda \in \mathbb{C}, k \geq 1$, and $i_{1}, \ldots, i_{k} \in\{1, \ldots, m\}$, then
2. If polynomials $p_{1}\left(x_{1}, \ldots, x_{m}\right), \ldots, p_{k}\left(x_{1}, \ldots, x_{m}\right)$ have representations

$$
p_{j}\left(x_{1}, \ldots, x_{m}\right)=-u_{j} Q_{j}^{-1} v_{j} \quad \text { for } j=1, \ldots, k
$$

then their sum

$$
p\left(x_{1}, \ldots, x_{m}\right):=p_{1}\left(x_{1}, \ldots, x_{m}\right)+\cdots+p_{k}\left(x_{1}, \ldots, x_{m}\right)
$$

is represented by

$$
p\left(x_{1}, \ldots, x_{m}\right)=-\left(u_{1} \ldots u_{k}\right)\left(\begin{array}{ccc}
Q_{1} & & 0 \\
& \ddots & \\
0 & & Q_{k}
\end{array}\right)^{-1}\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{k}
\end{array}\right)
$$

3. If $p$ is selfadjoint and

$$
p\left(x_{1}, \ldots, x_{m}\right)=-u Q^{-1} v
$$

any representation, then

$$
p\left(x_{1}, \ldots, x_{m}\right)=-\left(\frac{1}{2} u v^{*}\right)\left(\begin{array}{cc}
0 & Q^{*} \\
Q & 0
\end{array}\right)^{-1}\binom{\frac{1}{2} u^{*}}{v}
$$

yields another representation, which induces via (4) a selfadjoint linearization $\hat{p}$ of $p\left(x_{1}, \ldots, x_{m}\right)$.
The previous theorem constitutes the alternative approach of Anderson [2] to the "linearization trick" of [17, 18]. Whereas the original algorithm in [17, 18] was quite
complicated and did not preserve selfadjointness, Anderson's version streamlines their arguments and respects also selfadjointness. Let us summarize.
Theorem $3([2,17,18])$ Every polynomial $p\left(x_{1}, \ldots, x_{m}\right)$ has a (non-unique) linearization

$$
\hat{p}=\alpha_{0} \otimes 1+\alpha_{1} \otimes x_{1}+\cdots+\alpha_{m} \otimes x_{m},
$$

such that

$$
\left(z-p\left(x_{1}, \ldots, x_{m}\right)\right)^{-1}=\left[(\Lambda(z)-\hat{p})^{-1}\right]_{1,1}, \quad \text { where } \quad \Lambda(z)=\left(\begin{array}{cccc}
z & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right)
$$

If $p$ is selfadjoint, then $\hat{p}$ can also be chosen selfadjoint (meaning that the matrices $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{m}$ appearing in $\hat{p}$ are all hermitian).

### 3.2 Calculation of the Distribution of $p(x, y)$

Let us now come back to our problem of calculating the distribution of a selfadjoint polynomial $p(x, y)$ in two free variables $x$ and $y$. The distribution $\mu_{p}$ of $p=p(x, y)$ is a probability measure and the information about such probability measures is often encoded in certain functions: whereas in classical probability theory the function of our choice is usually the Fourier transform, in free probability and random matrix theory it is more adequate to use the so-called Cauchy transform; for any Borel probability measure $\mu$ on the real line $\mathbb{R}$, this is the analytic function

$$
G_{\mu}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{-}, \quad z \mapsto \int_{\mathbb{R}} \frac{1}{z-t} d \mu(t)
$$

which is defined on the upper complex half plane $\mathbb{C}^{+}=\{z \in \mathbb{C} \mid \Im(z)>0\}$ and whose values lie all in the lower complex half plane $\mathbb{C}^{-}=\{z \in \mathbb{C} \mid \Im(z)<0\}$. Note that the Cauchy transform $G_{\mu}$ differs only by a minus sign from the so-called Stieltjes transform $S_{\mu}: \mathbb{C}^{+} \rightarrow \mathbb{C}^{+}$, which is the more familiar object in random matrix theory. It is an important fact that the measure $\mu$ can be recovered from $G_{\mu}$ by the so-called Stieltjes inversion formula: for each $\epsilon>0$, we have an absolutely continuous probability measure $\mu_{\epsilon}$ given by

$$
d \mu_{\epsilon}(t)=-\frac{1}{\pi} \Im\left(G_{\mu}(t+i \epsilon)\right) d t
$$

and $\mu_{\epsilon}$ converges weakly to $\mu$ as $\epsilon \searrow 0$, in the sense that

$$
\int_{\mathbb{R}} f(t) d \mu(t)=\lim _{\epsilon \searrow 0} \int_{\mathbb{R}} f(t) d \mu_{\epsilon}(t)
$$

for all bounded continuous functions $f: \mathbb{R} \rightarrow \mathbb{C}$. Thus, knowing the Cauchy transform of a probability measure is equivalent to the knowledge of the measure itself. Note that for the analytic distribution $\mu_{x}$ of some selfadjoint $x$ in a $C^{*}$ probability space $(\mathscr{A}, \varphi)$ we have $G_{\mu_{x}}(z)=\varphi\left((z-x)^{-1}\right)$; we often write $G_{x}$ instead of $G_{\mu_{x}}$.

The method of linearization formulated in Theorem 3 now allows us to connect the wanted Cauchy transform of $p(x, y)$ with its selfadjoint linearization $\hat{p}$ according to

$$
\begin{equation*}
G_{p(x, y)}(z)=\varphi\left((z-p(x, y))^{-1}\right)=\left[(1 \otimes \varphi)\left((\Lambda(z)-\hat{p})^{-1}\right)\right]_{1,1} \tag{9}
\end{equation*}
$$

where $1 \otimes \varphi$ acts entrywise as $\varphi$ on each entry of the corresponding matrix. This puts the original scalar-valued problem concerning $p(x, y)$ into the setting of operator-valued free probability, where the expression $(1 \otimes \varphi)\left((\Lambda(z)-\hat{p})^{-1}\right)$ can be interpreted as (a boundary value of) the operator-valued Cauchy transform of $\hat{p}$ : an operator-valued non-commutative probability space $(\mathscr{A}, E, \mathscr{B})$ consists of a complex unital algebra $\mathscr{A}$ with a distinguished subalgebra $1_{\mathscr{A}} \in \mathscr{B} \subseteq \mathscr{A}$ and a linear map $E: \mathscr{A} \rightarrow \mathscr{B}$, called conditional expectation, which satisfies $E[b]=b$ for all $b \in \mathscr{B}$ and $E\left[b_{1} a b_{2}\right]=b_{1} E[a] b_{2}$ for all $a \in \mathscr{A}, b_{1}, b_{2} \in \mathscr{B}$; this generalizes Definition 1. If $\mathscr{A}$ and $\mathscr{B}$ are even $C^{*}$-algebras and if $E$ is positive in the sense that $E\left[a^{*} a\right] \geq 0$ holds for each $a \in \mathscr{A}$, then $(\mathscr{A}, E, \mathscr{B})$ is called an operator-valued $C^{*}$-probability space, in analogy to Definition 2. In the latter case, if we take any selfadjoint $X \in \mathscr{A}$, then the $\mathscr{B}$-valued Cauchy transform of $X$ is defined by

$$
G_{X}: \mathbb{H}^{+}(\mathscr{B}) \rightarrow \mathbb{H}^{-}(\mathscr{B}), \quad b \mapsto E\left[(b-X)^{-1}\right]
$$

where the upper respectively lower half plane in $\mathscr{B}$ are given by

$$
\mathbb{H}^{+}(\mathscr{B})=\{b \in \mathscr{B} \mid \Im(b)>0\} \quad \text { and } \quad \mathbb{H}^{-}(\mathscr{B})=\{b \in \mathscr{B} \mid \Im(b)<0\}
$$

with $\Im(b)=\frac{1}{2 i}\left(b-b^{*}\right)$. Below, we will also use the so-called $h$-transform of $X$, which is given by

$$
h_{X}: \mathbb{H}^{+}(\mathscr{B}) \rightarrow \overline{\mathbb{H}^{+}(\mathscr{B})}, \quad b \mapsto G_{X}(b)^{-1}-b
$$

Now, if $N$ is the matrix size of the linearization $\hat{p}$, then the underlying $C^{*}$ probability space $(\mathscr{A}, \varphi)$ induces via $\left(M_{N}(\mathbb{C}) \otimes \mathscr{A}, 1 \otimes \varphi, M_{N}(\mathbb{C})\right)$ an operatorvalued $C^{*}$-probability space, in which we may interpret (9) as

$$
G_{p(x, y)}(z)=\lim _{\epsilon \searrow 0}\left[G_{\hat{p}}\left(\Lambda_{\epsilon}(z)\right)\right]_{1,1}, \quad \text { where } \quad \Lambda_{\epsilon}(z)=\left(\begin{array}{cccc}
z & 0 & \ldots & 0 \\
0 & i \epsilon & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & i \epsilon
\end{array}\right) .
$$

Note that the only reason for having introduced the limit $\epsilon \searrow 0$ is that we can move the point $\Lambda(z)$ to $\Lambda_{\epsilon}(z)$, which clearly belongs to the natural domain $\mathbb{H}^{+}\left(M_{N}(\mathbb{C})\right)$ of the $M_{N}(\mathbb{C})$-valued Cauchy transform $G_{\hat{p}}$. Hence, what we need in order to calculate the distribution of the non-linear scalar polynomial $p(x, y)$ is to calculate the operator-valued distribution (via its operator-valued Cauchy transform) of the operator-valued linear polynomial

$$
\hat{p}=\alpha_{0} \otimes 1+\alpha_{1} \otimes x+\alpha_{2} \otimes y .
$$

But this is exactly the realm of operator-valued free convolution (operator-valued freeness is defined in the same way as usual freeness, one just has to replace the state $\varphi$ by the conditional expectation $E$ ), for which we have a well-developed analytic theory [4]. We only need to note that if $x$ and $y$ are free, then $X=\alpha_{0} \otimes 1+\alpha_{1} \otimes x$ and $Y=\alpha_{2} \otimes y$ are free in the operator-valued sense; furthermore their operator-valued Cauchy transforms are determined via the distribution of $x$ and of $y$, respectively, by
$G_{X}(b)=\int_{\mathbb{R}}\left(b-\alpha_{0}-t \alpha_{1}\right)^{-1} d \mu_{x}(t) \quad$ and $\quad G_{Y}(b)=\int_{\mathbb{R}}\left(b-t \alpha_{2}\right)^{-1} d \mu_{y}(t)$.
Theorem 4 ([4]) Consider an operator-valued $C^{*}$-probability space ( $\mathscr{A}, E, \mathscr{B}$ ) and selfadjoint variables $X, Y \in \mathscr{A}$, which are free in the operator-valued sense. Then the operator-valued Cauchy transform of $X+Y$ can be calculated from the operator-valued Cauchy transforms $G_{X}$ and $G_{Y}$ in the following way: there exists a unique pair of (Fréchet-)holomorphic maps $\omega_{1}, \omega_{2}: \mathbb{H}^{+}(\mathscr{B}) \rightarrow \mathbb{H}^{+}(\mathscr{B})$, such that

$$
G_{X}\left(\omega_{1}(b)\right)=G_{Y}\left(\omega_{2}(b)\right)=G_{X+Y}(b), \quad b \in \mathbb{H}^{+}(\mathscr{B})
$$

holds, where the values $\omega_{1}(b)$ and $\omega_{2}(b)$ of the subordination functions $\omega_{1}$ and $\omega_{2}$ at any point $b \in \mathbb{H}^{+}(\mathscr{B})$ are the unique fixed points of the functions

$$
\begin{array}{ll}
f_{b}: \mathbb{H}^{+}(\mathscr{B}) \rightarrow \mathbb{H}^{+}(\mathscr{B}), & w \mapsto h_{Y}\left(b+h_{X}(w)\right)+b, \\
g_{b}: \mathbb{H}^{+}(\mathscr{B}) \rightarrow \mathbb{H}^{+}(\mathscr{B}), & w \mapsto h_{X}\left(b+h_{Y}(w)\right)+b,
\end{array}
$$

and they can be obtained, for any initial point $w \in \mathbb{H}^{+}(\mathscr{B})$, by

$$
\omega_{1}(b)=\lim _{n \rightarrow \infty} f_{b}^{\circ n}(w) \quad \text { and } \quad \omega_{2}(b)=\lim _{n \rightarrow \infty} g_{b}^{\circ n}(w)
$$

By applying this algorithm to $p(x, y)=x y+y x+x^{2}$ and its linearization $\hat{p}=X+Y$ with

$$
X=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & -1 & 0
\end{array}\right) \otimes 1+\left(\begin{array}{lll}
0 & 1 & \frac{1}{2} \\
1 & 0 & 0 \\
\frac{1}{2} & 0 & 0
\end{array}\right) \otimes x, \quad Y=\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right) \otimes y
$$

we produced the distribution of $p(x, y)$ as shown in Fig. 6. One should realize that the solution of the fixed point equations has to be done by numerical methods. Usually there is no hope of finding explicit solutions of those equations. Hence it is important to have a description of the solution which is amenable to easily implementable and controllable numerical methods. The fixed point equations from Theorem 4 provide such a controllable convergent scheme.

### 3.3 Historical Remark

After the successful implementation of the above program it was brought to our attention by J. William Helton and Victor Vinnikov that the linearization trick is not new at all, but a well-known idea in many other mathematical communities, known under various names like

- Higman’s trick ("The units of group rings": Higman 1940 [22])
- recognizable power series (automata theory: Kleene 1956 [28]; Schützenberger 1961 [32]; Fliess 1974 [14]; Berstel and Reutenauer 1984 [7])
- linearization by enlargement (ring theory: Cohn 1985 [10, 11]; Cohn and Reutenauer 1994 [12, 13]; Malcolmson 1978 [29])
- descriptor realization (control theory: Kalman 1963 [26, 27]; Ball, Malakorn, and Groenewald 2005 [3]; Helton, McCullough, and Vinnikov 2006 [20]; Kaliuzhnyi-Verbovetskyi and Vinnikov 2009/2012 [23, 24]; Volcic 2015 [37])

However, in most of those contexts dealing with polynomials is (in contrast to our application in free probability) kind of trivial and the real domain for the linearization idea are non-commutative rational functions. Since our algorithm for calculating the distribution of a polynomial in free variables is actually an algorithm on the level of linearizations, this implies right away that all we have said before should work equally well for non-commutative rational functions in free variables. Let us address these issues in the next section.

## 4 Distributions of Non-commutative Rational Functions in Free Variables

Let us start with giving a bit of background on non-commutative rational functions before we address their distributions.

### 4.1 Non-commutative Rational Functions

Non-commutative rational functions were introduced by Amitsur [1] in 1966, whose methods were developed further by Bergman [6] in 1970, and they were studied extensively by Cohn [10, 11], Cohn and Reutenauer [12, 13], and Malcolmson [29]; see also [23, 24, 37].

Roughly speaking, non-commutative rational functions are given by rational expressions in non-commuting variables, like

$$
r(x, y):=(4-x)^{-1}+(4-x)^{-1} y\left((4-x)-y(4-x)^{-1} y\right)^{-1} y(4-x)^{-1}
$$

where two expressions are considered to be identical, when they can be transformed into each other by algebraic manipulations. The set of all non-commutative rational functions forms a skew field, the so-called free field. This - although it conveys the right idea - does not provide a rigorous definition of non-commutative rational functions to work with, since we presuppose here the existence of the free field as an algebraic frame, in which we can perform our algebraic manipulations. As a kind of substitute for this we can use matrix evaluations:

- Given a non-commutative rational expression $r$ in $m$ variables, we denote by $\operatorname{dom}(r)$ the subset of $\coprod_{n \in \mathbb{N}} M_{n}(\mathbb{C})^{m}$ consisting of all $m$-tuples $\left(X_{1}, \ldots, X_{m}\right)$, for which the evaluation $r\left(X_{1}, \ldots, X_{m}\right)$ is defined; if $\operatorname{dom}(r) \neq \emptyset$, we call the rational expression $r$ non-degenerate.
- Two non-degenerate rational expressions $r_{1}$ and $r_{2}$ in $m$ variables are considered to be equivalent if we have

$$
r_{1}\left(X_{1}, \ldots, X_{m}\right)=r_{2}\left(X_{1}, \ldots, X_{m}\right) \quad \text { for all }\left(X_{1}, \ldots, X_{m}\right) \in \operatorname{dom}\left(r_{1}\right) \cap \operatorname{dom}\left(r_{2}\right)
$$

One can show that the free field is obtained as the set of all equivalence classes of non-degenerate rational expressions, with operations defined on representatives; we refer the reader to [24] for more details.

In the terminology of $[10,11]$, the free field is more precisely the universal skew field of fractions for the ring of non-commutative polynomials in the variables $x_{1}, \ldots, x_{m}$. That non-commutative rational functions form a skew field means that each $r\left(x_{1}, \ldots, x_{m}\right) \neq 0$ is invertible. However, deciding whether $r\left(x_{1}, \ldots, x_{m}\right)=0$
is not an easy task. For example, one has non-trivial rational identities, like

$$
x_{2}^{-1}+x_{2}^{-1}\left(x_{3}^{-1} x_{1}^{-1}-x_{2}^{-1}\right)^{-1} x_{2}^{-1}-\left(x_{2}-x_{3} x_{1}\right)^{-1}=0 .
$$

In the commutative situation, every rational function can be written as a fraction, i.e., the quotient of two polynomials. This is not true any more in the non-commutative case, and in general nested inversions are needed. So in the expression $r(x, y)$ from above we have a two-fold nested inversion. There are other ways of writing $r(x, y)$, but none of them can do without such a nested inversion. Whereas dealing with noncommutative rational functions just on the scalar level seems to be quite involved, going over to a matrix-level makes things again easier. In fact, it turns out that any non-commutative rational function can always be realized in the form of (8), namely in terms of matrices of polynomials, such that only one inverse is involved; in addition, we can achieve that the polynomials in the realization are linear. More precisely, over the free field, we can always find a representation of the form

$$
\begin{equation*}
r\left(x_{1}, \ldots, x_{m}\right)=-u Q\left(x_{1}, \ldots, x_{m}\right)^{-1} v, \tag{10}
\end{equation*}
$$

where $u, v$ are scalar row and column vectors, respectively, and $Q\left(x_{1}, \ldots, x_{m}\right)$ is an invertible matrix of corresponding size, whose entries are affine linear polynomials in the variables $x_{1}, \ldots, x_{m}$. For example, our $r(x, y)$ from above can be represented as

$$
r(x, y)=-\left(\begin{array}{ll}
\frac{1}{2} & 0
\end{array}\right)\left(\begin{array}{cc}
-1+\frac{1}{4} x & \frac{1}{4} y  \tag{11}\\
\frac{1}{4} y & -1+\frac{1}{4} x
\end{array}\right)^{-1}\binom{\frac{1}{2}}{0}
$$

Such representations appear for instance in [13, 29]; in [13], where they go under the name pure linear representations, they were used for an alternative construction of the free field. For non-commutative rational functions $r\left(x_{1}, \ldots, x_{m}\right)$, which are regular at zero (meaning that $0 \in \operatorname{dom}(r)$ holds - at least after suitable algebraic manipulations), such representations are called non-commutative descriptor realizations; see [3, 19, 20, 23, 24, 26, 27, 37].

### 4.2 Linearization for Non-commutative Rational Functions

As we have learned above, a realization like in (10) is according to (4) more or less the same as a linearization; the realization (11) of $r(x, y)$ yields directly a linearization $\hat{r}$ of the form

$$
\hat{r}=\left(\begin{array}{ccc}
0 & \frac{1}{2} & 0 \\
\frac{1}{2} & -1+\frac{1}{4} x & \frac{1}{4} y \\
0 & \frac{1}{4} y & -1+\frac{1}{4} x
\end{array}\right) .
$$

Since this fits into the frame of our machinery for the calculation of distributions, one is tempted to believe that these methods extend also to non-commutative rational functions. This is indeed the case, but there is one hidden subtlety, which requires clarification: representations of the form (10) provide formulas for the non-commutative rational function $r\left(x_{1}, \ldots, x_{m}\right)$ and are thus valid only over the free field; it is not clear, if those formulas remain valid under evaluation of the involved rational expression $r$, i.e., when the variables $x_{1}, \ldots, x_{m}$ of the free field are replaced by elements from any non-commutative probability space $(\mathscr{A}, \varphi)$.

Such questions were addressed in [19]. The focus there was mainly on the case of non-commutative rational functions regular at zero, but most of the arguments pass directly to the frame of [13]. In any case, it turns out that rational identities are not necessarily preserved under evaluations on general algebras $\mathscr{A}$. However, it works well for the important class of stably finite algebras $\mathscr{A}$ (sometimes also addressed as weakly finite): if for $\left(X_{1}, \ldots, X_{m}\right) \in \mathscr{A}^{m}$ both $r\left(X_{1}, \ldots, X_{m}\right)$ is defined and $Q\left(X_{1}, \ldots, X_{m}\right)$ is invertible over $\mathscr{A}$, then $r\left(X_{1}, \ldots, X_{m}\right)=$ $-u Q\left(X_{1}, \ldots, X_{m}\right)^{-1} v$ holds true. Notably, it was proven in [19] that, under certain conditions on the representation (10), the invertibility of $Q\left(X_{1}, \ldots, X_{m}\right)$ is automatically given, whenever $r\left(X_{1}, \ldots, X_{m}\right)$ is defined. It can be shown that if $(\mathscr{A}, \varphi)$ is a $C^{*}$-probability space, endowed with a faithful tracial state $\varphi$, then $\mathscr{A}$ must be stably finite.

When working in such a setting, our machinery applies. For the given $r$, the linearization $\hat{r}$ splits into a term $X$ depending only on $x$ and a term $Y$ depending only on $y$ : i.e., we have $\hat{r}=X+Y$ with

$$
X=\left(\begin{array}{ccc}
0 & \frac{1}{2} & 0 \\
\frac{1}{2} & -1 & 0 \\
0 & 0 & -1
\end{array}\right) \otimes 1+\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \frac{1}{4} & 0 \\
0 & 0 & \frac{1}{4}
\end{array}\right) \otimes x, \quad Y=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & \frac{1}{4} \\
0 & \frac{1}{4} & 0
\end{array}\right) \otimes y
$$

If $x$ and $y$ are free, then $X$ and $Y$ are free in the operator-valued sense, and this is again an operator-valued free convolution problem, which can be solved as before by applying Theorem 4 . The dotted curve in Fig. 7 shows the result of such a calculation for our $r$ from above.

### 4.3 Rational Functions of Random Matrices and Their Limit

In Fig. 7 we compare again the distribution of $r(x, y)$ with the histogram of the eigenvalues of $r\left(X_{N}, Y_{N}\right)$ for independent Wigner matrices $X_{N}, Y_{N}$. One point one has to realize in the context of rational functions is that they cannot be evaluated on all operators. Clearly, we should only plug in operators for which all needed inverses make sense. So we have chosen an $r$ which has two free semicirculars $x$ and $y$ in its domain. (For example, we have to invert $4-x$; this is okay, because the spectrum of $x$ is [-2,2].) If we approximate $x, y$ by $X_{N}, Y_{N}$ we hope that $r\left(X_{N}, Y_{N}\right)$ also


Fig. 7 As in Fig. 6, we consider the convergence of two independent Wigner matrices $X_{N}, Y_{N}$ to two free semicircular operators $x, y$. We have then also for non-commutative rational functions $r$ the almost sure convergence of $r\left(X_{N}, Y_{N}\right)$ to $r(x, y)$ in distribution as well as the convergence of the operator norms - again, there are no outlier eigenvalues outside the limiting spectrum. Here we have $r(x, y)=(4-x)^{-1}+(4-x)^{-1} y\left((4-x)-y(4-x)^{-1} y\right)^{-1} y(4-x)^{-1}$
makes sense, at least for sufficiently large $N$. This is indeed the case, but relies on the fact that we also have good control on the largest eigenvalues. More precisely we have the following statement [39].

Proposition 1 ([39]) Consider selfadjoint random matrices $X_{N}, Y_{N}$ which converge to selfadjoint operators $x, y$ in the following strong sense: for any selfadjoint polynomial $p$ we have almost surely

- $p\left(X_{N}, Y_{N}\right) \rightarrow p(x, y)$ in distribution,
- $\lim _{N \rightarrow \infty}\left\|p\left(X_{N}, Y_{N}\right)\right\|=\|p(x, y)\|$.

Then this strong convergence remains also true for rational functions: Let $r$ be a selfadjoint non-commutative rational expression, such that $r(x, y)$ is defined. Then we have almost surely that

- $r\left(X_{N}, Y_{N}\right)$ is defined eventually for large $N$,
- $r\left(X_{N}, Y_{N}\right) \rightarrow r(x, y)$ in distribution,
- $\lim _{N \rightarrow \infty}\left\|r\left(X_{N}, Y_{N}\right)\right\|=\|r(x, y)\|$.


## 5 Non-selfadjoint Case: Brown Measure

The reader might wonder about our restriction to the case of selfadjoint polynomials (or rational functions). Why not consider arbitrary polynomials in random matrices or their limit operators, like

$$
p\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1} x_{2}+x_{2} x_{3}+x_{3} x_{4}+x_{4} x_{1} ?
$$



Fig. 8 The right plot shows the complex eigenvalues of the polynomial $p\left(X_{1}, X_{2}, X_{3}, X_{4}\right)$ in four independent Wigner matrices, each of size $N=4000$. The left plot shows the Brown measure of the corresponding limit operator $p\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$, calculated with our operator-valued free probability machinery. Here we have $p\left(x_{1}, x_{2}, x_{3}, x_{4}\right)=x_{1} x_{2}+x_{2} x_{3}+x_{3} x_{4}+x_{4} x_{1}$

Of course, we can (say for four independent Wigner matrices) just plug in our random matrices and calculate their eigenvalues. Those are now not real anymore, we will get instead a number of points in the complex plane, as in the right plot of Fig. 8.

The limit of four such independent Wigner matrices is given by four free semicircular elements $s_{1}, s_{2}, s_{3}, s_{4}$. The relevant information about $p:=p\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$ is given by its $*$-distribution, i.e., all moments in $p$ and $p^{*}$. As $p$ and $p^{*}$ do not commute, this information cannot fully be captured by an analytic object, like a probability measure on $\mathbb{C}$. There is no straightforward substitute for the eigenvalue distribution for a non-normal operator. The full information about the non-normal operator $p$ is given by its $*$-distribution, which is a highly non-trivial algebraic object. There is however a projection of this non-commutative algebraic object into the analytic classical world; namely, there exists a probability measure $v_{p}$ on $\mathbb{C}$, which captures some information about the $*$-distribution of $p$, and which is a canonical candidate for the limit of the eigenvalue distribution for the corresponding random matrix approximations. This $v_{p}$ is was introduced by Brown [9] in 1981 for operators in finite von Neumann algebras and is called the Brown measure of the operator $p$ : let $(M, \tau)$ be a tracial $W^{*}$-probability space, i.e., a non-commutative probability space build out of a von Neumann algebra $M$ and a faithful normal tracial state $\tau$ on $M$; for any given $x \in M$,

- the Fuglede-Kadison determinant $\Delta(x)$ is determined by

$$
\log (\Delta(x))=\int_{\mathbb{R}} \log (t) d \mu_{|x|}(t) \in \mathbb{R} \cup\{-\infty\}
$$

where $\mu_{|x|}$ denotes the analytic distribution of the operator $|x|=\left(x^{*} x\right)^{\frac{1}{2}}$ in the sense of (1).

- the Brown measure $\nu_{x}$ is the compactly supported Radon probability measure on $\mathbb{C}$, which is uniquely determined by the condition

$$
\int_{\mathbb{C}} \psi(z) d \nu_{x}(z)=\frac{1}{2 \pi} \int_{\mathbb{C}} \nabla^{2} \psi(z) \log (\Delta(x-z)) d \mathfrak{R}(z) d \mathfrak{F}(z)
$$

for all compactly supported $C^{\infty}$-functions $\psi: \mathbb{C} \rightarrow \mathbb{C}$, where $\nabla^{2} \psi$ denotes the Laplacian of $\psi$, i.e., $\nabla^{2} \psi=\frac{\partial^{2} \psi}{\partial \Re(z)^{2}}+\frac{\partial^{2} \psi}{\partial \Im(z)^{2}}$.

It can be shown that the support of $\nu_{x}$ is always contained in the spectrum of the operator $x$. For matrices, the Brown measure coincides with the eigenvalue distribution. For selfadjoint operators, the Brown measure is just the spectral distribution with respect to the trace.

It turns out that we can refine the algorithm for selfadjoint polynomials or rational functions also to the non-selfadjoint case in order to calculate the Brown measure of arbitrary polynomials or rational functions in free variables. The result of this machinery for the polynomial $p\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$ from above is shown in the left plot of Fig. 8. For more facts about the Brown measure as well as for the details on how free probability allows to calculate it, see [5, 8, 16, 19].

One problem in this context is that the construction of the Brown measure is not continuous with respect to convergence in $*$-distribution, i.e., knowing that our independent Wigner matrices $X_{1}, X_{2}, X_{3}, X_{4}$ converge in $*$-distribution to $s_{1}, s_{2}, s_{3}, s_{4}$ does not guarantee that the Brown measure of $p\left(X_{1}, X_{2}, X_{3}, X_{4}\right)$ converges to the Brown measure of $p\left(s_{1}, s_{2}, s_{3}, s_{4}\right)$. It is an open conjecture that this is indeed the case for all polynomials or even rational functions in independent Wigner matrices.
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# A Review on Comodule-Bialgebras 

Dominique Manchon


#### Abstract

We review some recent applications of the notion of comodule-bialgebra in several domains such as Combinatorics, Analysis and Quantum Field Theory.


## 1 Introduction

Let $\mathcal{B}$ be a unital counital bialgebra over some field $k$. Comodule-bialgebras on $\mathcal{B}$ are bialgebras in the monoidal category of left comodules over $\mathcal{B}$ : if the coalgebra structure of $\mathcal{B}$ is enough to define the notion of left comodule, the algebra structure is needed in order to turn the class of left $\mathcal{B}$-comodules into a monoidal category, which is moreover symmetric under the usual flip of arguments when the bialgebra $\mathcal{B}$ is commutative. More precisely, let $\mathcal{H}$ be another unital counital bialgebra over $k$. We say [31, Definition 2.1.(e)] that $\mathcal{H}$ is a comodule-bialgebra on $\mathcal{B}$ if there exists a linear map

$$
\Phi: \mathcal{H} \rightarrow \mathcal{B} \otimes \mathcal{H}
$$

such that:

- $\Phi$ is a left coaction, i.e. the following diagrams commute:


[^60]

- The coproduct $\Delta_{\mathcal{H}}$ and the counit $\varepsilon_{\mathcal{H}}$ are morphisms of left $\mathcal{B}$-comodules. This amounts to the commutativity of the following two diagrams:

where $\tau_{23}$ stands for the flip of the two middle factors.
- $\Phi$ is a unital algebra morphism. This amounts to say that $m_{\mathcal{H}}$ and $u_{\mathcal{H}}$ are morphisms of left $\mathcal{B}$-comodules, where, as above, the comodule structure on $k$ is given by the unit map $u_{\mathcal{B}}$, and the comodule structure on $\mathcal{H} \otimes \mathcal{H}$ is given by $\widetilde{\Phi}=\left(m_{\mathcal{B}} \otimes \mathrm{Id} \otimes \mathrm{Id}\right) \circ \tau_{23} \circ(\Phi \otimes \Phi)$. In other words, the following two diagrams commute:


The comodule-bialgebra $\mathcal{H}$ is a comodule-Hopf algebra if moreover $\mathcal{H}$ is a Hopf algebra with antipode $S$ such that the following diagram commutes:


Weaker definitions are possible, for example by dropping the co-unitality of the bialgebra $\mathcal{H}$. Examples of non-co-unital comodule-bialgebras will be provided in Sect. 9.

Comodule-bialgebras and comodule-Hopf algebras are ubiquitous in various domains of Mathematics. They arise as soon as a pro-unipotent monoid scheme or group scheme acts on another pro-unipotent monoid or group scheme by morphisms: to be precise, the monoid scheme of characters of $\mathcal{B}$ acts by morphisms on the monoid scheme (resp. the group scheme) of characters of the bialgebra (resp. Hopf algebra) $\mathcal{H}$.

Two main examples of this situation are the following: comodule-bialgebras govern product and composition in mould calculus [14], and also composition and substitution of B-series in numerical analysis [10]. The latter is closely related to product and composition of arborified moulds ${ }^{1}$ [17, 20]. Both group scheme and monoid scheme acting on it are given by characters of the quasi-shuffle algebra for mould calculs, by characters of the algebra of rooted forests for B-series. The group product is given by the deconcatenation (resp. Connes-Kreimer) coproduct, and the monoid product is mould composition (resp. B-series substitution), given by another compatible "internal" coproduct.

We will review the comodule-Hopf algebra structures at play in the two situations mentioned above, and give an account of some interesting generalizations: cycle free graphs [29], posets and finite topological spaces [18]. We will also give a brief account on how comodule-Hopf algebras occur in the theory of regularity structures [24], reflecting the action of the negative renormalization group on the positive renormalization group [3]. Finally, we give an example of an infinite family of comodule-bialgebras, indexed by pairs of integers $(i, j)$ with $1 \leq i<j$, over the same bialgebra. These comodule-bialgebras are not co-unital except for $i=1$.

## 2 The Adjoint Corepresentation

In this Section, following [31, Proposition 2.5] (see also [27, Exercise IX.8.5]), we will give the canonical example of $\mathcal{H}$-comodule-bialgebra structure on $\mathcal{H}$ for any commutative Hopf algebra $\mathcal{H}$. The antipode is necessary: it is the Hopf-algebraic

[^61]counterpart of the action of any group on itself by conjugation:
\[

$$
\begin{aligned}
\kappa: G \times G & \longrightarrow G \\
(\gamma, g) & \longmapsto \gamma g \gamma^{-1} .
\end{aligned}
$$
\]

The coaction $\Phi: \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}$ is given by:

$$
\Phi=\left(m_{\mathcal{H}} \otimes \mathrm{Id}\right) \circ(\mathrm{Id} \otimes S \otimes \mathrm{Id}) \circ \tau_{23} \circ\left(\Delta_{\mathcal{H}} \otimes \mathrm{Id}\right) \circ \Delta_{\mathcal{H}} .
$$

In Sweedler's notation,

$$
\Phi(x)=\sum_{(x)} x_{1} S\left(x_{3}\right) \otimes x_{2}
$$

If $\mathcal{H}$ is not commutative, the adjoint corepresentation $\Phi$ may fail to be an algebra morphism. In that case, $\mathcal{H}$ is only a comodule-coalgebra on itself.

## 3 J. Ecalle's Mould Calculus: Product, Composition, Arborification

We closely follow the original presentation of J. Ecalle in [14, Paragraph 4b]. Let $\Omega$ be an alphabet endowed with a commutative semigroup law written additively: for example we can choose $\Omega=\mathbb{N}^{*}=\{1,2,3, \ldots\}$. A word with letters in $\Omega$ will be denoted by:

$$
\boldsymbol{\omega}=\omega_{1} \cdots \omega_{n}
$$

For later use we denote by $\Omega^{*}$ the monoid of words with letters in $\Omega$. The empty word is denoted by $\mathbf{1}$. The length of $\omega$ is its number $|\omega|=n$ of letters. The weight of the word $\omega$ is the sum of its letters:

$$
\|\boldsymbol{\omega}\|:=\left[\sum_{i=1}^{n} \omega_{i}\right]
$$

where the brackets indicate the internal sum in $\Omega$, in contrast with formal linear combinations which will be widely used in the sequel. The weight takes values in the monoid $\bar{\Omega}:=\Omega \sqcup\{0\}$. The unique word of length and weight zero is the empty word 1. The concatenation of two words $\boldsymbol{\omega}=\omega_{1} \cdots \omega_{p}$ and $\boldsymbol{\omega}^{\prime}=\omega_{p+1} \cdots \omega_{p+q}$ is given by:

$$
\omega \cdot \omega^{\prime}=\omega_{1} \cdots \omega_{p+q}
$$

and we obviously have

$$
\begin{equation*}
\left|\boldsymbol{\omega} \cdot \boldsymbol{\omega}^{\prime}\right|=|\boldsymbol{\omega}|+\left|\boldsymbol{\omega}^{\prime}\right|(\text { addition in } \mathbb{N}), \quad\left\|\boldsymbol{\omega} \cdot \boldsymbol{\omega}^{\prime}\right\|=\|\boldsymbol{\omega}\|+\left\|\omega^{\prime}\right\|(\text { addition in } \bar{\Omega}) . \tag{1}
\end{equation*}
$$

### 3.1 Moulds: Product and Composition

A mould on the alphabet $\Omega$ is a function with values in some commutative unital algebra $\mathcal{A}$, depending on a variable number of variables in $\Omega$. Considering the vector space $\mathcal{H}$ spanned by the words on $\Omega$, a mould (strictly speaking, its linear extension) is a linear map $M$ on $\mathcal{H}$ with values in $\mathcal{A}$. The evaluation of $M$ at a word $\omega$ will be denoted by $M^{\omega}$. Mould multiplication and mould composition are respectively defined by:

$$
\begin{align*}
(M \times N)^{\omega} & =\sum_{\omega^{\prime} \cdot \omega^{\prime \prime}=\omega} M^{\omega^{\prime}} N^{\omega^{\prime \prime}},  \tag{2}\\
(M \circ N)^{\emptyset}=M^{\emptyset}, \quad(M \circ N)^{\omega} & =\sum_{s \geq 1} \sum_{\omega=\omega^{1} \cdots \omega^{s}} M^{\left\|\omega^{1}\right\| \cdots\left\|\omega^{s}\right\|} N^{\omega^{1}} \cdots N^{\omega^{s}} . \tag{3}
\end{align*}
$$

The composition (3) is defined as long as $N^{\emptyset}=0$. Both operations are associative, and composition distributes on the right over multiplication, namely:

$$
\begin{equation*}
\left(M \times M^{\prime}\right) \circ N=(M \circ N) \times\left(M^{\prime} \circ N\right) \tag{4}
\end{equation*}
$$

for any triple of moulds ( $M, M^{\prime}, N$ ). The unit for the product is the mould $\varepsilon$ defined by $\varepsilon^{\emptyset}=1$ and $\varepsilon^{\omega}=0$ for any nontrivial word $\omega$. The unit for composition is the mould $I$ defined by $I^{\omega}=1$ for $\omega \in \Omega$ and $I^{\omega}=0$ if $\omega=\emptyset$ or if $\omega$ is a word of length $\geq 2$.

Whereas the associativity of the mould product is easily checked (it is nothing but the convolution product dual to the deconcatenation coproduct), the two other properties involving mould composition are better seen when the latter is interpreted as a substitution of alphabets: any $\mathcal{A}$-valued mould $M$ gives rise to a word series $[34,35] W^{M}$ given by:

$$
\begin{equation*}
W^{M}:=\sum_{\omega \in \Omega^{*}} M^{\omega} \omega, \tag{5}
\end{equation*}
$$

which obviously determines the mould $M$. The space of noncommutative formal series with variables in $\Omega$ (word series) with coefficients in $\mathcal{A}$ is denoted by $\mathcal{A}\langle\Omega\rangle$. The homogeneous components of $W^{M}$ are given by:

$$
\begin{equation*}
\iota^{M}(\kappa):=\sum_{\omega \in \Omega^{*},\|\omega\|=\kappa} M^{\omega} \omega . \tag{6}
\end{equation*}
$$

This gives rise to a linear map $\iota^{M}: \Omega \rightarrow \mathcal{A}\langle\langle\Omega\rangle\rangle$, which uniquely extends by $\mathcal{A}$-linearity, multiplicativity and completion, to an $\mathcal{A}$-algebra endomorphism $J^{M}$ : $\mathcal{A}\langle\langle\Omega\rangle \rightarrow \mathcal{A}\langle\langle\Omega\rangle\rangle$. Remark that the word series of the mould $I$ is given by the formal sum of the letters:

$$
\begin{equation*}
W^{I}=\sum_{\omega \in \Omega} \omega \tag{7}
\end{equation*}
$$

From (5), (6) and (7) we immediately get for any mould $M$ :

$$
\begin{equation*}
W^{M}=J^{M}\left(W^{I}\right) \tag{8}
\end{equation*}
$$

Proposition 1 Let $M$, $N$ be two $\mathcal{A}$-valued moulds on the alphabet $\Omega$, where $\mathcal{A}$ is a commutative unital $\boldsymbol{k}$-algebra. Then:

$$
\begin{align*}
W^{M \times N} & =W^{M} \cdot W^{N}  \tag{9}\\
J^{M} \circ J^{N} & =J^{M \circ N} . \tag{10}
\end{align*}
$$

Proof Proving the first assertion is straightforward:

$$
\begin{aligned}
W^{M \times N} & =\sum_{\omega \in \Omega^{*}}(M \times N)^{\omega} \omega \\
& =\sum_{\omega \in \Omega^{*}} \sum_{\omega^{\prime} \cdot \omega^{\prime \prime}=\omega} M^{\omega^{\prime}} N^{\omega^{\prime \prime}} \omega \\
& =\sum_{\omega^{\prime}, \omega^{\prime \prime} \in \Omega^{*}} M^{\omega^{\prime}} N^{\omega^{\prime \prime}} \omega^{\prime} \cdot \omega^{\prime \prime} \\
& =W^{M} \cdot W^{N}
\end{aligned}
$$

Now let $\kappa$ be any letter in $\Omega$, and compute:

$$
\begin{aligned}
J^{N} \circ J^{M}(\kappa) & =J^{N}\left(\sum_{\substack{\omega \in \Omega^{*} \\
\|\omega\|=\kappa}} M^{\omega} \omega\right) \\
& =\sum_{\substack{\omega \in \Omega^{*} \\
\|\omega\|=\kappa}} M^{\omega} J^{N}(\omega) \\
& =\sum_{r \geq 1} \sum_{\substack{\omega \in \Omega^{*} \\
\| \omega|=\kappa,|\omega|=r}} M^{\omega} J^{N}\left(\omega_{1}\right) \cdots J^{N}\left(\omega_{r}\right) \\
& =\sum_{r \geq 1} \sum_{\substack{\omega \in \Omega^{*} \\
\left[\left\|\omega^{1}\right\|+\cdots+\left\|\omega^{r}\right\|\right]_{=\kappa}}} M^{\left\|\omega^{1}\right\| \cdots \omega^{\prime}\left\|\omega^{r}\right\|} N^{\omega^{1}} \cdots N^{\omega^{r}} \omega^{1} \cdots \omega^{r}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{r \geq 1} \sum_{\substack{\omega \in \Omega^{*} \\
\|\omega\|=\kappa}}\left(\sum_{\omega^{1} \cdots \omega^{r}=\omega} M^{\left\|\omega^{1}\right\| \cdots \omega^{\prime}\left\|\omega^{r}\right\|} N^{\omega^{1}} \ldots N^{\omega^{r}}\right) \omega \\
& =J^{M \circ N}(\kappa) .
\end{aligned}
$$

Both $J^{M \circ N}$ and $J^{N} \circ J^{M}$ are algebra morphisms that coincide on letters from $\Omega$, hence they are equal.

Remark 1 The associativity of the mould composition is an immediate consequence of Proposition 1, namely:

$$
\begin{equation*}
W^{M \circ(N \circ P)}=J^{P} \circ J^{N} \circ J^{M}\left(W^{I}\right)=W^{(M \circ N) \circ P} . \tag{11}
\end{equation*}
$$

The distributivity property (4) is also easily checked:

$$
\begin{aligned}
W^{\left(M \times M^{\prime}\right) \circ N} & =J^{N} \circ J^{M \times M^{\prime}}\left(W^{I}\right)=J^{N}\left(W^{M \times M^{\prime}}\right) \\
& =J^{N}\left(W^{M}\right) \cdot J^{N}\left(W^{M^{\prime}}\right)=J^{N} \circ J^{M}\left(W^{I}\right) \cdot J^{N} \circ J^{M^{\prime}}\left(W^{I}\right) \\
& =W^{M \circ N} \cdot W^{M^{\prime} \circ N} \\
& =W^{(M \circ N) \times\left(M^{\prime} \circ N\right)} .
\end{aligned}
$$

### 3.2 Arborification

The arborification of moulds appears in [15], as a tool to handle the analysis of local vector fields and diffeomorphisms. From a purely algebraic point of view, the arborification transform can be understood as follows [20]:

- The linear span $k<\Omega>$ of words on the alphabet $\Omega$ can be endowed with a connected filtered Hopf algebra structure in two ways. The coproduct is the deconcatenation:

$$
\Delta \omega=\sum_{\omega^{\prime} \omega^{\prime \prime}=\omega} \omega^{\prime} \otimes \omega^{\prime \prime}
$$

and the product is either the shuffle $ш$ or the quasi-shuffle product $ш$ : they are respectively defined by [26]

$$
\mathbf{1} \omega \omega=\mathbf{1} \amalg \omega=\omega \amalg \mathbf{1}=\omega \amalg \mathbf{1}=\omega
$$

and by the recursive formulas:

$$
\begin{aligned}
& a \omega^{\prime} ш b \omega^{\prime \prime}=a\left(\omega^{\prime} ш b \boldsymbol{\omega}^{\prime \prime}\right)+\left(a \omega^{\prime} ш \omega^{\prime \prime}\right) b, \\
& a \omega^{\prime} \amalg b \boldsymbol{\omega}^{\prime \prime}=a\left(\boldsymbol{\omega}^{\prime} ш b \omega^{\prime \prime}\right)+\left(a \omega^{\prime} \amalg \omega^{\prime \prime}\right) b+[a+b]\left(\boldsymbol{\omega}^{\prime} \amalg \omega^{\prime \prime}\right),
\end{aligned}
$$

with $a, b \in \Omega$ and $\boldsymbol{\omega}^{\prime}, \boldsymbol{\omega}^{\prime \prime} \in \Omega^{*}$. We denote by $\mathcal{H}_{0}^{\Omega}$ (resp. $\mathcal{H}^{\Omega}$ ) the shuffle Hopf algebra (resp. the quasi-shuffle Hopf algebra) thus obtained.

- Let $\mathcal{H}_{<}^{\Omega}$ be the linear span of rooted forests decorated ${ }^{2}$ by $\Omega$. It is the free commutative algebra over the linear span of $\Omega$-decorated rooted trees. It is a graded commutative Hopf algebra [11, 12, 28], with the following coproduct:

$$
\begin{equation*}
\Delta(F)=\sum_{V_{1} \sqcup V_{2}=\mathcal{V}(F), V_{1}<V_{2}} F_{\left.\right|_{V_{2}}} \otimes F_{\left.\right|_{V_{1}}} \tag{12}
\end{equation*}
$$

Here $\mathcal{V}(F)$ stands for the set of vertices of $F$, the restriction of the forest $F$ to a subset of $\mathcal{V}(F)$ is obtained by keeping only the edges joining two vertices in the subset, and $V_{1}<V_{2}$ means that for any $x \in V_{1}$ and $y \in V_{2}$, there is no path from one root to $x$ through $y$. Such a couple ( $V_{1}, V_{2}$ ) is called an admissible cut [32].

- For any $b \in \Omega$, the operator $B_{+}^{b}: \mathcal{H}_{<}^{\Omega} \rightarrow \mathcal{H}_{<}^{\Omega}$, defined by grafting all the trees of a forest on a common root decorated by $b$, verifies the following cocycle equation:

$$
\Delta\left(B_{+}^{b}(F)\right)=\left(I \otimes B_{+}^{b}\right) \Delta(F)+B_{+}^{b}(F) \otimes \mathbf{1},
$$

where $\mathbf{1}$ here stands for the empty forest. The operator $L^{b}: \mathcal{H}^{\Omega} \rightarrow \mathcal{H}^{\Omega}$ defined by $L^{b}(\omega)=\omega b$ verifies the same cocycle equation:

$$
\Delta\left(L^{b}(\boldsymbol{\omega})\right)=\left(I \otimes L^{b}\right) \Delta(\boldsymbol{\omega})+L^{b}(\boldsymbol{\omega}) \otimes \mathbf{1}
$$

This also stands for $\mathcal{H}_{0}^{\Omega}$, the coalgebra structure being the same. Now there are unique surjective Hopf algebra morphisms [21]

$$
\mathfrak{a}_{0}: \mathcal{H}_{<}^{\Omega} \longrightarrow \mathcal{H}_{0}^{\omega}, \quad \mathfrak{a}: \mathcal{H}_{<}^{\Omega} \longrightarrow \mathcal{H}^{\omega},
$$

such that $\mathfrak{a}_{0}(\mathbf{1})=\mathbf{1}$ and $\mathfrak{a}(\mathbf{1})=\mathbf{1}$, and such that:

$$
\mathfrak{a}_{0} \circ B_{+}^{b}=L^{b} \circ \mathfrak{a}_{0}, \quad \mathfrak{a} \circ B_{+}^{b}=L^{b} \circ \mathfrak{a}
$$

called simple and contracting arborification respectively. For any mould $M_{0}$ : $\mathcal{H}_{0}^{\Omega} \rightarrow \mathcal{A}$, resp. $M: \mathcal{H}^{\Omega} \rightarrow \mathcal{A}$, the corresponding arborified mould will be $M_{0}^{<}:=M_{0} \circ \mathfrak{a}_{0}: \mathcal{H}_{<}^{\Omega} \rightarrow \mathcal{A}$, resp. $M^{<}:=M \circ \mathfrak{a}: \mathcal{H}_{<}^{\Omega} \rightarrow \mathcal{A}$.

A symmetral (resp. symmetrel) mould ${ }^{3}$ is a character (i.e. a unital algebra morphism) from the shuffle (Hopf) algebra $\mathcal{H}_{0}^{\Omega}$ (resp. the quasi-shuffle algebra

[^62]$\mathcal{H}^{\Omega}$ ) into the commutative unital algebra $\mathcal{A}$. An alternal (resp. alternel) mould is an infinitesimal character from the shuffle (Hopf) algebra $\mathcal{H}_{0}^{\Omega}$ (resp. the quasi-shuffle algebra $\mathcal{H}^{\Omega}$ ) into the commutative unital algebra $\mathcal{A}$, i.e. a mould $M$ is alternal (resp. alternel) if and only if
$$
M^{\omega ш \omega^{\prime}}=\varepsilon^{\omega} M^{\omega^{\prime}}+M^{\omega} \varepsilon^{\omega^{\prime}},
$$
resp.
$$
M^{\omega \mathrm{H} \omega^{\prime}}=\varepsilon^{\omega} M^{\omega^{\prime}}+M^{\omega} \varepsilon^{\omega^{\prime}} .
$$

The simple (resp. contracting) arborification of a symmetral (resp. symmetrel) mould is obviously a character of the (Hopf) algebra $\mathcal{H}_{<}^{\Omega}$, a separative arborified mould in J. Ecalle's terminology. If $M$ and $N$ are symmetrel moulds, so is $M \circ N$ : we shall sketch the proof of this fact in Sect. 5 below. It can also be shown that the composition of two alternal moulds is alternal [15].

The product of moulds is nothing but the convolution product with respect to the deconcatenation coproduct. It immediately implies that the product respects symmetrality and symmetrelity. One can ask the question whether the mould composition admits such a Hopf-algebraic interpretation. Comodule-bialgebras enter into the game precisely here: this will be the purpose of the next two sections below.

## 4 B-Series: Composition and Substitution

Arborified moulds and partitioned B-series [6, 25] are closely related (see also [2]). We shall see that the Hopf-algebraic interpretation of arborified mould composition lies in B-series substitution [10], whereas arborified mould product accounts for B-series composition through the Hairer-Wanner theorem [25, Theorem III.1.10]. In the non-partitioned case (i.e. if the alphabet $\Omega$ is reduced to one element), it has been proved in [7] that the substitution product of B -series is obtained by dualizing a bialgebra coaction on $\mathcal{H}_{<}^{\Omega}$, making it a comodule-Hopf algebra over another bialgebra $\mathcal{B}_{<}^{\Omega}$ of trees. The latter is identical to $\mathcal{H}_{<}^{\Omega}$ as an algebra, but the coproduct, defined by means of extraction-contraction, is completely different:

$$
\begin{equation*}
\Gamma(F)=\sum_{F^{\prime} \subseteq F} F^{\prime} \otimes F / F^{\prime} \tag{13}
\end{equation*}
$$

Here $F^{\prime}$ is a covering subforest of $F$, and $F / F^{\prime}$ is the forest obtained by contracting the connected components of $F^{\prime}$ on a point. The bialgebra $\mathcal{B}_{<}^{\Omega}$, graded by the number of edges, contains a lot of non-invertible degree zero elements, and therefore is not a Hopf algebra. The coaction $\Phi$ is nothing but the coproduct $\Gamma$ once $\mathcal{B}_{<}^{\Omega}$ and $\mathcal{H}_{<}^{\Omega}$ have been identified as free commutative algebras.

The partitioned case (i.e. when the alphabet $\Omega$ contains several elements) is treated similarly, except that the forests are now decorated by $\Omega$. The main issue with the extraction-contraction coproduct $\Gamma$ is to decide how to decorate the vertices produced by contraction of subtrees. An obvious way consists in taking advantage of the semigroup structure of $\Omega$ : the decoration is thus the sum of the decorations of the vertices of the contracted subtree. One exactly recovers arborified mould composition $[16,30]$ that way, where arborified moulds are identified with linear maps from $\mathcal{B}_{<}^{\Omega}$ to the target algebra $\mathcal{A}$. This procedure is also at hand in the theory of $\infty$-B-series considered in [33]. Another way consists in simply putting the decoration of the root: it reveals to be the most natural one to deal with partitioned B -series ( P -series), for which the number of decorations is usually finite.

## 5 A Comodule-Bialgebra Interpretation of Mould Composition

It is therefore natural to look for a comodule-bialgebra interpretation of ordinary (i.e. non-arborified) mould calculus: indeed, it turns out [13] that the quasi-shuffle Hopf algebra $\left(\mathcal{H}^{\Omega}, \amalg, \Delta\right)$ is a comodule-bialgebra over a bialgebra $\left(\mathcal{H}^{\Omega}, \amalg, \Gamma\right)$ where the definition of the "internal" coproduct $\Gamma$ is directly inspired from mould composition:

$$
\begin{equation*}
\Gamma(\omega):=\sum_{s \geq 1} \sum_{\omega=\omega^{1} \cdots \cdot \omega^{s}}\left\|\omega^{1}\right\| \cdots\left\|\omega^{s}\right\| \otimes \omega^{1} \amalg \cdots \amalg \omega^{s} . \tag{14}
\end{equation*}
$$

Similarly to the arborified case, the coaction $\Phi$ is just given by the coproduct $\Gamma$. Recalling that moulds (resp. symmetrel moulds) are linear maps (resp. unital algebra morphisms) from $\mathcal{H}^{\Omega}$ to some unital commutative algebra $\mathcal{A}$, we have for any moulds $M$ and $N$ :

$$
\begin{equation*}
(M \times N)^{\omega}=(M \otimes N)^{\Delta(\omega)} \tag{15}
\end{equation*}
$$

and for any symmetrel moulds $M$ and $N$ :

$$
\begin{equation*}
(M \circ N)^{\omega}=(M \otimes N)^{\Gamma(\omega)} . \tag{16}
\end{equation*}
$$

To be precise, another mould composition $\diamond$ is defined in [13] such that for any moulds $M$ and $N$ we have:

$$
\begin{equation*}
(M \diamond N)^{\omega}=(M \otimes N)^{\Gamma(\omega)} \tag{17}
\end{equation*}
$$

and the composition $\diamond$ coincides with the composition o when the two moulds are symmetrel. As the convolution product respects unital algebra morphisms, one can infer from this fact that the composition of two symmetrel moulds is symmetrel.

As well as the comodule-bialgebra structure on $\mathcal{H}_{<}^{\Omega}$ governs composition and substitution of (partitioned) $B$-series, the comodule-bialgebra structure on $\mathcal{H}^{\Omega}$ governs composition and substitution of word series.

## 6 Cycle-Free Graphs

The situation described in the previous section can be transposed from forests to other combinatorial objects. Let $\mathcal{H}_{C F}^{\Omega}$ be the linear span of oriented graphs without oriented cycles, with $\Omega$-decorated vertices. The product is given by simple juxtaposition of graphs. Taking advantage of the poset structure on the set of vertices, we can define a coproduct $\Delta$ by a formula similar to (12), and a bialgebra coproduct $\Gamma$ by a formula similar to (18), except that one has to avoid the formation of oriented cycles in the contracted graph:

$$
\begin{equation*}
\Gamma(G)=\sum_{G^{\prime} \subseteq G, G / G^{\prime} \text { cycle-free }} G^{\prime} \otimes G / G^{\prime} \tag{18}
\end{equation*}
$$

The rules for decorating vertices of $G / G^{\prime}$ are the same than in the previous section. Then $\left(\mathcal{H}_{C F}^{\Omega}, \cdot, \Delta\right)$ is a comodule-Hopf algebra over $\left(\mathcal{H}_{C F}^{\Omega}, \cdot, \Gamma\right)$ [29].

## 7 Finite Topological Spaces, Posets

The set of topologies on a finite set $X$ is in bijection with quasi-orders, i.e. reflexive transitive relations. The open sets are the upper ideals for the associated quasiorder. This quasi-order is a partial order (i.e. is antisymmetric) if and only if the corresponding topology is $T_{0}$. For any finite set $X$ one can consider the vector space $\mathbb{T}_{X}$ spanned by the topologies on $X$. This gives rise to a linear species in the sense of A. Joyal [1], denoted by $\mathbb{T}$, which is endowed with an external coproduct $\Delta: \mathbb{T}_{X} \rightarrow \bigoplus_{Y \subset X} \mathbb{T}_{Y} \otimes \mathbb{T}_{X \backslash Y}$ and an internal coproduct $\Gamma: \mathbb{T}_{X} \rightarrow \mathbb{T}_{X}$. They are given for any topology $\mathcal{T}$ on $X$ by:

$$
\begin{aligned}
& \Delta(\mathcal{T})=\sum_{Y \in \mathcal{T}} \mathcal{T}_{\left.\right|_{X \backslash Y}} \otimes \mathcal{T}_{\left.\right|_{Y}}, \\
& \Gamma(\mathcal{T})=\sum_{\mathcal{T}^{\prime} \otimes \mathcal{T}} \mathcal{T}^{\prime} \otimes \mathcal{T} / \mathcal{T}^{\prime} .
\end{aligned}
$$

Here $\mathcal{T}^{\prime} \otimes \mathcal{T}$ means that $\mathcal{T}^{\prime}$ is finer than $\mathcal{T}$ and verifies a technical condition reminiscent of the absence of oriented cycles in contracted graphs. The "quotient" topology $\mathcal{T} / \mathcal{T}^{\prime}$ is still a topology on $X$, the quasi-order of which is the transitive
closure of the relation $\mathcal{R}$ defined by:

$$
x \mathcal{R} y \Longleftrightarrow x \leq \mathcal{T} y \text { or } y \leq \mathcal{T}^{\prime} x .
$$

The two coproducts $\Delta$ and $\Gamma$ are compatible in the sense that they give rise, by forgetting the labels, to a commutative graded Hopf algebra $\mathcal{H}=\bigoplus_{n \geq 0} \mathcal{H}_{n}$ endowed with an extra coproduct $\Gamma$ internal to each homogeneous component $\mathcal{H}_{n}$, such that $(\mathcal{H}, \cdot, \Delta)$ is a comodule-Hopf algebra on the bialgebra $(\mathcal{H}, \cdot, \Gamma)$ [18]. The same construction can be done verbatim for the species $\mathbb{T}^{\Omega}$ of $\Omega$-decorated finite topological spaces. ${ }^{4}$

Sticking to posets, i.e. to $T_{0}$-topologies, we can repeat the construction, except that $\mathcal{T} / \mathcal{T}^{\prime}$ may be not $T_{0}$ even if $\mathcal{T}$ (and therefore $\mathcal{T}^{\prime}$ ) is a $T_{0}$ topology on $X$. We have then to consider the $T_{0}$ quotient of the topological space $\left(X, \mathcal{T} / \mathcal{T}^{\prime}\right)$, and the coproduct $\Gamma$ thus obtained is not internal anymore strictly speaking. The contracting rules for decorations must then be applied again in the $\Omega$-decorated case. Forgetting the labels again, one recovers still another comodule-Hopf algebra.

Characters of the Hopf algebra obtained from finite posets are called ormoulds by J. Ecalle. Characters of the Hopf algebra obtained from finite topological spaces are accordingly called quasi-ormoulds in [18]. Ormoulds and quasi-ormoulds can be multiplied according to the external coproduct, and composed according to the comodule-Hopf algebra structure. For an operadic approach to cycle-free graphs, posets and quasi-posets, see [19, 22].

Ormoulds do not seem to have applications to analysis as arborified moulds do. This seems to be due to the coarborification process [15, 17], which has no counterpart for arbitrary finite posets. Coarborification is closely related to elementary differentials, and ultimately relies on the fact that the linear span of $\Omega$-decorated rooted trees is the free pre-Lie algebra generated by $\Omega$ [9]: no such simple algebraic seem to exist on the linear span of $\Omega$-decorated finite connected posets.

## 8 Regularity Structures: Structure Group and Renormalization Group

A regularity structure $[23,24]$ is a triple $(A, T, G)$ where $A$ is a set of real numbers bounded from below and without accumulation point (the homogeneities), $T$ is a direct sum:

$$
T=\bigoplus_{\alpha \in A} T_{\alpha}
$$

[^63]where each $T_{\alpha}$ is a Banach space, and $G$ is a group acting by continuous linear operators on $T$, such that for any $\Gamma \in G$ and any $\alpha \in A$ :
$$
\left(\Gamma-\operatorname{Id}_{T}\right)\left(T_{\alpha}\right) \subset \bigoplus_{\beta<\alpha} T_{\beta}
$$

The group $G$ is the structure group and is not necessarily Abelian. Regularity structures, roughly speaking, allow to write Taylor formulas at any point for irregular functions or even distributions. As such they give a rigorous meaning for a wide class of ill-posed irregular (for example stochastic) partial differential equations. Finding a solution for those needs a renormalization group $\mathcal{R}$ attached to the regularity structure. The crucial notion of local subcriticality ensures that this group is finite-dimensional. Both groups are obtained from character groups of Hopf algebras obtained from rooted forests, in which both the vertices and the edges are decorated by $\Omega=\mathbb{N}^{d}$, where $d$ is a fixed dimension [3]. The two coproducts are given by formulas like (12) and (18), but with a subtler play with decorations.

It turns out that, at the cost of an extra decoration of the vertices by $\mathbb{Z}^{d^{\prime}}$ with some $d^{\prime}>d$, one of the Hopf algebras is a comodule-bialgebra over the other ${ }^{5}$ [3, Remark 4.2.9]. These two Hopf algebras $\mathcal{H}_{+}^{\text {ex }}$ and $\mathcal{H}_{-}^{\text {ex }}$ co-act on a space $\mathcal{H}^{\text {ex }}$ (by two coactions $\Psi_{+}$and $\Psi_{-}$respectively) in a way compatible with the comodulebialgebra structure $\Phi$ of $\mathcal{H}_{+}^{\text {ex }}$ on $\mathcal{H}_{-}^{\text {ex }}$, in the sense that the following diagram commutes:


This yields by dualization an action of the extended renormalization group $G_{-}^{\text {ex }}$ on an extended regularity structure ( $A^{\mathrm{ex}}, T^{\mathrm{ex}}, G_{+}^{\mathrm{ex}}$ ), where $T^{\mathrm{ex}}$ is the dual of $\mathcal{H}^{\mathrm{ex}}$, and where $G_{ \pm}^{\text {ex }}$ is the character group of the Hopf algebra $\mathcal{H}_{ \pm}^{\text {ex }}$. In particular, the group $G_{-}^{\text {ex }}$ acts on the space $T^{\mathrm{ex}}$ and acts by automorphisms on the extended structure group $G_{+}^{\text {ex }}$ in a compatible way, in the sense that for any $\alpha \in G_{-}^{\mathrm{ex}}, g \in G_{+}^{\mathrm{ex}}$ and $m \in T^{\mathrm{ex}}$ we have:

$$
\begin{equation*}
\alpha \cdot(g . m)=(\alpha . g) .(\alpha . m), \tag{19}
\end{equation*}
$$

[^64]see [4, Section 5] for details. The finite-dimensional renormalization group $\mathcal{R}$ is a quotient of the extended renormalization group $G_{-}^{\text {ex }}$ [4, Remark 6.27].

The fact that $\mathcal{H}^{\text {ex }}$ is not an algebra but only a comodule reflects the fact that, contrarily to functions, two irregular distributions cannot in general be multiplied. For a comprehensive account of regularity structures, the reader is referred to [35, 8, 23, 24].

## 9 A Cascade of Coproducts and Coactions on Trees

Inspired by [4], particularly Paragraphs 3.1 to 3.7, we give a rather simple example, due to Y. Bruned, ${ }^{6}$ of a doubly infinite family $\left(\mathcal{T}_{i j}\right)_{1 \leq i<j}$ of comodule-bialgebras over the same bialgebra. Let $\mathcal{F}$ (resp. $\mathcal{T}$ ) be the linear span of rooted forests (resp. rooted trees), without any decoration. The product $\times$ on $\mathcal{T}$ is the merging product, i.e. for any two rooted trees $t_{1}$ and $t_{2}$, the product $t_{1} \times t_{2}$ is obtained by merging the two roots. For example:

$$
\vdots \times \eta=\vdots
$$

The unit element is the single-vertex tree. . The usual commutative product • on $\mathcal{F}$ is given by the disjoint union of forests. We use the traditional notation $B_{+}: \mathcal{F} \xrightarrow{\sim} \mathcal{T}$ for the grafting of all connected components of the forest on a common root. Its inverse is denoted by $B_{-}: \mathcal{T} \xrightarrow{\sim} \mathcal{F}$. A planted tree is the image of a tree by $B_{+}$, i.e. a tree with univalent root. One obviously has for two trees $t_{1}$ and $t_{2}$ :

$$
t_{1} \times t_{2}=B_{+}\left(B_{-}\left(t_{1}\right) \cdot B_{-}\left(t_{2}\right)\right),
$$

hence the algebras $(\mathcal{F}, \cdot)$ and $(\mathcal{T}, \times)$ are isomorphic. The first is the free commutative algebra generated by the set of rooted trees, and the second is the free commutative algebra generated by the set of planted trees.

The height of a vertex is its distance from the root. The height of a subtree $s \subset t$ is the height of its root inside $t$. A covering subforest of $t$ of height $i$ is a partition $s$ of a subset $\mathcal{E}$ of the set $\mathcal{V}(t)$ of vertices of $t$ such that:

$$
\mathcal{V}_{i}(t) \subset \mathcal{E} \subset \mathcal{V}_{\geq i}(t)
$$

into connected blocks, where $\mathcal{V}_{i}(t)$ (resp. $\mathcal{V}_{\geq i}(t)$ ) is the set of vertices of $t$ of height $i$ (resp. $\geq i$ ), such that each subtree thus obtained is of height $i$. Thus each vertex in $\mathcal{V}_{i}$ is the root of a connected component of $s$. By convention, the empty forest $\mathbf{1}$ will be considered as the only covering subforest of height $i$ if $\mathcal{V}_{\geq i}(t)=\emptyset$. Now

[^65]we define for any $j \geq 1$ the linear map $\widetilde{B}_{+}^{j}: \mathcal{F} \rightarrow \mathcal{T}$ as the unique unital algebra morphism such that $\widetilde{B}_{+\left.\right|_{\mathcal{T}}}^{j}=B_{+\left.\right|_{\mathcal{T}}}^{j}$. For example,
$$
\widetilde{B}_{+}^{1}(\mathbf{1})=\boldsymbol{\bullet}, \quad \widetilde{B}_{+}^{2}(\boldsymbol{\bullet})=\vdots!
$$
by convention we set $\widetilde{B}^{0}=\mathrm{Id}: \mathcal{F} \rightarrow \mathcal{F}$. We are now ready to define a family of coproducts $\Delta_{i}: \mathcal{T} \otimes \mathcal{T} \rightarrow \mathcal{T}$ for $i \geq 1$ :
\[

$$
\begin{equation*}
\Delta_{i}(t):=\sum_{s \subset t, h(s)=i-1} \widetilde{B}_{+}^{i-1}(s) \otimes t / s \tag{20}
\end{equation*}
$$

\]

where the sum runs over all covering subforests of $t$ of height $i-1$. For example we have:


Theorem 2 The coproducts $\Delta_{i}$ defined by (20) are coassociative and multiplicative with respect to the merging product $\times$.

Proof This is a straightforward computation:

$$
\left(\Delta_{i} \otimes \mathrm{Id}\right) \Delta_{i}(t)=\sum_{\substack{u \subset s \subset t \\ h(u)=h(s)=i-1 \text { in } t}} \widetilde{B}_{+}^{i-1}(u) \otimes \widetilde{B}_{+}^{i-1}(s / u) \otimes t / s
$$

Here we have noticed that a covering subforest $\bar{u}$ of $\widetilde{B}_{+}^{i-1}(s)$ of height $i-1$ is obtained from a unique covering subforest $u$ of $s$ of height zero, and we have used the obvious identification of $\widetilde{B}_{+}^{i-1}(s) / \bar{u}$ with $\widetilde{B}_{+}^{i-1}(s / u)$. On the other hand,

$$
\begin{aligned}
\left(\operatorname{Id} \otimes \Delta_{i}\right) \Delta_{i}(t) & =\sum_{h(u)=i-1 \text { in } t} \sum_{h(\widetilde{s})=i-1 \text { in } t / u} \widetilde{B}_{+}^{i-1}(u) \otimes \widetilde{B}_{+}^{i-1}(\widetilde{s}) \otimes(t / u) / \widetilde{s} \\
& =\sum_{\substack{u \subseteq \subseteq t \\
h(u)=h(s)=i-1 \text { in } t}} \widetilde{B}_{+}^{i-1}(u) \otimes \widetilde{B}_{+}^{i-1}(s / u) \otimes t / s .
\end{aligned}
$$

For $i \geq 2$, the multiplicativity with respect to $\times$ is a direct consequence of the fact that $\widetilde{B}_{+}^{i-1}$ is an algebra morphism from $(\mathcal{F}, \cdot)$ to $(\mathcal{T}, \times)$. For $i=1$, it is a direct consequence of the remark below:

Remark 3 The coproduct $\Delta_{1}$ is an avatar of the Butcher-Connes-Kreimer coproduct on rooted forests, namely:

$$
\begin{equation*}
\Delta_{1}=\left(B_{+} \otimes B_{+}\right) \circ \Delta_{\mathrm{BCK}}^{\mathrm{op}} \circ B_{-} \tag{21}
\end{equation*}
$$

The verification of (21) is straightforward and left to the reader. The bialgebras $\left(\mathcal{T}, \times, \Delta_{i}\right)$ are not co-unital for $i \geq 2$.

Let us now consider the extraction contraction coproduct $\Gamma: \mathcal{F} \rightarrow \mathcal{F} \otimes \mathcal{F}$ defined by:

$$
\begin{equation*}
\Gamma(t):=\sum_{s \subset t} s \otimes t / s \tag{22}
\end{equation*}
$$

which makes $(\mathcal{F}, \cdot, \Gamma)$ a bialgebra [7]. Here the sum runs over all covering subforests of $t$ without indication of the height, i.e. partitions of $\mathcal{V}(t)$ into connected blocks. The co-unit is the unique unital algebra morphism such that $\varepsilon\left({ }_{\bullet}\right)=1$. Let us consider the maps $\Phi_{i}: \mathcal{T} \rightarrow \mathcal{F} \otimes \mathcal{T}$ defined by:

$$
\begin{equation*}
\Phi_{i}(t):=\sum_{h(s) \geq i-1} s \otimes t / s \tag{23}
\end{equation*}
$$

Here, the sum runs over covering subforests of height $\geq i-1$, i.e. partitions $s$ of the set $\mathcal{V}_{\geq i-1}(t)$ into connected blocks. ${ }^{7}$ By convention, the empty forest $\mathbf{1}$ will be considered as the only covering subforest of height $\geq i-1$ if $\mathcal{V}_{\geq i-1}(t)=\emptyset$. One obviously has $\Phi_{1}=\Gamma_{\left.\right|_{\mathcal{T}}}$
Theorem 4 For any $1 \leq i<j$, the coproduct $\Delta_{i}$ and the map $\Phi_{j}$ defined above make $\mathcal{T}$ a comodule-bialgebra $\mathcal{T}_{i j}$ over the bialgebra $(\mathcal{F}, \cdot, \Gamma)$.
Proof We already know by Theorem 2 that $\left(\mathcal{T}, \times, \Delta_{i}\right)$ is a (not necessarily counital) bialgebra. We have now to prove that $\Phi_{j}$ is a coaction, namely:

$$
\begin{align*}
\left(\mathrm{Id} \otimes \Phi_{j}\right) \circ \Phi_{j} & =(\Gamma \otimes \mathrm{Id}) \circ \Phi_{j}  \tag{24}\\
\left(\varepsilon_{\mathcal{F}} \otimes \mathrm{Id}\right) \circ \Phi_{j} & =\mathrm{Id} \tag{25}
\end{align*}
$$

[^66]and that the comodule-bialgebra property is verified, i.e. the following diagram commutes:

and every map in this diagram is a unital algebra morphism. The verification of (24) is straightforward:
\[

$$
\begin{aligned}
\left(I \otimes \Phi_{j}\right) \circ \Phi_{j}(t) & =\sum_{h(s) \geq j-1}\left(\operatorname{Id} \otimes \Phi_{j}\right)(s \otimes t / s) \\
& =\sum_{h(s) \geq j-1} \sum_{h(\bar{u}) \geq j-1} s \otimes \overline{\operatorname{in} t / s} \mid \\
& =\sum_{\substack{s \subset u \subset t, h(s) \geq j-1, h(u) \geq j-1}} s \otimes u / s \otimes t / u \\
& =\sum_{\substack{s \subset u \subset t, h(s) \geq 0 \operatorname{in} u, h(u) \geq j-1 \text { in } t}} s \otimes u / s \otimes t / u \\
& =(\Gamma \otimes \operatorname{Id}) \circ \Phi_{j}(t) .
\end{aligned}
$$
\]

The verification of (25) is left to the reader. The maps in the diagram are unital algebra morphisms. It remains to show the following identity for any $1 \leq i<j$ :

$$
\begin{equation*}
\left(\operatorname{Id} \otimes \Delta_{i}\right) \circ \Phi_{j}=m^{13} \circ\left(\Phi_{j} \otimes \Phi_{j}\right) \circ \Delta_{i} \tag{26}
\end{equation*}
$$

where $m^{13}$ stands for $\left(m_{\mathcal{F}} \otimes \mathrm{Id} \otimes \mathrm{Id}\right) \circ \tau_{23}$. This is once again a direct check:

$$
\begin{aligned}
\left(\operatorname{Id} \otimes \Delta_{i}\right) \circ \Phi_{j}(t) & =\left(\operatorname{Id} \otimes \Delta_{i}\right) \sum_{h(s) \geq j-1} s \otimes t / s \\
& =\sum_{h(s) \geq j-1, h(\bar{u})=i-1} s \otimes \widetilde{B}_{+}^{i-1}(\bar{u}) \otimes t / s / \bar{u} \\
& =\sum_{\substack{s \subset u \subset t \\
h(u \backslash s)=i-1, h(s) \geq j-i \text { in } u}} s \otimes \widetilde{B}_{+}^{i-1}(u / s) \otimes t / u,
\end{aligned}
$$

whereas

$$
\begin{aligned}
m^{13}\left(\Phi_{j} \otimes \Phi_{j}\right) \Delta_{i}(t) & =m^{13}\left(\Phi_{j} \otimes \Phi_{j}\right) \\
& =\sum_{\substack{h(u)=i-1}} \widetilde{B}_{+}^{i-1}(u) \otimes t / u \\
& \sum_{\substack{h\left(s^{\prime}\right) \geq j-i \text { in } u \\
h\left(\overline{s^{\prime \prime}}\right) \geq j-1 \text { in } t / u}} s^{\prime} \cdot \overline{s^{\prime \prime}} \otimes \widetilde{B}_{+}^{i-1}\left(u / s^{\prime}\right) \otimes t / u / \overline{s^{\prime \prime}} \\
& \sum_{\substack{s^{\prime} \subset u \subset c^{\prime \prime} \subset t, h(u)=i-1 \\
h\left(s^{\prime}\right) \geq j-i \text { in } u, h\left(s^{\prime} \backslash u\right) \geq j-1}} s^{\prime} \cdot\left(s^{\prime \prime} / u\right) \otimes \widetilde{B}_{+}^{i-1}\left(u / s^{\prime}\right) \otimes t / s^{\prime \prime} \\
& =\sum_{\substack{s^{\prime} \subset u \subset c^{\prime \prime} \subset t, h(u)=i-1 \\
h\left(s^{\prime}\right) \geq j-i \text { in } u, h\left(s^{\prime} \backslash u\right) \geq j-1}} s^{\prime} \cdot\left(s^{\prime \prime} \backslash u\right) \otimes \widetilde{B}_{+}^{i-1}\left(u .\left(s^{\prime \prime} \backslash u\right) / s^{\prime} .\left(s^{\prime \prime} \backslash u\right)\right) \otimes t / s^{\prime \prime} \\
& =\sum_{\substack{s \subset v \subset t \\
h(s) \geq j-1, h(v \backslash s)=i-1}} s \otimes \widetilde{B}_{+}^{i-1}(v / s) \otimes t / v .
\end{aligned}
$$

The last line is obtained by the change of indices $s^{\prime} . s^{\prime \prime} \backslash u \mapsto s$ and $s^{\prime \prime} \mapsto v$. $\square$
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# Renormalization: A Quasi-shuffle Approach 

Frédéric Menous and Frédéric Patras


#### Abstract

In recent years, the usual BPHZ algorithm for renormalization in perturbative quantum field theory has been interpreted, after dimensional regularization, as a Birkhoff decomposition of characters on the Hopf algebra of Feynman graphs, with values in a Rota-Baxter algebra of amplitudes. We associate in this paper to any such algebra a universal semigroup (different in nature from the ConnesMarcolli "cosmical Galois group"). Its action on the physical amplitudes associated to Feynman graphs produces the expected operations: Bogoliubov's preparation map, extraction of divergences, renormalization. In this process a key role is played by commutative and noncommutative quasi-shuffle bialgebras whose universal properties are instrumental in encoding the renormalization process.


## 1 Introduction

In the early 2000s, the usual BPHZ algorithm for renormalization in perturbative quantum field theory has been interpreted, after dimensional regularization, as a Birkhoff decomposition of characters on the Hopf algebra of Feynman graphs, with values in a Rota-Baxter algebra of amplitudes [6, 7, 12]. This idea was later shown to be meaningful in a broad variety of contexts: in the theory of dynamical systems, in analysis and numerical analysis (Rayleigh-Schrödinger series) or, more recently, in the theory of regularity structures and the study of very irregular

[^67]stochastic differential equations or stochastic partial differential equations, see e.g. [4, 21, 28, 29, 31].

In this context, P. Cartier suggested the existence of a hidden universal symmetry group (the "cosmical Galois group") that would underlie renormalization. Using geometrical tools such as universal singular frames, Connes and Marcolli constructed a candidate group in 2004 [8]. Their construction was translated in the langage of Hopf algebras in [13] and the group shown to coincide with the prounipotent group of group-like elements in the completion with respect to the grading of the descent algebra -a Hopf algebra that, as an algebra, is the free associative algebra generated by the Dynkin operators [34].

However, the action of this group or of the descent algebra on the Hopf algebras of Feynman diagrams showing up in pQFT does not actually perform renormalization. It captures nicely certain phenomena related to Lie theory and the behaviour of the Dynkin operators: for example, the structure of certain renormalization group equations and the algebraic properties of beta functions (see the original article by Connes and Marcolli [8] and the detailed algebraic and combinatorial analysis of these phenomena in [35]. Further insights on the role of (generalized) Dynkin operators in the theory of differential equations can be found in [32]). However, the group and the descent algebra act on Feynman diagrams and do not encode operations that occur at the level of the target algebra of amplitudes. They fail therefore to capture typical renormalization operations such as projections on divergent or regular components of amplitudes. Substraction maps, for example, cannot be encoded in it, and neither are more advanced operations such as the construction of the counterterm.

In the present article, we follow a different approach that complements ConnesMarcolli's and its Hopf algebraic and combinatorial interpretation by showing show how a semigroup of operators can be associated to the algebra of coefficients of a given regularization and renormalization scheme in pQFT. Its construction relies heavily on the universal properties of commutative and noncommutative quasishuffle algebras. This semigroup acts in a natural way on regularized amplitudes and perform the expected operations: preparation map, extraction of counterterms, renormalization. Notice that many of our results and constructions do not require the algebra of coefficients to be commutative.

Let us sketch up the ideas and results. Concretely we deal with conilpotent bialgebras $H=k \oplus H^{+}$. These bialgebras are Hopf algebras and the coalgebra structure on $H$ induces a convolution product on the space $\mathscr{L}(H, A)$ of linear morphisms from $H$ to an associative algebra $A$. If $A$ is unital, then the subset $\mathscr{U}(H, A)$ of linear morphisms that send the unit $1_{H}$ of $H$ on the unit $1_{A}$ of $A$ is a group for the convolution and, if A is commutative, the subset $\mathscr{C}(H, A)$ of characters (i.e. algebra morphisms) is a subgroup of $\mathscr{U}(H, A)$.

In pQFT, the algebra $A$ is often called the algebra of (regularized) amplitudes, and we will often use this terminology. In this context, the renormalization process equips the target unital algebra $A$ with a projection operator $p_{+}$such that

$$
A=\operatorname{Im} p_{+} \oplus \operatorname{Im} p_{-}=A_{+} \oplus A_{-}
$$

where $p_{-}=\mathrm{Id}-p_{+}$and $A_{+}$and $A_{-}$are subalgebras. Here, $p_{-}$should be thought of as a projection on the "divergent part", so that $p_{+}$substract divergences. For example, in dimensional regularization, $A$ identifies with the algebra of Laurent series, $\mathbb{C}\left[\left[\varepsilon, \varepsilon^{-1}\right]\right.$, and $p_{-}$(resp. $p_{+}$) is the projection on $\varepsilon^{-1} \mathbb{C}\left[\varepsilon^{-1}\right]$ (resp. $\mathbb{C}[[\varepsilon]]$ ). As was first observed by Ebrahimi-Fard, building on previous results by Brouder and Kreimer, these data define a Rota-Baxter algebra structure on $A$ and $\mathscr{L}(H, A)$.

The choice of the subtraction operator is not always unique - for example when using momentum subtraction schemes. How this phenomenon impacts the combinatorics and Rota-Baxter structures was investigated in [10]. Although we do not investigate it further here, the tools we develop in the present article should be useful in that context since they put forward the idea that one should study for its own the combinatorial structure of the target algebra of amplitudes $A$, independently of the choice of a particular subtraction map $p_{+}$.

It is then well-know that, given $p_{+}$, there exists a unique Birkhoff decomposition of any morphism $\varphi \in \mathscr{U}(H, A)$

$$
\varphi_{-} * \varphi=\varphi_{+} \quad \varphi_{+}, \varphi_{-} \in \mathscr{U}(H, A)
$$

where $\varphi_{+}\left(H^{+}\right) \subset A_{+}$and $\varphi_{-}\left(H^{+}\right) \subset A_{-}$. Moreover, if $A$ is commutative, this decomposition is defined in the subgroup $\mathscr{C}(H, A)$. The classical proofs of this result are recursive, using the filtration on $H$ (they rely ultimately on the Bogoliubov recursion [14]).

We propose to develop here a "universal" framework to handle the combinatorics of renormalization and to give in this framework explicit, and in some sense universal, formulas for $\varphi_{+}$and $\varphi_{-}$. To do so, we consider the quasi-shuffle Hopf algebra $Q \operatorname{Sh}(A)$ over an algebra $A$, that is, the standard tensor coalgebra over $A$ equipped with the quasi-shuffle (or stuffle) product. Using the properties of the functor $Q S h$ (including the surprising property, for any Hopf algebra $H$ to be canonically embedded into $Q \operatorname{Sh}\left(H^{+}\right)$), we compute then the inverse and the Birkhoff decomposition of a fundamental element $j \in \mathscr{U}(Q \operatorname{Sh}(A), A)$ defined by

$$
j(1)=1_{A}, \quad j\left(a_{1}\right)=a_{1}, \quad j\left(a_{1} \otimes \ldots \otimes a_{s}\right)=0 \quad \text { if } \quad s \geq 2 .
$$

We show then the existence of an action of $\mathscr{U}(Q \operatorname{Sh}(A), A)$ on $\mathscr{U}(H, A)$. More precisely we define a map

$$
\begin{gathered}
\mathscr{U}(Q \operatorname{Sh}(A), A) \times \mathscr{U}(H, A) \rightarrow \mathscr{U}(H, A) \\
(f, \varphi) \mapsto f \odot \varphi,
\end{gathered}
$$

such that

$$
j \odot \varphi=\varphi \quad \text { and } \quad(f * g) \odot \varphi=(f \odot \varphi) *(g \odot \varphi),
$$

and obtain explicit formulas such as:

1. If $j^{*-1}$ is the inverse of $j$, then $\varphi^{*-1}=j^{*-1} \odot \varphi$.
2. If $j_{-} * j=j_{+}$(Birkhoff decomposition), then $\varphi_{-} * \varphi=\varphi_{+}$where $\varphi_{ \pm}=j_{ \pm} \odot \varphi$.

The article is organized as follows. After a preliminary section fixing notations and recalling general properties of Hopf algebras, Sect. 3 analyses the algebraic properties of algebras of regularized amplitudes and explains how they give rise to quasi-shuffle algebra structures. Section 4 introduces Hoffman's quasi-shuffle functor (i.e. the notion of quasi-shuffle algebra over an algebra -in the commutative case, it is the left adjoint to the forgetful functor from quasi-shuffle algebras to commutative algebras). Section 5 investigates its categorical properties, including a surprising right adjoint property (Theorem 1). Section 6 studies, using these techniques, the map $j$ (mapping a cofree coalgebra to its cogenerating vector space). This is the key to latter applications to renormalization which are the purpose of Sect. 7, as well as the construction, for each algebra of amplitudes, of a "universal semigroup" in which the operations characteristic of renormalization are encoded. The last two sections survey various applications, in particular to Dynamics and Analysis.

## 2 Notation and Hopf Algebra Fundamentals

Everywhere in the article, algebraic structures are defined over a fixed ground field $k$ of characteristic 0 . We fix here the notations relative to bialgebras and Hopf algebras, following [17] (see also [5, 26] and [37]) and refer to these articles and surveys for details and generalities on the subject. Recall that a bialgebra $B$ is an associative algebra with unit and a coassociative coalgebra with counit such that the product is a morphism of coalgebras (or, equivalently, the coproduct is a morphism of algebras). We will usually write $m$ the product, $\Delta$ the coproduct, $u: k \rightarrow B$ the unit and $\eta: B \rightarrow k$ the counit. When ambiguities might arise we put an index (and denote e.g. $m_{B}$ the product instead of $m$ ).

We use freely the Sweedler notation and write

$$
\begin{equation*}
\Delta h=\sum h_{(1)} \otimes h_{(2)} . \tag{1}
\end{equation*}
$$

Thanks to coassociativity, we can define recursively and without any ambiguity the linear morphisms $\Delta^{[n]}: B \rightarrow B^{\otimes n}(n \geq 1)$ by $\Delta^{[1]}=\mathrm{Id}$ and, for $n \geq 1$,

$$
\begin{equation*}
\Delta^{[n+1]}=\left(\operatorname{Id} \otimes \Delta^{[n]}\right) \circ \Delta=\left(\Delta^{[n]} \otimes \operatorname{Id}\right) \circ \Delta=\left(\Delta^{[k]} \otimes \Delta^{[n+1-k]}\right) \circ \Delta \quad(1 \leq k \leq n) \tag{2}
\end{equation*}
$$

and write

$$
\begin{equation*}
\Delta^{[n]} h=\sum h_{(1)} \otimes \ldots \otimes h_{(n)} \tag{3}
\end{equation*}
$$

In the same way, for $n \geq 1$, we define $m^{[n]}: B^{\otimes^{n}} \rightarrow B$ by $m^{[1]}=\mathrm{Id}$ and

$$
\begin{equation*}
m^{[n+1]}=m \circ\left(\operatorname{Id} \otimes m^{[n]}\right)=m \circ\left(m^{[n]} \otimes \mathrm{Id}\right) \tag{4}
\end{equation*}
$$

The reduced coproduct $\Delta^{\prime}$ on $H^{+}:=\operatorname{Ker} \eta$ is defined by

$$
\begin{equation*}
\Delta^{\prime} h=\Delta h-1 \otimes h-h \otimes 1 \tag{5}
\end{equation*}
$$

Its iterates (defined as for $\Delta$ ) are written $\Delta^{\prime[n]}$. A bialgebra is conilpotent (or, more precisely, locally conilpotent) is for any $h \in H^{+}$there exists a $n \geq 1$ (depending on h) such that $\Delta^{\prime[n]}(h)=0$.

A bialgebra $H$ is a Hopf algebra if there exists an antipode $S$, that is to say a linear map $S: H \rightarrow H$ such that:

$$
\begin{equation*}
m \circ(\operatorname{Id} \otimes S) \circ \Delta=m \circ(S \otimes \mathrm{Id}) \circ \Delta=u \circ \eta: H \rightarrow H \tag{6}
\end{equation*}
$$

In this article, we will consider only conilpotent bialgebras, which are automatically Hopf algebras.

Given a connected bialgebra $H$ and an algebra $A$ with product $m_{A}$ and unit $u_{A}$, the coalgebra structure of $H$ induces an associative convolution product on the vector space $\mathscr{L}(H, A)$ of $k$-linear maps:

$$
\begin{equation*}
\forall(f, g) \in \mathscr{L}(H, A) \times \mathscr{L}(H, A), \quad f * g=m_{A} \circ(f \otimes g) \circ \Delta \tag{7}
\end{equation*}
$$

with a unit given by $u_{A} \circ \eta$, such that $\left(\mathscr{L}(H, A), *, u_{A} \circ \eta\right)$ is an associative unital algebra.

Lemma 1 Let H be a conilpotent bialgebra (and therefore a Hopf algebra) and set

$$
\begin{equation*}
\mathscr{U}(H, A)=\left\{f \in \mathscr{L}(H, A) \quad ; \quad f\left(1_{H}\right)=1_{A}\right\} \tag{8}
\end{equation*}
$$

then $\mathscr{U}(H, A)$ is a group for the convolution product.
Proof $\mathscr{U}(H, A)$ is obviously stable for the convolution product. Following [17], we will remind why any element $f \in \mathscr{U}(H, A)$ as a unique inverse $f^{*-1}$ in $\mathscr{U}(H, A)$. One can write formally

$$
\begin{equation*}
f^{*-1}=\left(u_{A} \circ \eta-\left(u_{A} \circ \eta-f\right)\right)^{*-1}=u_{A} \circ \eta+\sum_{k \geq 1}\left(u_{A} \circ \eta-f\right)^{* k} \tag{9}
\end{equation*}
$$

This series seems to be infinite but, because of the conilpotency assumption, for any $h \in H^{\prime}$

$$
\begin{equation*}
\left(u_{A} \circ \eta-f\right)^{* k}(h)=(-1)^{k} m_{A}^{[k]} \circ f^{\otimes k} \circ \Delta^{\prime[k]}(h) \tag{10}
\end{equation*}
$$

vanishes for $k$ large enough.

When this result is applied to Id :H H $H \in \mathscr{U}(H, H)$, then its convolution inverse is the antipode $S$ (this is the usual way of proving that any conilpotent bialgebra is a Hopf algebra).

Notation 1 If $B \subset A$ is a subalgebra of $A$ which is not unital, then we write

$$
\mathscr{U}(H, B)=\left\{f \in \mathscr{L}(H, A) \quad ; \quad f\left(1_{H}\right)=1_{A} \quad \text { and } \quad f\left(H^{+}\right) \subset B\right\}
$$

This is a subgroup of $\mathscr{U}(H, A)$.
Let now $\mathscr{C}(H, A)$ be the subset of $\mathscr{L}(H, A)$ whose elements are algebra morphisms (also called characters over $A$ ). Of course,

$$
\mathscr{C}(H, A) \subset \mathscr{U}(H, A)
$$

but this shall not be a subgroup: if $A$ is not commutative, there is no reason why it should be stable for the convolution product. Nonetheless if $A$ is commutative, the product from $A \otimes A$ to $A$ is an algebra map: it follows that the convolution of algebra morphisms is an algebra morphism and $\mathscr{C}(H, A)$ is a subgroup of $\mathscr{U}(H, A)$.

Moreover if $f \in \mathscr{U}(H, A)$ is an algebra map, then its inverse $f^{*-1}$ in $\mathscr{U}(H, A)$ is an antialgebra map given by $f^{*-1}=f \circ S$ :

$$
\begin{array}{rlrl}
f * f \circ S & = & m_{A} \circ(f \otimes f \circ S) \circ \Delta \\
& =m_{A} \circ(f \otimes f) \circ(\operatorname{Id} \otimes S) \circ \Delta \\
& = & f \circ m \circ(\operatorname{Id} \otimes S) \circ \Delta  \tag{11}\\
& = & f \circ u \circ \eta \\
& = & & u_{A} \circ \eta,
\end{array}
$$

where we recall that the antipode is an antialgebra morphism:

$$
S(g h)=S(h) S(g)
$$

## 3 From Renormalization to Quasi-shuffle Algebras

The fundamental ideas of renormalization in pQFT were already alluded at in the introduction, we recall them very briefly and refer to textbooks for details (this first paragraph is mainly motivational, we will move immediately after to an algebraic framework that can be understood without mastering the quantum field theoretical background). Starting from a given quantum field theory, one expands perturbatively the quantities of interest (such as Green's functions). This expansion is indexed by Feynman diagrams, and to each of these diagrams is associated a quantity computed by means of certain integrals. Very often, these integrals are divergent and need to
be regularized and renormalized. Typically, a quantity such as

$$
\phi(c):=\int_{0}^{\infty} \frac{d y}{y+c}
$$

is divergent, but becomes convergent up to the introduction of an arbitrary small regularizing parameter $\varepsilon$ (for dimensional reasons, one also introduces a mass term $\mu$ )

$$
\phi(c ; \varepsilon):=\int_{0}^{\infty} \frac{\mu^{\varepsilon} d y}{(y+c)^{1+\varepsilon}}=\frac{1}{\varepsilon}+\log (\mu / c)+O(\varepsilon) .
$$

In that toy model case, close to the dimensional regularization method, the "regularized amplitude" $\phi(c ; \varepsilon)$ lives in $A=\mathbb{C}\left[\left[\varepsilon, \varepsilon^{-1}\right]\right.$ and is renormalized by removing the divergency $\frac{1}{\varepsilon}$ (the component of the expansion in $\varepsilon^{-1} \mathbb{C}\left[\varepsilon^{-1}\right]$ ).

These ideas are axiomatized using the notion of Rota-Baxter algebras as follows. Following [11], let $p_{+}$an idempotent of $\mathscr{L}(A, A)$ where $A$ is a unital algebra (in our toy model example, $p_{+}$would stand for the projection on $\left.\mathbb{C}[[\varepsilon]]\right)$. If we have for $x, y$ in $A$ :

$$
\begin{equation*}
p_{+}(x) p_{+}(y)+p_{+}(x y)=p_{+}\left(x p_{+}(y)\right)+p_{+}\left(p_{+}(x) y\right) \tag{12}
\end{equation*}
$$

then $p_{+}$is a Rota-Baxter operator, $\left(A, p_{+}\right)$is a Rota-Baxter algebra and if $p_{-}=$ $\operatorname{Id}-p_{+}, A_{+}=\operatorname{Im} p_{+}$and $A_{-}=\operatorname{Im} p_{-}$then

- $A=A_{+} \oplus A_{-}$.
- $p_{-}$satisfies the same relation.
- $A_{+}$and $A_{-}$are subalgebras.

Conversely if $A=A_{+} \oplus A_{-}$and $A_{+}$and $A_{-}$are subalgebras, then the projection $p_{+}$on $A_{+}$parallel to $A_{-}$defines a Rota-Baxter algebra $\left(A, p_{+}\right)$.

The idempotency condition is not required to define a Rota-Baxter algebra. In general:

Definition 1 A Rota-Baxter (RB) algebra is an associative algebra $A$ equipped with a linear endomorphism $R$ such that

$$
\forall x, y \in A, R(x) R(y)=R(R(x) y+x R(y)-x y) .
$$

It is an idempotent RB algebra if $R$ is idempotent (in that case we will set $p_{+}:=$ $R$ to emphasize that we are in the framework typical for renormalization). It is a commutative Rota-Baxter algebra if it is commutative as an algebra.

The notion of Rota-Baxter algebra is actually slightly more general: a RotaBaxter algebra of weight $\theta$ is defined by the identity

$$
\forall x, y \in A, R(x) R(y)=R(R(x) y+x R(y)+\theta x y) .
$$

We restrict here the definition to the weight -1 case, which is the one meaningful for renormalization.

Using Rota-Baxter algebras of amplitudes, the principle of renormalization in physics can be formulated algebraically in the following way.
Proposition 1 Let $H$ be a conilpotent bialgebra and ( $A, p_{+}$) an idempotent RotaBaxter algebra (so that $A=A_{-} \oplus A_{+}$). Then for any $\varphi \in \mathscr{U}(H, A)$ there exists a unique pair $\left(\varphi_{+}, \varphi_{-}\right) \in \mathscr{U}\left(H, A_{+}\right) \times \mathscr{U}\left(H, A_{-}\right)$such that

$$
\begin{equation*}
\varphi_{-} * \varphi=\varphi_{+} \tag{13}
\end{equation*}
$$

Moreover, if $A$ is commutative and $\varphi$ is a character, then $\varphi_{+}$and $\varphi_{-}$are also characters. This factorization is called the Birkhoff decomposition of $\varphi$.

Proof Let us postpone the assertion on characters and prove the existence and unicity -notions such as the one of Bogoliubov's preparation map will be useful later. As $A_{+}$and $A_{-}$are subalgebras of $A, \mathscr{U}\left(H, A_{+}\right)$and $\mathscr{U}\left(H, A_{-}\right)$are subgroups of $\mathscr{U}(H, A)$. If such a factorization exists, then it is unique : If $\varphi=\varphi_{-}^{*-1} * \varphi_{+}=$ $\psi_{-}^{*-1} * \psi_{+}$, then

$$
\phi=\psi_{+} * \varphi_{+}^{*-1}=\psi_{-} * \varphi_{-}^{*-1} \in \mathscr{U}\left(H, A_{+}\right) \cap \mathscr{U}\left(H, A_{-}\right)
$$

thus for $h \in H^{+}, \phi(h) \in A_{+} \cap A_{-}=0$. We finally get that

$$
\psi_{+} * \varphi_{+}^{*-1}=\psi_{-} * \varphi_{-}^{*-1}=u_{A} \circ \eta
$$

and $\varphi_{+}=\psi_{+}, \varphi_{-}=\psi_{-}$.
Let us prove now that the factorization exists. Let $\varphi \in \mathscr{U}(H, A)$, we must have $\varphi_{+}\left(1_{H}\right)=\varphi_{-}\left(1_{H}\right)=1_{A}$. Let $\bar{\varphi} \in \mathscr{U}(H, A)$ the Bogoliubov preparation map defined recursively on the increasing sequence of vector spaces $H_{n}^{+}:=\operatorname{Ker} \Delta^{\prime[n]}$ ( $n \geq 1$ ) by

$$
\begin{equation*}
\bar{\varphi}(h)=\varphi(h)-m_{A} \circ\left(p_{-} \otimes \mathrm{Id}\right) \circ(\bar{\varphi} \otimes \varphi) \circ \Delta^{\prime}(h) \tag{14}
\end{equation*}
$$

(since $H$ is conilpotent, $H^{+}=\cup_{n} H_{n}^{+}$). Now if $\varphi_{+}$and $\varphi_{-}$are the elements of $\mathscr{U}(H, A)$ defined on $H^{+}$by

$$
\varphi_{+}(h)=p_{+} \circ \bar{\varphi}(h) \quad, \quad \varphi_{-}(h)=-p_{-} \circ \bar{\varphi}(h) \quad\left(\bar{\varphi}(h)=\varphi_{+}(h)-\varphi_{-}(h)\right),
$$

then

$$
\varphi_{+} \in \mathscr{U}\left(H, A_{+}\right) \quad, \quad \varphi_{-} \in \mathscr{U}\left(H, A_{-}\right) \quad, \quad \varphi_{-} * \varphi=\varphi_{+}
$$

We turn now to another algebraic structure, induced by the one of RB algebras, but weaker - the one we will be concerned later on: quasi-shuffle algebras.

Concretely, the target algebras of amplitudes (such as the algebra of Laurent series) happen to be quasi-shuffle algebras, whereas the algebras of linear forms on Feynman diagrams with values in a commutative RB algebra of amplitudes happen to be noncommutative quasi-shuffle algebras.

Indeed, a RB algebra is always equipped with an associative product, the RB double product $\star$, defined by:

$$
\begin{equation*}
x \star y:=R(x) y+x R(y)-x y \tag{15}
\end{equation*}
$$

so that: $R(x) R(y)=R(x \star y)$. Setting $x \prec y:=x R(y), x \succ y:=R(x) y$, one gets

$$
\begin{gathered}
(x y) \prec z=x y R(z)=x(y \prec z), \\
(x \prec y) \prec z=x R(y) R(z)=x \prec(y \star z), \\
(x \succ y) \prec z=R(x) y R(z)=x \succ(y \prec z),
\end{gathered}
$$

and so on. These observations give rise to the axioms of noncommutative quasishuffle algebras (NQSh, also called tridendriform, algebras). On an historical note, we learned recently from K. Ebrahimi-Fard that the following axioms and relations seem to have first appeared in the context of stochastic calculus, namely in the work of Karandikar in the early 1980s on matrix semimartingales, see e.g. [24]. See also [18] for details and other references.

Definition 2 A noncommutative quasi-shuffle algebra (NQSh algebra) is a nonunital associative algebra (with product written $\bullet$ ) equipped with two other products $\prec, \succ$ such that, for all $x, y, z \in A$ :

$$
\begin{array}{ll}
(x \prec y) \prec z=x \prec(y \star z), & (x \succ y) \prec z=x \succ(y \prec z) \\
(x \star y) \succ z=x \succ(y \succ z), & (x \prec y) \bullet z=x \bullet(y \succ z) \\
(x \succ y) \bullet z=x \succ(y \bullet z), & (x \bullet y) \prec z=x \bullet(y \prec z) \tag{18}
\end{array}
$$

where $x \star y:=x \prec y+x \succ y+x \bullet y$.
Notice that $(x \bullet y) \bullet z=x \bullet(y \bullet z)$ and (16) $+(17)+(18)$ imply the associativity of $\star$ :

$$
\begin{equation*}
(x \star y) \star z=x \star(y \star z) . \tag{19}
\end{equation*}
$$

When the RB algebra is commutative, the relations between the three products $\prec, \succ$, $\bullet$ simplify (since $x \prec y=x R(y)=y \succ x$ ) and one arrives at the definition:

Definition 3 A quasi-shuffle (QSh) algebra $A$ is a nonunital commutative algebra (with product written $\bullet$ ) equipped with another product $\prec$ such that

$$
\begin{align*}
(x \prec y) \prec z & =x \prec(y \star z)  \tag{20}\\
(x \bullet y) \prec z & =x \bullet(y \prec z) . \tag{21}
\end{align*}
$$

where $x \star y:=x \prec y+y \prec x+x \bullet y$.
We also set for further use $x \succ y:=y \prec x$ (this makes a QSh algebra a NQSh algebra). The product $\star$ is automatically associative and commutative and defines another commutative algebra structure on $A$.

It is sometimes convenient to equip NQSh and QSh algebras with a unit. The phenomenon is exactly similar to the case of shuffle algebras [36]. Given a NQSh algebra, one sets $B:=k \oplus A$, and the products $\prec, \succ$, $\bullet$ have a partial extension to $B$ defined by, for $x \in A$ :

$$
1 \bullet x=x \bullet 1:=0,1 \prec x:=0, x \prec 1:=x, 1 \succ x:=x, x \succ 1:=0 .
$$

The products $1 \prec 1,1 \succ 1$ and $1 \bullet 1$ cannot be defined consistently, but one sets $1 \star$ $1:=1$, making $B$ a unital commutative algebra for $\star$. The categories of NQSh/QSh and unital NQSh/QSh algebras are equivalent (under the operation of adding or removing a copy of the ground field).

Formally, the relations between RB algebras and NQSh algebras are encoded by the Lemma:

Lemma 2 The identities $x \prec y:=x R(y), x \succ y:=R(x) y, x \bullet y:=x y$ induce a forgetful functor from RB algebras to NQSh algebras, resp. from commutative RB algebras to QSh algebras.

We already alluded to the fact that, in a given quantum field theory, the set of linear forms from the linear span of Feynman diagrams (or equivalently algebra maps from the polynomial algebra they generate) to a commutative RB algebra of amplitudes carries naturally the structure of a noncommutative RB algebra. In the context of QSh algebras, this result generalizes as follows:

Proposition 2 Let C be a (coassociative) coalgebra with coproduct $\Delta$ and $A$ be a NQSh algebra. Then the set of linear maps $\operatorname{Hom}(C, A)$ is naturally equipped with the structure of a NQSh algebra by the products:

$$
\begin{aligned}
f \prec g(c) & :=f\left(c^{(1)}\right) \prec g\left(c^{(2)}\right), \\
f \succ g(c) & :=f\left(c^{(1)}\right) \succ g\left(c^{(2)}\right), \\
f \bullet g(c) & :=f\left(c^{(1)}\right) \bullet g\left(c^{(2)}\right),
\end{aligned}
$$

where we used Sweedler's notation $\Delta(c)=c^{(1)} \otimes c^{(2)}$.

The proposition follows from the fact that the relations defining NQSh algebras are non-symmetric (in the sense that they do not involve permutations: for example, in the equation $(x \prec y) \prec z=x \prec(y \star z)$, the letters $x, y, z$ appear in the same order in the left and right hand side, and similarly for the other defining relations).

## 4 The Quasi-shuffle Hopf Algebra QSh(A)

For details on the constructions in this section, we refer the reader to [18, 22, 23]. Let $A$ be an associative algebra. We write $Q \operatorname{Sh}(A)$ for the graded vector space $Q \operatorname{Sh}(A)=\bigoplus_{n \geq 0} Q \operatorname{Sh}(A)_{n}=k \oplus \bigoplus_{n \geq 1} Q \operatorname{Sh}(A)_{n}=: k \oplus Q \operatorname{Sh}^{+}(A)$ where, for $n \geq 1, Q \operatorname{Sh}(A)_{n}=A^{\otimes n}$ and $Q \operatorname{Sh}(A)_{0}=k$ (notice that when $A$ is unital, one has to distinguish between $1 \in k=Q \operatorname{Sh}(A)_{0}$ and $\left.1_{A} \in A \subset Q \operatorname{Sh}(A)_{1}\right)$. We denote $l(\boldsymbol{a})=n$ the length of an element $\boldsymbol{a}$ of $Q \operatorname{Sh}(A)_{n}$.

For convenience, an element $\boldsymbol{a}=a_{1} \otimes \ldots \otimes a_{n}$ of $Q \operatorname{Sh}(A)$ will be called a word and will be written $a_{1} \ldots a_{n}$ (it should not be confused with the product of the $a_{i}$ in $A)$. We will reserve the tensor product notation for the tensor product of elements of $Q \operatorname{Sh}(A)$ (so that for example, $\left.a_{1} a_{2} \otimes a_{3} \in Q \operatorname{Sh}(A)_{2} \otimes Q \operatorname{Sh}(A)_{1}\right)$. Also, we distinguish between the concatenation product of words (written $\cdot: a_{1} a_{2} a_{3} \cdot b_{1} b_{2}=$ $a_{1} a_{2} a_{3} b_{1} b_{2}$ ) and the product in $A$ by writing $a \cdot{ }_{A} b$ the product of $a$ and $b$ in $A$ (whereas $a \cdot b$ would stand for the word $a b$ of length 2).

The graded vector space $Q S h^{+}(A)$ (resp. $Q \operatorname{Sh}(A)$ ) is given a graded (resp. unital) NQSh algebra structure by induction on the length of tensors such that for all $a, b \in A$, for all $v, w \in Q \operatorname{Sh}(A)$ :

$$
\begin{gathered}
a v \prec b w=a(v \star b w), \\
a v \succ b w=b(a v \star w), \\
a v \bullet b w=\left(a \cdot{ }_{A} b\right)(v \star w),
\end{gathered}
$$

where $\uplus:=\star=\prec+\succ+\bullet$ is usually called the quasi-shuffle (or stuffle) product (by definition: $\forall v \in Q \operatorname{Sh}(A), 1 \uplus v=v=v \pm 1$ ). Notice that this product $\uplus$ can be defined directly by the two equivalent inductions

$$
a v \uplus b w:=a(v \uplus b w)+b(a v \uplus w)+a \cdot{ }_{A} b(v \uplus w)
$$

or

$$
v a \uplus w b:=(v \uplus b w) a+(a v \uplus w) b+(v \uplus w) a \cdot{ }_{A} b .
$$

When $A$ is commutative, $Q \operatorname{Sh}(A)$ is a unital quasi-shuffle algebra For example:

$$
\begin{equation*}
a_{1} a_{2} \uplus b=a_{1} a_{2} b+a_{1} b a_{2}+b a_{1} a_{2}+a_{1}\left(a_{2} \cdot{ }_{A} b\right)+\left(a_{1} \cdot{ }_{A} b\right) a_{2} \tag{22}
\end{equation*}
$$

Notice at last that, under the action of the four products $\prec, \succ, \star, \bullet$, the image of $Q \operatorname{Sh}(A)_{r} \otimes Q \operatorname{Sh}(A)_{s}$ is contained in $\bigoplus_{t=\max (r, s)}^{r+s} Q \operatorname{Sh}(A)_{t}$

One can also define:

- a counit $\eta: Q \operatorname{Sh}(A) \rightarrow k$ by $\eta(1):=1$ and for $s \geq 1, \eta\left(a_{1} \ldots a_{s}\right)=0$,
- a coproduct (called deconcatenation coproduct) $\Delta: Q \operatorname{Sh}(A) \rightarrow Q \operatorname{Sh}(A) \otimes$ $Q \operatorname{Sh}(A)$ such that $\Delta(1)=1 \otimes 1$ and for $s \geq 1$ and $\boldsymbol{a}=a_{1} \ldots a_{s} \in Q \operatorname{Sh}(A)_{s}$,

$$
\begin{equation*}
\Delta(\boldsymbol{a})=\boldsymbol{a} \otimes 1+1 \otimes \boldsymbol{a}+\sum_{r=1}^{s-1}\left(a_{1} \ldots a_{r}\right) \otimes\left(a_{r+1} \ldots a_{s}\right) \tag{23}
\end{equation*}
$$

making $Q \operatorname{Sh}(A)$ a graded coalgebra. It is a matter of fact to check that $Q \operatorname{Sh}(A)$ is a unital conilpotent bialgebra (and thus a Hopf algebra, see e.g. [5]), which is called the quasi-shuffle or stuffle Hopf algebra on $A$ (this terminology, that we adopt, is convenient, usual, but slightly misleading because when $A$ is only associative, $Q \operatorname{Sh}(A)$ is a unital noncommutative quasi-shuffle algebra).

## 5 Operations and Universal Properties

Let us focus now in the first part of this section on the case relevant to renormalization, that is when $A$ is commutative but not necessarily unital. It follows then from standard arguments in universal algebra that, given a quasi-shuffle algebra $B$, morphisms of quasi-shuffle algebras from $Q \mathrm{Sh}^{+}(A)$ to $B$ are naturally in bijection with morphisms of (non unital) algebras from $A$ to $B$ :

$$
\operatorname{Hom}_{Q S h}\left(Q \operatorname{Sh}^{+}(A), B\right) \cong \operatorname{Hom}_{A l g}(A, B)
$$

In categorical terms (see [18] for a direct and elementary proof):
Proposition 3 (Quasi-shuffle PBW theorem) The left adjoint $U$ of the forgetful functor from the category of quasi-shuffle algebras QSh to the category of non unital commutative algebras Com, or "quasi-shuffle enveloping algebra" functor from Com to QSh, is Hoffman's quasi-shuffle algebra functor $A \longmapsto Q S h^{+}(A)$.

It is interesting to analyse the concrete meaning of this Proposition. Let us consider first the counit of the adjunction, that is the quasi-shuffle algebra map from $Q S h^{+}(A)$ to $A$, when $A$ is a quasi-shuffle algebra. By definition of $\prec$, the element $a_{1} \ldots a_{n} \in Q \operatorname{Sh}(A)_{n}$ can be rewritten (in $\left.Q \operatorname{Sh}(A)\right) a_{1} \prec\left(a_{2} \prec \ldots\left(a_{n-1} \prec a_{n}\right)\right)$. The trick goes back to Schützenberger who used it in his seminal but not enough acknowledged study of shuffle algebras [36]. It follows that the counit of the adjunction maps $a_{1} \ldots a_{n} \in Q \operatorname{Sh}(A)_{n}$ to $a_{1} \prec\left(a_{2} \prec \ldots\left(a_{n-1} \prec a_{n}\right)\right)$ (computed now in $A$ ).

Let us move now to the case when $A$ is a commutative RB algebra. Then, $A$ is in particular a quasi-shuffle algebra with $a \prec b:=a R(b)$. The counit of the same adjunction is then the map that sends $a_{1} \ldots a_{n} \in$ $Q \operatorname{Sh}(A)_{n}$ to $a_{1} R\left(a_{2} R\left(a_{3} \ldots R\left(a_{n-1} R\left(a_{n}\right)\right)\right)\right.$. In particular, $a^{n}$ is mapped to $a R(a R(a \ldots R(a R(a)))$-a term that is known to play a key role in renormalization, see in particular [14].

This relatively standard adjunction analysis can be completed in the case we are interested in (maps from $Q S h^{+}(A)$ to $B$, when $B$ is a quasi-shuffle algebra), due to the existence of a Hopf algebra structure on $Q \operatorname{Sh}(A)$. According to Proposition 2, we have first that

Lemma 3 Let A be an associative algebra and B a NQSh algebra, the vector space of linear morphisms $\mathscr{L}(Q \operatorname{Sh}(A), B)$ is a NQSh algebra.

Furthermore, by properties that hold for arbitrary maps from a conilpotent Hopf algebra to an algebra, if $B$ is unital, the set of linear maps that map the unit of $Q \operatorname{Sh}(A)$ to the unit of $B, \mathscr{U}(Q \operatorname{Sh}(A), B)$ is a group for the product $\star$. Moreover, when $B$ is commutative, the subset of algebra maps from $Q \operatorname{Sh}(A)$ to $B, \mathscr{C}(Q \operatorname{Sh}(A), B)$, is a subgroup.

Next, notice that the functor $Q S h$ is compatible with Hopf algebra structures: an algebra map $l$ from $A$ to $B$ induces a map $Q \operatorname{Sh}(l)$ of quasi-shuffle algebras from $Q \operatorname{Sh}(A)$ to $Q \operatorname{Sh}(B)$ defined by

$$
\operatorname{QSh}(l)(1)=1 \quad \text { and } \quad \operatorname{QSh}(l)\left(a_{1} \ldots a_{r}\right)=l\left(a_{1}\right) \ldots l\left(a_{r}\right) \quad(r \geq 1)
$$

and therefore $\Delta \circ Q \operatorname{Sh}(l)=(Q \operatorname{Sh}(l) \otimes Q \operatorname{Sh}(l)) \circ \Delta$. In particular, $Q \operatorname{Sh}(l)$ is a Hopf algebra morphism.

The last universal property of the $Q S h$ functor that we would like to emphasize is more intriguing and does not seem to have been noticed before. Whereas $Q S h$ is naturally a left adjoint, it also happens indeed to be a right adjoint, a property that will prove essential in our later developments.

Theorem 1 Let $H$ be a conilpotent Hopf algebra and $A$ be a unital associative algebra, then we have a natural isomorphism between (unital) algebra maps from $H$ to $A$ and Hopf algebra maps from $H$ to $Q S h(A)$ :

$$
\operatorname{Hom}_{A l g}(H, A) \cong \operatorname{Hom}_{H o p f}(H, Q S h(A))
$$

Indeed, $Q \operatorname{Sh}(A)$ is, as a coalgebra, the cofree coalgebra over $A$ (viewed as a vector space) in the category of conilpotent coalgebras. These properties are dual to the ones of tensor algebras (more familiar, but equivalent up to the fact that the dual of a coalgebra is an algebra but the converse is not always true -this is the reason for the conilpotency hypothesis): the tensor algebra over a vector space $V$ is, when equipped with the concatenation product, the free associative algebra over $V$. There is therefore a natural isomorphism between linear maps from the kernel $C^{+}$of the counit of a coaugmented conilpotent coalgebra $C$ to $A$ and coalgebra maps from $C$
to $Q \operatorname{Sh}(A)$

$$
\mathscr{L}\left(C^{+}, A\right) \cong \operatorname{Hom}_{\operatorname{Coalg}}(C, Q \operatorname{Sh}(A)) .
$$

Coaugmented means that there is a coalgebra map from the ground field to $C$, insuring that $C$ decomposes as the direct sum of $k$ and of the kernel of the counit (as happens for a Hopf algebra, for which the composition of the unit and the counit is a projection on the ground field orthogonally to the kernel of the counit).

The isomorphism is given explicitly as follows: it maps $\phi \in \mathscr{L}\left(C^{+}, A\right)$ to $\tilde{\phi}:=$ $\sum_{i=0}^{\infty} \phi^{\otimes n} \circ \Delta^{[n]}\left(\right.$ where $\phi^{\otimes 0} \circ \Delta^{\prime[0]}$ stands for the composition of the counit of $C$ with the unit of $Q \operatorname{Sh}(A)$ ). In particular, the map $\phi$ factorizes as (the restriction to $C^{+}$of) $j \circ \tilde{\phi}$, where $j \in \mathscr{L}(Q \operatorname{Sh}(A), A)$ is defined by $j(1)=1_{A}, j\left(a_{1}\right)=a_{1}$ and $j\left(a_{1} \ldots a_{r}\right)=0$ if $r \geq 2$.

To prove the Theorem, it is therefore enough to show that, when a linear map $\phi$ from $H^{+}$to $A$ is the restriction to $H^{+}$of an algebra map from $H$ to $A$, then the induced map $\tilde{\phi}$ is also an algebra map (since we already know it is a coalgebra map). Concretely, we have to prove that, for $h, h^{\prime} \in H^{+}, \tilde{\phi}\left(h h^{\prime}\right)=\tilde{\phi}(h) \uplus \tilde{\phi}\left(h^{\prime}\right)$. The Theorem will then follow if we prove that

$$
\sum_{n=1}^{\infty} \phi^{\otimes n} \circ \Delta^{\prime[n]}\left(h h^{\prime}\right)=\sum_{p=1}^{\infty} \phi^{\otimes p} \circ \Delta^{[p p]}(h) \uplus \sum_{q=1}^{\infty} \phi^{\otimes p} \circ \Delta^{[[q]}\left(h^{\prime}\right) .
$$

Using that $\phi$ and that $\Delta$ are algebra maps, this follows from the following Lemma (where, to avoid ambiguities, we use the notation $\Delta^{\prime[p]}(h)=h_{(1, p)}^{\prime} \otimes \cdots \otimes h_{(p, p)}^{\prime}$ ) by identification of the terms in the left and right hand side.

Lemma 4 We have, for the iterated coproduct and $h \in H^{+}$,

$$
\Delta^{[n]}(h)=\sum_{i=1}^{n} \sum_{f \in \operatorname{Inj}(i, n)} f_{*}\left(h_{(1, i)}^{\prime} \otimes \cdots \otimes h_{(i, i)}^{\prime}\right),
$$

where Inj $(i, n)$ stands for the set of increasing injections from $[i]:=\{1, \ldots, i\}$ to [ $n$ ] and

$$
f_{*}\left(h_{(1, i)}^{\prime} \otimes \cdots \otimes h_{(i, i)}^{\prime}\right)=l_{(1)} \otimes \cdots \otimes l_{(n)}
$$

with $l_{(q)}:=h_{(p, i)}^{\prime}$ if $q=f(p)$ and $l_{(q)}:=1$ if $q$ is not in the image of $f$.
For example, $\Delta^{[1]}(h)=\Delta^{\prime[1]}(h)=h=h_{(1,1)}^{\prime}$,

$$
\Delta^{[2]}(h)=\Delta(h)=h_{(1,1)}^{\prime} \otimes 1+1 \otimes h_{(1,1)}^{\prime}+h_{(1,2)}^{\prime} \otimes h_{(2,2)}^{\prime}
$$

and

$$
\begin{aligned}
\Delta^{[2]}(h k)= & \Delta^{[2]}(h) \Delta^{[2]}(k) \\
= & \left(h_{(1,1)}^{\prime} \otimes 1+1 \otimes h_{(1,1)}^{\prime}+h_{(1,2)}^{\prime} \otimes h_{(2,2)}^{\prime}\right) \\
& \times\left(k_{(1,1)}^{\prime} \otimes 1+1 \otimes k_{(1,1)}^{\prime}+k_{(1,2)}^{\prime} \otimes k_{(2,2)}^{\prime}\right),
\end{aligned}
$$

so that

$$
\begin{gathered}
\Delta^{\prime[2]}(h k)=h_{(1,1)}^{\prime} \otimes k_{(1,1)}^{\prime}+k_{(1,1)}^{\prime} \otimes h_{(1,1)}^{\prime}+h_{(1,1)}^{\prime} k_{(1,2)}^{\prime} \otimes k_{(2,2)}^{\prime}+k_{(1,2)}^{\prime} \otimes h_{(1,1)}^{\prime} k_{(2,2)}^{\prime} \\
+h_{(1,2)}^{\prime} k_{(1,1)}^{\prime} \otimes h_{(2,2)}^{\prime}+h_{(1,2)}^{\prime} \otimes h_{(2,2)}^{\prime} k_{(1,1)}^{\prime}+h_{(1,2)}^{\prime} k_{(1,2)}^{\prime} \otimes h_{(2,2)}^{\prime} k_{(2,2)}^{\prime},
\end{gathered}
$$

where one recognizes the tensor degree 2 component of

$$
\left(\Delta^{\prime[1]}(h)+\Delta^{\prime[2]}(h)\right) \uplus\left(\Delta^{\prime[1]}(k)+\Delta^{\prime[2]}(k)\right) .
$$

The Theorem has an important corollary, that we state also as a Theorem in view of its importance for our approach to renormalization.

Theorem 2 Let $H$ be a conilpotent bialgebra, then, the unit, written $t$, of the adjunction in the previous Theorem, ( $\iota(1):=1$ and $\left.\forall h \in H^{+}, \iota(h)=\sum_{k \geq 1} \Delta^{[k]}(h)\right)$ defines an injective Hopf algebra morphism from $H$ to $Q S h\left(H^{+}\right)$. In particular, any conilpotent (resp. conilpotent commutative) Hopf algebra embeds into a noncommutative quasi-shuffle (resp. a quasi-shuffle) Hopf algebra.

We let the reader check the following Lemma, that will be important later in the article and makes Theorem 1 more precise:

Lemma 5 The map $j \in \mathscr{L}(Q \operatorname{Sh}(A), A)$ is a morphism of algebras.

## 6 The Map $j \in \mathscr{U}(Q \operatorname{Sh}(A), A)$

We shall now illustrate the ideas of the previous section on the map $j \in$ $\mathscr{U}(Q \operatorname{Sh}(A), A)$ (recall it is defined by $j(1)=1_{A}, j\left(a_{1}\right)=a_{1}$ and $j\left(a_{1} \ldots a_{r}\right)=0$ if $r \geq 2$ ). In a sense, this will be the only computation of inverse and of Birkhoff decomposition we will need. This map $j$ plays a fundamental role. We already saw that it appears in the adjunction $\mathscr{L}\left(C^{+}, A\right) \cong \operatorname{Hom}_{\text {Coalg }}(C, Q \operatorname{Sh}(A))$. It will also appear later to be the unit of a semigroup structure on $\mathscr{U}(Q \operatorname{Sh}(A), A)$ to be introduced in the next section.

For the inverse, we get $j^{*-1}$ :

$$
j^{*-1}=u_{A} \circ \eta+\sum_{k \geq 1}\left(u_{A} \circ \eta-j\right)^{* k}
$$

Which means that $j^{*-1}(1)=1_{A}$ and for $\boldsymbol{a}=a_{1} \ldots a_{s} \in Q \operatorname{Sh}(A)^{+}$,

$$
\begin{align*}
j^{*-1}(\boldsymbol{a}) & =\sum_{k \geq 1}(-1)^{k} m_{A}^{[k]} \circ j^{\otimes k} \circ \Delta^{\prime[k]}(\boldsymbol{a}) \\
& =\sum_{k \geq 1}(-1)^{k} \sum_{\substack{a^{1} \ldots a^{k}=a \\
a^{i} \in Q S h(A)+}} m_{A}^{[k]} \circ j^{\otimes k}\left(\boldsymbol{a}^{1} \otimes \ldots \otimes \boldsymbol{a}^{k}\right)  \tag{24}\\
& =\quad(-1)^{s} m_{A}^{[s]}\left(a_{1} \otimes \ldots \otimes a_{S}\right) \\
& =\quad(-1)^{s} a_{1} \cdot A \cdots \cdot A a_{S}=j \circ S(\boldsymbol{a})
\end{align*}
$$

where

$$
\begin{align*}
S(\boldsymbol{a}) & =\sum_{k \geq 1}(-1)^{k} m^{[k]} \circ \Delta^{\prime[k]}(\boldsymbol{a}) \\
& =\sum_{k \geq 1}(-1)^{k} \sum_{\substack{a^{1} \ldots a^{k}=a \\
a^{i} \in \operatorname{Sh}(A)^{+}}} \boldsymbol{a}^{1} \uplus \ldots \uplus \boldsymbol{a}^{k} . \tag{25}
\end{align*}
$$

Note that the previous sums run over all the possible factorizations in nonempty words of $\boldsymbol{a}$ for the concatenation product.

If $\left(A, p_{+}\right)$is a Rota-Baxter algebra then the Bogoliubov preparation map $\bar{j}$ associated to $j$, see Eq. (14), is such that $\bar{j}(1)=1_{A}$ and can be defined recursively on vector spaces $Q \operatorname{Sh}(A)_{n}(n \geq 1)$ by

$$
\begin{equation*}
\bar{j}(h)=j(h)-m_{A} \circ\left(p_{-} \otimes \mathrm{Id}\right) \circ(\bar{j} \otimes j) \circ \Delta^{\prime}(h) \tag{26}
\end{equation*}
$$

Let us begin the recursion on the length of the sequence. If $\boldsymbol{a}=a_{1}$ then $\bar{j}\left(a_{1}\right)=$ $j\left(a_{1}\right)=a_{1}$. Now, if $\boldsymbol{a}=a_{1} \cdot a_{2}=a_{1} a_{2}$,

$$
\begin{equation*}
\bar{j}\left(a_{1} a_{2}\right)=j\left(a_{1} a_{2}\right)-m_{A} \circ\left(p_{-} \otimes \mathrm{Id}\right) \circ(\bar{j} \otimes j)\left(\left(a_{1}\right) \otimes\left(a_{2}\right)\right)=-p_{-}\left(a_{1}\right) \cdot{ }_{A} a_{2} \tag{27}
\end{equation*}
$$

and

$$
\begin{align*}
\bar{j}\left(a_{1} a_{2} a_{3}\right) & =-m_{A} \circ\left(p_{-} \otimes \mathrm{Id}\right) \circ(\bar{j} \otimes j)\left(\left(a_{1} a_{2}\right) \otimes\left(a_{3}\right)\right)  \tag{28}\\
& =p_{-}\left(p_{-}\left(a_{1}\right) \cdot{ }_{A} a_{2}\right) \cdot{ }_{A} a_{3}
\end{align*}
$$

Thus, for $r \geq 2$,

$$
\begin{equation*}
\bar{j}\left(a_{1} \ldots a_{r}\right)=-p_{-}\left(\bar{j}\left(a_{1} \ldots a_{r-1}\right)\right) \cdot A_{A} a_{r} \tag{29}
\end{equation*}
$$

It is then easy to prove that in general (see e.g. [14] for a systematic study of combinatorial approaches and closed solutions to the Bogoliubov recursion)

Proposition 4 The Birkhoff decomposition

$$
\left(j_{+}, j_{-}\right) \in \mathscr{U}\left(Q \operatorname{Sh}(A), A_{+}\right) \times \mathscr{U}\left(Q \operatorname{Sh}(A), A_{-}\right)
$$

such that

$$
j_{-} * j=j_{+}
$$

is given by the formula: for $r \geq 1$ and $\boldsymbol{a}=a_{1} \otimes \ldots \otimes a_{r} \in Q \operatorname{Sh}(A)^{+}$,

$$
\left\{\begin{array}{l}
j_{+}(\boldsymbol{a})=p_{+}(\bar{j}(\boldsymbol{a}))=(-1)^{r-1} p_{+}\left(p_{-}\left(\ldots\left(p_{-}\left(a_{1}\right) \cdot A_{A} a_{2}\right) \ldots \cdot_{A} a_{r-1}\right) \cdot A a_{r}\right)  \tag{30}\\
j_{-}(\boldsymbol{a})=-p_{-}(\bar{j}(\boldsymbol{a}))=(-1)^{r} p_{-}\left(p_{-}\left(\ldots\left(p_{-}\left(a_{1}\right) \cdot A_{A} a_{2}\right) \ldots A_{A} a_{r-1}\right) \cdot A a_{r}\right)
\end{array}\right.
$$

Moreover, if $A$ is commutative then $\mathscr{C}(Q \operatorname{Sh}(A), A)$ is a group and $j_{+}$and $j_{-}$are characters.

Proof Let us prove the last assumption, when $A$ is commutative. Since $j$ is a character it is sufficient to prove that $j_{-}$is a character. By induction on $t \geq 0$ we will show that for two tensors $\boldsymbol{a}$ and $\boldsymbol{b}$ in $Q \operatorname{Sh}(A)$, if $l(\boldsymbol{a})+l(\boldsymbol{b})=t$, then

$$
\begin{equation*}
j_{-}(\boldsymbol{a} \uplus \boldsymbol{b})=j_{-}(\boldsymbol{a}) j_{-}(\boldsymbol{b}) \tag{31}
\end{equation*}
$$

This identity is trivial for $t=0$ and $t=1$ since at least one of the sequences is the empty sequence. This also trivial for any $t$ if one of the sequences is empty. Now suppose that $t \geq 2$ and that $\boldsymbol{a}=a_{1} \ldots a_{r} \in Q \operatorname{Sh}(A)_{r}$ and $\boldsymbol{b}=b_{1} \ldots b_{s} \in Q \operatorname{Sh}(A)_{s}$ with $r \geq 1, s \geq 1$ and $r+s=t$. Let $\tilde{\boldsymbol{a}}=a_{1} \ldots a_{r-1} \in \operatorname{QSh}(A)_{r-1}(\tilde{\boldsymbol{a}}=1$ if $r=1)$ and $\tilde{\boldsymbol{b}}=b_{1} \ldots b_{s-1} \in Q \operatorname{Sh}(A)_{s-1}(\tilde{\boldsymbol{b}}=1$ if $s=1)$, then:

$$
\boldsymbol{a} \uplus \boldsymbol{b}=(\tilde{\boldsymbol{a}} \uplus \boldsymbol{b}) \cdot a_{r}+(\boldsymbol{a} \uplus \tilde{\boldsymbol{b}}) \cdot b_{s}+(\tilde{\boldsymbol{a}} \uplus \tilde{\boldsymbol{b}}) \cdot\left(a_{r} \cdot{ }_{A} b_{s}\right)
$$

Now we have
$j_{-}(\boldsymbol{a})=-p_{-}\left(j_{-}(\tilde{\boldsymbol{a}}) \cdot{ }_{A} a_{r}\right)=-p_{-}(x) \quad$ and $\quad j_{-}(\boldsymbol{b})=-p_{-}\left(j_{-}(\tilde{\boldsymbol{b}}) \cdot{ }_{A} b_{S}\right)=-p_{-}(y)$,
where $x:=j_{-}(\tilde{\boldsymbol{a}}) \cdot A a_{r}$ and $y:=j_{-}(\tilde{\boldsymbol{b}}) \cdot A b_{s}$. Thanks to the Rota-Baxter identity, and omitting $\cdot{ }_{A}$ in the following computations in $A$,

$$
\begin{aligned}
j_{-}(\boldsymbol{a}) j_{-}(\boldsymbol{b})= & p_{-}(x) p_{-}(y) \\
= & p_{-}\left(x p_{-}(y)\right)+p_{-}\left(p_{-}(x) y\right)-p_{-}(x y) \\
= & p_{-}\left(j_{-}(\tilde{\boldsymbol{a}}) a_{r} p_{-}\left(j_{-}(\tilde{\boldsymbol{b}}) b_{s}\right)\right)+p_{-}\left(p_{-}\left(j_{-}(\tilde{\boldsymbol{a}}) a_{r}\right) j_{-}(\tilde{\boldsymbol{b}}) b_{s}\right) \\
& \quad-p_{-}\left(j_{-}(\tilde{\boldsymbol{a}}) a_{r} j_{-}(\tilde{\boldsymbol{b}}) b_{s}\right)
\end{aligned}
$$

but as $A$ is commutative, by induction we get

$$
\begin{array}{rlr}
j_{-}(\boldsymbol{a}) j_{-}(\boldsymbol{b}) & =-p_{-}\left(j_{-}(\tilde{\boldsymbol{a}}) j_{-}(\boldsymbol{b}) a_{r}\right)-p_{-}\left(j_{-}(\boldsymbol{a}) j_{-}(\tilde{\boldsymbol{b}}) b_{s}\right)-p_{-}\left(j_{-}(\tilde{\boldsymbol{a}}) j_{-}(\tilde{\boldsymbol{b}}) a_{r} b_{s}\right) \\
& = & -p_{-}\left(j_{-}(\tilde{\boldsymbol{a}} \uplus \boldsymbol{b}) a_{r}\right)-p_{-}\left(j_{-}(\boldsymbol{a} \uplus \tilde{\boldsymbol{b}}) b_{s}\right)-p_{-}\left(j_{-}(\tilde{\boldsymbol{a}} \uplus \tilde{\boldsymbol{b}}) a_{r} b_{s}\right) \\
& = & j_{-}\left((\tilde{\boldsymbol{a}} \uplus \boldsymbol{b}) \cdot a_{r}\right)+j_{-}\left((\boldsymbol{a} \uplus \tilde{\boldsymbol{b}}) \cdot b_{s}\right)+j_{-}\left((\tilde{\boldsymbol{a}} \uplus \tilde{\boldsymbol{b}}) \cdot\left(a_{r} b_{s}\right)\right) \\
& = & j_{-}\left((\tilde{\boldsymbol{a}} \uplus \boldsymbol{b}) \cdot a_{r}+(\boldsymbol{a} \uplus \tilde{\boldsymbol{b}}) \cdot b_{s}+(\tilde{\boldsymbol{a}} \uplus \boldsymbol{\tilde { b }}) \cdot\left(a_{r} b_{s}\right)\right) \\
& = & j_{-}(\boldsymbol{a} \uplus \boldsymbol{b})
\end{array}
$$

In the sequel, when there is no ambiguity, we shall omit the notation $\cdot A$ when applying formula (30).

As we will see these formulas are almost sufficient to compute the Birkhoff decomposition for any conilpotent bialgebra.

## 7 The Universal Semigroup and Renormalization

Let $A$ be a unital algebra. Then, by adjunction we know that

$$
\mathscr{U}(Q \operatorname{Sh}(A), A) \cong \operatorname{Hom}_{\operatorname{Coalg}}(Q \operatorname{Sh}(A), Q \operatorname{Sh}(A))
$$

In particular, the composition of coalgebra endomorphisms of $Q \operatorname{Sh}(A)$ equips $\mathscr{U}(Q \operatorname{Sh}(A), A)$ with a semigroup structure.

Definition 4 The universal semigroup associated to a unital algebra $A$ is the set $\mathscr{U}(Q \operatorname{Sh}(A), A)$ equipped with the associative unital product induced by composition of coalgebra endomorphisms of $Q \operatorname{Sh}(A)$ : for $f$ and $g$ in $\mathscr{U}(Q \operatorname{Sh}(A), A)$

$$
f \odot g:=f \circ Q \operatorname{Sh}(g) \circ \iota .
$$

Its unit is the map $j$ :

$$
f \odot j=f \circ Q \operatorname{Sh}(j) \circ \iota=f \circ I d=f
$$

This semigroup structure generalizes to an action on linear maps from a Hopf algebra to $A$ as follows.

Definition 5 Let $H$ be a conilpotent bialgebra. For $\varphi \in \mathscr{U}(H, A)$ and $f \in$ $\mathscr{U}(Q \operatorname{Sh}(A), A)$ we set

$$
f \odot \varphi:=f \circ Q \operatorname{Sh}(\varphi) \circ \iota .
$$

This morphism $f \odot \varphi$ is linear from $H$ to $A$ and unital:

$$
f \odot \varphi\left(1_{H}\right)=f \circ Q \operatorname{Sh}(\varphi) \circ \iota\left(1_{H}\right)=f \circ Q \operatorname{Sh}(\varphi)(1)=f(1)=1_{A} .
$$

We get a left action of $\mathscr{U}(Q \operatorname{Sh}(A), A)$ on $\mathscr{U}(H, A)$ :

$$
\odot: \mathscr{U}(Q \operatorname{Sh}(A), A) \times \mathscr{U}(H, A) \rightarrow \mathscr{U}(H, A) .
$$

Moreover, when $A$ is commutative, if $\varphi \in \mathscr{C}(H, A)$ and $f \in \mathscr{C}(Q \operatorname{Sh}(A), A)$ it is clear, by composition of algebra morphisms, that $f \odot \varphi \in \mathscr{C}(H, A)$.

That $j$ acts as the identity map on $\mathscr{U}(H, A)$ follows from: for $h \in H^{+}$,

$$
\begin{align*}
j \odot \varphi(h) & =j \circ Q \operatorname{Sh}(\varphi)\left(h+\sum_{k \geq 2} \sum h_{(1)}^{\prime} \otimes \ldots \otimes h_{(k)}^{\prime}\right) \\
& =j\left(\varphi(h)+\sum_{k \geq 2} \varphi\left(h_{(1)}^{\prime}\right) \cdot \ldots \cdot \varphi\left(h_{(k)}^{\prime}\right)\right)  \tag{32}\\
& =\quad \varphi(h)
\end{align*}
$$

Proposition 5 The action $\odot$ and the convolution product $*$ (recall that $Q \operatorname{Sh}(A)$ is a Hopf algebra) satisfy the distributivity relation: For $f$ and $g$ in $\mathscr{U}(Q \operatorname{Sh}(A), A)$ and $\varphi$ in $\mathscr{U}(H, A)$,

$$
(f * g) \odot \varphi=(f \odot \varphi) *(g \odot \varphi) .
$$

Indeed,

$$
\begin{array}{rlc}
(f * g) \odot \varphi & = & m_{A} \circ(f \otimes g) \circ \Delta \circ Q \operatorname{Sh}(\varphi) \circ \iota \\
& =m_{A} \circ(f \otimes g) \circ(Q \operatorname{Sh}(\varphi) \otimes Q \operatorname{Sh}(\varphi)) \circ \Delta \circ \iota \\
& =m_{A} \circ(f \otimes g) \circ(Q \operatorname{Sh}(\varphi) \otimes Q \operatorname{Sh}(\varphi)) \circ(\iota \otimes \iota) \circ \Delta  \tag{33}\\
& = & m_{A}(f \odot \varphi \otimes g \odot \varphi) \circ \Delta \\
& = & \\
& (f \odot \varphi) *(g \odot \varphi)
\end{array}
$$

Note that, in the case $H=Q \operatorname{Sh}(A), \mathscr{U}(Q \operatorname{Sh}(A), A)$ is equipped with two products $*$ and $\odot$ that look similar, in their interactions, to the product and composition of power series.

Remark 1 These constructions generalize as follows. Let $B$ be another unital algebra. For $\varphi \in \mathscr{U}(H, A)$ and $f \in \mathscr{U}(Q \operatorname{Sh}(A), B)$ we define

$$
f \odot \varphi=f \circ Q \operatorname{Sh}(\varphi) \circ \iota .
$$

The morphism $f \odot \varphi$ is linear from $H$ to $B$ and

$$
f \odot \varphi\left(1_{H}\right)=f \circ Q \operatorname{Sh}(\varphi) \circ \iota\left(1_{H}\right)=f \circ Q \operatorname{Sh}(\varphi)(1)=f(1)=1_{B} .
$$

thus $f \odot \varphi \in \mathscr{U}(H, B)$. Moreover, when $A$ and $B$ are commutative, if $\varphi \in \mathscr{C}(H, A)$ and $f \in \mathscr{C}(Q \operatorname{Sh}(A), B)$ it is clear, by composition of algebra morphisms that $f \odot$ $\varphi \in \mathscr{C}(H, B)$.

Corollary 1 Let $\varphi \in \mathscr{U}(H, A)$, then its convolution inverse if given by

$$
\varphi^{*-1}=j^{*-1} \odot \varphi
$$

Indeed, since $j \odot \varphi=\varphi$, if $\psi:=j^{*-1} \odot \varphi$, then

$$
\psi * \varphi=\left(j^{*-1} \odot \varphi\right) *(j \odot \varphi)=\left(j^{*-1} * j\right) \odot \varphi=\left(u_{A} \circ \eta\right) \odot \varphi=u_{A} \circ \eta
$$

For example, if $h \in H^{+}$with $\Delta^{\prime[4]}(h)=0$, then

$$
\iota(h)=h+\sum h_{(1)}^{\prime} \otimes h_{(2)}^{\prime}+\sum h_{(1)}^{\prime} \otimes h_{(2)}^{\prime} \otimes h_{(3)}^{\prime}
$$

so,

$$
Q \operatorname{Sh}(\varphi) \circ \iota(h)=\varphi(h)+\sum \varphi\left(h_{(1)}^{\prime}\right) \cdot \varphi\left(h_{(2)}^{\prime}\right)+\sum \varphi\left(h_{(1)}^{\prime}\right) \cdot \varphi\left(h_{(2)}^{\prime}\right) \cdot \varphi\left(h_{(3)}^{\prime}\right)
$$

and finally
$\varphi^{*-1}(h)=j^{*-1} \circ Q \operatorname{Sh}(\varphi) \circ \iota(h)=-\varphi(h)+\sum \varphi\left(h_{(1)}^{\prime}\right) \varphi\left(h_{(2)}^{\prime}\right)-\sum \varphi\left(h_{(1)}^{\prime}\right) \varphi\left(h_{(2)}^{\prime}\right) \varphi\left(h_{(3)}^{\prime}\right)$
We recover the usual formula for the inverse.
Theorem 3 Assume now that $A$ is an idempotent Rota-Baxter algebra. Let $\varphi \in$ $\mathscr{U}(H, A)$. Then the Birkhoff-Rota-Baxter decomposition of $\varphi$ is given by

$$
\varphi_{-}=j_{-} \odot \varphi, \quad \varphi_{+}=j_{+} \odot \varphi
$$

Proof Indeed, since $j \odot \varphi=\varphi$, we have

$$
\varphi_{-} * \varphi=\left(j_{-} \odot \varphi\right) *(j \odot \varphi)=\left(j_{-} * j\right) \odot \varphi=j_{+} \odot \varphi=\varphi_{+}
$$

and, of course, $\varphi_{ \pm} \in \mathscr{U}\left(H, A_{ \pm}\right)$.
For example, if $h \in H^{\prime}$ with $\Delta^{\prime[4]}(h)=0$, then

$$
\begin{aligned}
& \varphi_{+}(h)=p_{+}(\varphi(h))-\sum p_{+}\left(p_{-}\left(\varphi\left(h_{(1)}^{\prime}\right)\right) \varphi\left(h_{(2)}^{\prime}\right)\right)+\sum p_{+}\left(p_{-}\left(p_{-}\left(\varphi\left(h_{(1)}^{\prime}\right)\right) \varphi\left(h_{(2)}^{\prime}\right)\right) \varphi\left(h_{(3)}^{\prime}\right)\right) \\
& \varphi_{-}(h)=-p_{-}(\varphi(h))+\sum p_{-}\left(p_{-}\left(\varphi\left(h_{(1)}^{\prime}\right)\right) \varphi\left(h_{(2)}^{\prime}\right)\right)-\sum p_{-}\left(p_{-}\left(p_{-}\left(\varphi\left(h_{(1)}^{\prime}\right)\right) \varphi\left(h_{(2)}^{\prime}\right)\right) \varphi\left(h_{(3)}^{\prime}\right)\right)
\end{aligned}
$$

Needless to say that if $A$ is commutative, these computations works in the subgroup $\mathscr{C}(H, A)$.

Once these formulas are given, we get formulas in the different contexts where renormalization, or rather Birkhoff decomposition, is needed. We end this paper with two sections that illustrate how these formulas could be used:

- to perform inversion and Birkhoff decomposition of diffeomorphisms that correspond to characters on the Fa di Bruno Hopf algebra,
- to perform the Birkhoff decomposition with the same formula in various cofree Hopf algebras that differ by their algebra structures, but for which the map $\iota$ is the same as these Hopf algebras are tensor coalgebras.


## 8 Renormalizing Diffeomorphisms in pQFT and Dynamics

Let us focus in this section on the example of the Fa di Bruno Hopf algebra $\mathscr{H}_{\text {FdB }}$ (see [3, 17, 19, 28]) whose group of characters corresponds to the group of formal identity-tangent diffeomorphisms. We will first express the reduced coproduct and then the map $\iota$ from this Hopf algebra to its associated quasi-shuffle Hopf algebra and then focus on the Birkhoff decomposition of characters with values in the Laurent series that appear in several areas, as a factorisation of diffeomorphisms for the composition.

Recall that the decomposition is unique: the same results could be obtained by induction using the classical renormalization process (the Bogoliubov recursion). One advantage of the present approach is to encode the combinatorics of renormalization into a universal framework, probably similar to the one P. Cartier suggested when advocating the existence of a "Galois group" underlying renormalization. Compare in particular our approach with [6, 12, 14].

Consider the group of formal identity tangent diffeomorphisms with coefficients in a commutative $\mathbb{C}$-algebra $A$ :

$$
G(A)=\left\{f(x)=x+\sum_{n \geq 1} f_{n} x^{n+1} \in A[[x]]\right\}
$$

with its product $\mu: G(A) \times G(A) \rightarrow G(A)$ :

$$
\mu(f, g)=f \circ g
$$

For $n \geq 0$, the functionals on $G(A)$ defined by

$$
a_{n}(f)=\frac{1}{(n+1)!}\left(\partial_{x}^{n+1} f\right)(0)=f_{n} \quad a_{n}: G(A) \rightarrow A
$$

are called de Fa di Bruno coordinates on the group $G(A)$ and $a_{0}=1$ being the unit, they generates a graded unital commutative algebra

$$
\mathscr{H}_{\mathrm{FdB}}=\mathbb{C}\left[a_{1}, \ldots, a_{n}, \ldots\right] \quad\left(\operatorname{gr}\left(a_{n}\right)=n\right)
$$

The action of these functionals on a product in $G(A)$ defines a coproduct on $\mathscr{H}_{\text {FdB }}$ that turns to be a graded connected Hopf algebra (see [17] for details). For $n \geq 0$, the coproduct is defined by

$$
\begin{equation*}
a_{n} \circ \mu=m \circ \Delta\left(a_{n}\right) \tag{34}
\end{equation*}
$$

where $m$ is the usual product in $A$, and the antipode reads

$$
S \circ a_{n}=a_{n} \circ \text { inv }
$$

where $\operatorname{inv}(\varphi)=\varphi^{0-1}$ is the composition inverse of $\varphi$.
For example if $f(x)=x+\sum_{n \geq 1} f_{n} x^{n+1}$ and $g(x)=x+\sum_{n \geq 1} g_{n} x^{n+1}$ then if $h(x)=f \circ g(x)=x+\sum_{n \geq 1} h_{n} x^{n+1}$,

$$
\begin{array}{llc}
a_{0}(h)=1=a_{0}(f) a_{0}(g) & \rightarrow \Delta a_{0}= & a_{0} \otimes a_{0} \\
a_{1}(h)= & f_{1}+h_{1} & \rightarrow \Delta a_{1}=
\end{array} a_{1} \otimes a_{0}+a_{0} \otimes a_{1} .
$$

More generally, using classical formulas on the composition of diffeomorphisms (see $[3,9,19,30]$ ), we have

$$
\begin{equation*}
\Delta\left(a_{n}\right)=\sum_{k=0}^{n} \sum_{\substack{0_{0}+\ldots . l_{l}=n-k \\ l_{i} \geq 0}} a_{k} \otimes a_{l_{0}} \ldots a_{l_{k}} \tag{35}
\end{equation*}
$$

Let us consider sequences of positive integers

$$
\mathscr{N}=\left\{\boldsymbol{n}=\left(n_{1}, \ldots, n_{s}\right) \in\left(\mathbb{N}^{*}\right)^{s}, \quad s \geq 1\right\}
$$

For $\boldsymbol{n}=\left(n_{1}, \ldots, n_{s}\right) \in \mathscr{N}$, we denote

$$
\|\boldsymbol{n}\|=n_{1}+\ldots+n_{s}, \quad l(\boldsymbol{n})=s, \quad a_{\boldsymbol{n}}=a_{n_{1}} \ldots a_{n_{s}}
$$

and, if $n \geq 1$,

$$
\mathscr{N}_{n}=\{\boldsymbol{n} \in \mathscr{N} ; \quad\|\boldsymbol{n}\|=n\}
$$

With these notations, the reduced coproduct (with $a_{0}=1$ ) reads

$$
\begin{equation*}
\Delta^{\prime}\left(a_{n}\right)=\sum_{k=1}^{n-1} \sum_{\boldsymbol{n} \in \mathscr{N}_{n-k}}\binom{k+1}{l(\boldsymbol{n})} a_{k} \otimes a_{\boldsymbol{n}} \tag{36}
\end{equation*}
$$

and when iterating the coproduct, we get,

Proposition 6 For $n \geq 1$,

$$
\begin{equation*}
\iota\left(a_{n}\right)=\sum_{\boldsymbol{n} \in \mathscr{N}_{n}} \sum_{\substack{n^{1} \ldots n^{t}=\boldsymbol{n} \\ t \geq 1,\left(\boldsymbol{n}^{\boldsymbol{n}}\right)=1}} \lambda\left(\boldsymbol{n}^{1}, \ldots, \boldsymbol{n}^{t}\right) a_{\boldsymbol{n}^{1}} \otimes \cdots \otimes a_{\boldsymbol{n}^{t}} \tag{37}
\end{equation*}
$$

where the sums run over all the decompositions in non empty sequences $\boldsymbol{n}^{1} \ldots \boldsymbol{n}^{t}=$ $n$ and

$$
\lambda\left(\boldsymbol{n}^{1}, \ldots, \boldsymbol{n}^{t}\right)=\prod_{i=2}^{t}\binom{\left\|\boldsymbol{n}^{1} \ldots \boldsymbol{n}^{i-1}\right\|+1}{l\left(\boldsymbol{n}^{i}\right)}
$$

Note that we kept in formula (37) the tensor product notation to avoid confusion since we deal with words whose letters are monomials. The proof is simply based on the recursive definition of reduced iterated coproduct and already provides a formula for the composition inverse of a diffeomorphism in $G(A)$.

Corollary 2 Let $f(x)=x+\sum_{n \geq 1} f_{n} x^{n+1} \in G(A)$, we can consider its associated character defined by $\varphi\left(a_{n}\right)=f_{n}$ and then, using our previous formulas, the coefficients of the composition inverse $g$ of $f$ are given by

$$
g_{n}=\varphi^{*-1}\left(a_{n}\right)=\sum_{\boldsymbol{n}=\left(n_{1}, \ldots, n_{s}\right) \in \mathscr{N}_{n}}\left(\sum_{\substack{n^{1} \ldots n^{t}=\boldsymbol{n} \\ t \geq 1, l\left(\boldsymbol{n}^{1}\right)=1}}(-1)^{t} \lambda\left(\boldsymbol{n}^{1}, \ldots, \boldsymbol{n}^{t}\right)\right) f_{n_{1}} \ldots f_{n_{s}}
$$

This result, as the following one, uses the obvious isomorphism between $G(A)$ and $\mathscr{C}\left(\mathscr{H}_{\mathrm{FdB}}, A\right)$. One can also compute the Birkhoff decomposition in the group of formal identity-tangent diffeomorphism with coefficients in the a Rota-Baxter algebra of Laurent series $A=\mathbb{C}\left[\left[\varepsilon, \varepsilon^{-1}\right]\right.$ with its usual projections $p_{+}$and $p_{-}$on the regular and polar parts of such series. Any element

$$
f(x)=x+\sum_{n \geq 1} f_{n}(\varepsilon) x^{n+1} \quad, \quad f_{n}(\varepsilon) \in \mathbb{C}\left[\left[\varepsilon, \varepsilon^{-1}\right]\right.
$$

can be decomposed as $f_{-} \circ f=f_{+}$with

$$
\begin{aligned}
& f_{-}(x)=x+\sum_{n \geq 1} f_{-, n}(\varepsilon) x^{n+1} \quad f_{-, n}(\varepsilon) \in \varepsilon^{-1} \mathbb{C}\left[\varepsilon^{-1}\right] \\
& f_{+}(x)=x+\sum_{n \geq 1} f_{+, n}(\varepsilon) x^{n+1} \quad f_{+, n}(\varepsilon) \in \mathbb{C}[[\varepsilon]] .
\end{aligned}
$$

Using Proposition 6, we get for $n \geq 1$,

Proposition 7 The coefficients of the Birkhoff decomposition of a formal identitytangent diffeomorphism are given by

$$
\begin{align*}
& \varphi_{+}\left(a_{n}\right)=\sum_{\boldsymbol{n} \in \mathscr{N}_{n}} \sum_{\substack{n^{1} \ldots n^{t}=n \\
t \geq 1, l\left(n^{1}\right)=1}} \lambda\left(\boldsymbol{n}^{1}, \ldots, \boldsymbol{n}^{t}\right)(-1)^{t-1} p_{+}\left(p_{-}\left(\ldots\left(p_{-}\left(\varphi\left(a_{\boldsymbol{n}^{1}}\right)\right) \varphi\left(a_{\boldsymbol{n}^{2}}\right)\right) \ldots\right) \varphi\left(a_{\boldsymbol{n}^{t}}\right)\right) \\
& \varphi_{-}\left(a_{n}\right)=\sum_{\substack{\mathscr{N}_{n}}} \sum_{\substack{n^{1} \ldots \boldsymbol{n}^{t}=n \\
t \geq 1, l\left(\boldsymbol{n}^{1}\right)=1}} \lambda\left(\boldsymbol{n}^{1}, \ldots, \boldsymbol{n}^{t}\right)(-1)^{t} p_{-}\left(p_{-}\left(\ldots\left(p_{-}\left(\varphi\left(a_{\boldsymbol{n}^{1}}\right)\right) \varphi\left(a_{\boldsymbol{n}^{2}}\right)\right) \ldots\right) \varphi\left(a_{\boldsymbol{n}^{t}}\right)\right) \tag{38}
\end{align*}
$$

where $\varphi, \varphi_{+}$and $\varphi_{-}$are the characters associated to $f, f_{+}$and $f_{-}\left(\varphi\left(a_{n}\right)=f_{n}\right)$.
Let us explain how such diffeomorphisms appear in various area, where there Birkhoff decomposition makes sense.

Such a factorization appears first classically in quantum field theory: after dimensional regularization, the unrenormalized effective coupling constants are the image by a formal identity-tangent diffeomorphism of the coupling constants of the theory (see [7, 9] for a Hopf algebraic approach). Moreover, the coefficients of this diffeomorphism are Laurent series in the parameter $\varepsilon$ associated to the dimensional regularization process and the Birkhoff decomposition of this diffeomorphism gives directly the bare coupling constants and the renormalized coupling constants.

As proved in [7], in the case of the massless $\phi_{6}^{3}$ theory, the unrenormalized effective coupling constant can be written as a diffeomorphism $f(x)=x+$ $\sum_{n \geq 1} f_{n}(\varepsilon) x^{n+1}$ where $x$ is the initial coupling constant. From the physical point of view, the decomposition $f_{-} \circ f=f_{+}$is such that, $x+\sum_{n \geq 1} f_{+, n}(0) x^{n+1}$ is the renormalized effective constant of the theory.

Such diffeomorphisms (and the need for renormalization) also appear in the classification of dynamical systems, especially when dealing with dynamical systems that cannot be analytically of formally linearized. Let us illustrate this on a very simple example (see [31] for a general approach). The following autonomous analytic dynamical system

$$
\left\{\begin{array}{l}
\dot{x}=\alpha x \\
\dot{z}=\beta z+b(x) z^{2}
\end{array}\right.
$$

can be considered as a perturbation of the linear system

$$
\left\{\begin{array}{l}
\dot{x}=\alpha x \\
\dot{y}=\beta y
\end{array}\right.
$$

so that one could expect that a change of coordinate $(x, y)=\psi(x, z)=$ $(x, f(x, z))$ allows to go from one system to the other one, that is to linearize the first system. In this simple case (see [31] for details) the solution should be
$f(x, z)=\frac{z}{1-a(x) z}$ where

$$
\alpha x a^{\prime}(x)+\beta a(x)+b(x)=0
$$

that yields formally, if $b(x)=\sum_{n \geq 0} b_{n} x^{n}$,

$$
a(x)=-\sum_{n \geq 0} \frac{b_{n}}{\alpha n+\beta} x^{n} .
$$

This series could be ill-defined whenever there exists $n_{0}$ such that $\alpha n_{0}+\beta=0$. This happens for example with $n=0$ for $(\alpha, \beta)=(1,0)$ and, in this case, we could regularize by considering the system with linear part $(\alpha, \beta)=(1+\varepsilon, \varepsilon)$. As a function of $z, f(x, z)$ is then an identity-tangent diffeomorphism whose coefficients are in $\mathbb{C}[[x]]\left[\left[\varepsilon, \varepsilon^{-1}\right]\right.$ :
$f(x, z)=\frac{z}{1-a(x) z}=z+\sum_{n \geq 1} a(x)^{n} z^{n+1}, \quad a(x)=-\frac{b(0)}{\varepsilon}-\sum_{n \geq 1} \frac{b_{n}}{n(1+\varepsilon)+\varepsilon} x^{n}$.
This very simple case can be handled directly and, after Birkhoff decomposition, the regular part in $\varepsilon$ is

$$
f_{+}(x, z)=\frac{z}{1-a_{+}(x) z}=z+\sum_{n \geq 1} a_{+}(x)^{n} z^{n+1}, \quad a_{+}(x)=-\sum_{n \geq 1} \frac{b_{n}}{n(1+\varepsilon)+\varepsilon} x^{n}
$$

and, for $\varepsilon=0$, the corresponding change of coordinate conjugates the system

$$
\left\{\begin{array}{l}
\dot{x}=x \\
\dot{z}=b(x) z^{2}
\end{array}\right.
$$

to

$$
\left\{\begin{array}{l}
\dot{x}=x \\
\dot{y}=b(0) y^{2}
\end{array}\right.
$$

This approach can be generalized to more general systems for which the Birkhoff decomposition is not so obvious, so that formula (38) could be useful. For instance, the same process of regularization/factorization allows to conjugate the system

$$
\left\{\begin{array}{l}
\dot{x}=x \\
\dot{z}=\sum_{k \geq 1} b_{k}(x) z^{k+1}
\end{array}\right.
$$

to a system

$$
\left\{\begin{array}{l}
\dot{x}=x \\
\dot{y}=\sum_{k \geq 1} c_{k} y^{k+1}
\end{array}\right.
$$

which is called a "normal form", with coefficients $c_{k}$ that do not depend any more on $x$.

Diffeomorphisms in higher dimension (and thus the corresponding Hopf algebra) appear as well in physics (with more than one coupling constant) and in dynamics: let us consider vector fields given by $v$ series $\boldsymbol{u}(\boldsymbol{x})=\left(u_{1}(\boldsymbol{x}), \ldots, u_{v}(\boldsymbol{x})\right) \in \mathbb{C}_{\geq 2}\{\boldsymbol{x}\}$ of $v$ variables $\boldsymbol{x}=\left(x_{1}, \ldots, x_{v}\right)$ that can be seen as "perturbations" of linear vector fields $\left(\lambda_{1} x_{1}, \ldots, \lambda_{\nu} x_{\nu}\right)$ :

$$
\begin{equation*}
\frac{d x_{i}}{d t}=\lambda_{i} x_{i}+u_{i}(\boldsymbol{x})=X_{i}(\boldsymbol{x}), \quad i=1, \ldots, \nu \tag{39}
\end{equation*}
$$

The linearization problem consists in finding an identity-tangent diffeomorphism $\varphi$ in dimension $v$ such that the change of coordinates $\boldsymbol{x}=\varphi(\boldsymbol{y})$ transforms the previous object into its linear part. For differential equations, this reads, for $i=$ $1, \ldots, v$ :
$\frac{d x_{i}}{d t}=\sum_{j=1}^{\nu} \frac{d y_{j}}{d t} \frac{\partial \varphi_{i}}{\partial y_{j}}(\boldsymbol{y})=\sum_{j=1}^{\nu} \lambda_{j} y_{j} \frac{\partial \varphi_{i}}{\partial y_{j}}(\boldsymbol{y})=\lambda_{i} \varphi_{i}(\boldsymbol{y})+u_{i}(\varphi(\boldsymbol{y}))=\lambda_{i} x_{i}+u_{i}(\boldsymbol{x})$.

When trying to solve these so-called "homological equations", some obstructions can occur, independently on any assumption on the analycity of $\varphi$. These equations cannot be formally systematically solved when some combinations $m_{1} \lambda_{1}+$ $\ldots m_{\nu} \lambda_{v}-\lambda_{i}$ vanish (here $i \in\{1, \ldots, v\}, m_{j} \geq 0, \sum m_{j} \geqslant 2$ ):

Such cancellations, which are called resonances, prevent from linearizing the differential and one can once again use regularization of the linear part and Birkhoff decomposition to get a change of coordinate that conjugate the vector field to a so-called normal form, see [31].

## 9 Tensor Coalgebras, MZVs, Analysis

If $X$ be an alphabet (that is a set), its associated tensor vector space $T(X)$ inherits a coalgebra structure related to the concatenation. If we note tensors products as words $\boldsymbol{x}=x_{1} \otimes \cdots \otimes x_{s}=x_{1} \ldots x_{s}$,

$$
\Delta(x)=1 \otimes x+\sum_{x^{1} x^{2}=x} x^{1} \otimes x^{2}+x \otimes 1
$$

where the central sum, that corresponds to the reduced coproduct, is over nonempty words $\boldsymbol{x}^{1}, \boldsymbol{x}^{2}$ whose concatenation is $\boldsymbol{x}$.

The quasi-shuffle Hopf algebras $Q \operatorname{Sh}(A)$ are examples of such coalgebras (choose simply a linear basis $X$ of $A$ !). There are however many Hopf algebras with such a coalgebra structure that differ as algebras - but the associated map $\iota$ and the associated formula for the Birkhoff decomposition of characters, does not depend on the algebra structure. For the map $\iota$, we obviously get:

$$
\begin{equation*}
\iota(\boldsymbol{x})=\sum_{\substack{x^{1} x^{2} \ldots x^{t}=x \\ t \geq 1 ; x^{i} \neq \emptyset}} x^{1} \otimes x^{2} \otimes \cdots \otimes \boldsymbol{x}^{t} \tag{41}
\end{equation*}
$$

and if $\varphi$ is a character from a Hopf algebra with such a coalgebra structure, with values in a commutative Rota-Baxter algebra ( $A, p_{+}$), the factorization $\varphi_{-} * \varphi=\varphi_{+}$ is given for any $\boldsymbol{x} \in T(X)$ by

$$
\begin{align*}
& \varphi_{+}(\boldsymbol{x})=\sum_{\substack{x^{1} x^{2} \ldots x^{t}=\boldsymbol{x} \\
t \geq 1 ; x^{\prime} \neq \emptyset}}(-1)^{t-1} p_{+}\left(p_{-}\left(\ldots\left(p_{-}\left(\varphi\left(\boldsymbol{x}^{1}\right)\right) \varphi\left(\boldsymbol{x}^{2}\right)\right) \ldots\right) \varphi\left(\boldsymbol{x}^{t}\right)\right) \\
& \varphi_{-}(\boldsymbol{x})=\sum_{\substack{x^{1} x^{2} \ldots \boldsymbol{x}^{t}=\boldsymbol{x} \\
t \geq 1 ; x^{i} \neq \emptyset}}(-1)^{t} p_{-}\left(p_{-}\left(\ldots\left(p_{-}\left(\varphi\left(\boldsymbol{x}^{1}\right)\right) \varphi\left(\boldsymbol{x}^{2}\right)\right) \ldots\right) \varphi\left(\boldsymbol{x}^{t}\right)\right) \tag{42}
\end{align*}
$$

Let us list some example where this formula appear or can be used.
Example 1 (Renormalization af Multiple Zeta Values (MZV)) In [20, Section 3] Guo and Zhang consider regularized MZV as characters on a quasi-shuffle algebra $\mathscr{H}_{\mathfrak{M}}=T(\mathfrak{M})$ whose quasi-shuffle product stems from the additive semigroup structure of the alphabet

$$
\mathfrak{M}=\left\{\left[\begin{array}{c}
s \\
r
\end{array}\right] ;(s, r) \in \mathbb{Z} \times \mathbb{R}^{+*}\right\} .
$$

They propose then a directional regularization of MZV defined on words

$$
Z\left(\left[\begin{array}{l}
s_{1} \\
r_{1}
\end{array}\right] \ldots\left[\begin{array}{c}
s_{k} \\
r_{k}
\end{array}\right] ; \varepsilon\right)=\sum_{n_{1}>\cdots>n_{k}>0} \frac{e^{n_{1} r_{1} \varepsilon} \ldots e^{n_{k} r_{k} \varepsilon}}{n_{1}^{s_{1}} \ldots n_{k}^{s_{k}}}
$$

that defines a character on $\mathscr{H}_{\mathfrak{M}}$ with values in an algebra of Laurent series. The formula they give for the Birkhoff decomposition (Theorem 3.8 in [20]) coincide Eq. (42).

Example 2 (Rooted ladders) As a toy model for applications in physics [9, section 4.2] considers a character on the polynomial commutative Hopf algebra $\mathscr{H}^{\text {lad }}$ of
ladder trees. If the ladder tree with $n$ nodes is $t_{n}$, then

$$
\Delta\left(t_{n}\right)=t_{n} \otimes 1+\sum_{k=1}^{n-1} t_{k} \otimes t_{n-k}+1 \otimes t_{n} .
$$

It is a matter of fact to identify the coalgebra structure of $\mathscr{H}^{\text {lad }}$ with the tensor deconcatenation coalgebra $T(\{x\})$ over an alphabet with one letter, where $t_{n}$ corresponds to the word $\underbrace{x \ldots x}_{n}$. Formula (42) can be applied to the character mapping the tree $t_{n}$ to an $n$-fold Chen's iterated integral defined recursively by

$$
\psi(p ; \varepsilon, \mu)\left(t_{n}\right)=\mu^{\varepsilon} \int_{p}^{\infty} \psi(x ; \varepsilon, \mu)\left(t_{n-1}\right) \frac{d x}{x^{1+\varepsilon}}=\frac{e^{-n \varepsilon \log (p / \mu)}}{n!\varepsilon^{n}}=f_{n}(\varepsilon)
$$

with values in the Laurent series in $\varepsilon$. We get for the couterterms:

$$
\begin{equation*}
\psi_{-}(p ; \varepsilon, \mu)\left(t_{n}\right)=\sum_{\substack{n_{1}+\cdots+n_{t}=n \\ t \geq 1, n_{i}>0}}(-1)^{t}(-1)^{t} p_{-}\left(p_{-}\left(\ldots\left(p_{-}\left(f_{n_{1}}(\varepsilon)\right) f_{n_{2}}(\varepsilon)\right) \ldots\right) f_{n_{t}}(\varepsilon)\right) \tag{43}
\end{equation*}
$$

Example 3 (Differential equations) When dealing with differential equations and associated diffeomorphisms (flow, conjugacy map), characters on shuffle Hopf algebras appear almost naturally. For instance, such characters correspond to:

- the coefficients of word series in [33],
- "symmetral moulds" in mould calculus (see $[15,16]$ )
- or Chen's iterated integrals (see for instance [25, 27]).

Let us just give the example of a simple differential equation related to mould calculus (see [29]). Let $b(x, y)=\sum_{n \geq 0} x^{n} b_{n}(y) \in y^{2} \mathbb{C}[[x, y]]$ and $d \in \mathbb{N}$. If one looks for a formal identity tangent diffeomorphism $\varphi(x, y)$ in $y$, with coefficients in $\mathbb{C}[[x]]$ such that, if $y$ is a solution of

$$
\left(E_{b, d}\right) \quad x^{1-d} \partial_{x} y=b(x, y)
$$

then $z=\varphi(x, y)$ is a solution of

$$
\left(E_{0, d}\right) \quad x^{1-d} \partial_{x} z=0
$$

One can try to compute this diffeomorphism as a "mould series":

$$
\begin{equation*}
\varphi_{d}(x, y)=y+\sum_{s \geq 1} \sum_{n_{1}, \ldots n_{s} \in \mathbb{N}} V_{d}\left(n_{1}, \ldots, n_{s}\right) \mathbb{B}_{n_{s}} \ldots \mathbb{B}_{n_{1}} \cdot y \quad\left(\mathbb{B}_{n}=b_{n}(y) \partial_{y}\right) \tag{44}
\end{equation*}
$$

where $V_{d}$ is a character on the shuffle algebra $T(\mathbb{N})$, with values in $\mathbb{C}[[x]]$. Whenever $d$ is a positive integer, this character can be computed and for any word $\left(n_{1}, \ldots, n_{s}\right)$

$$
\begin{equation*}
V_{d}\left(n_{1}, \ldots, n_{s}\right)=\frac{(-1)^{s} x^{n_{1}+\ldots+n_{s}+s d}}{\left(\check{n}_{1}+d\right)\left(\check{n}_{2}+2 d\right) \ldots\left(\check{n}_{s}+s d\right)} \quad\left(\check{n}_{i}=n_{1}+\ldots+n_{i}\right) . \tag{45}
\end{equation*}
$$

The map $\varphi_{d}(x, y) \in \mathbb{C}[[x, y]]$ is then well defined and conjugates $\left(E_{b, d}\right)$ to ( $E_{0, d}$ ). For $d=0$, there may be divisions by 0 and, in this case, one can consider $d=\varepsilon$ as a real parameter and use the expansion $x^{\varepsilon}=\sum \frac{(\varepsilon \log x))^{n}}{n!}$ so that the character $V_{\varepsilon}$ has its values in $\mathfrak{B}[[\varepsilon]]\left[\varepsilon^{-1}\right]$ where $\mathfrak{B}=\mathbb{C}[[\log x, x]$. If one uses the same formula (42) to perform the Birkhoff decomposition, the regular character $V_{\varepsilon,+}$, evaluated at $\varepsilon=0$ allows to find a diffeomorphism (as in Eq. (44)) that conjugates $x \partial_{x} y=b(x, y)$ to $x \partial_{x} z=0$ with a price to pay: it contains monomials in $x$ and $\log x$. See [29] for details.

Not also that the same ideas can be used for the the even-odd factorization of characters in combinatorial Hopf algebras (see [1, 2] and [12]).
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# Hopf Algebra Techniques to Handle Dynamical Systems and Numerical Integrators 

Ander Murua and Jesús M. Sanz-Serna


#### Abstract

In a series of papers the present authors and their coworkers have developed a family of algebraic techniques to solve a number of problems in the theory of discrete or continuous dynamical systems and to analyze numerical integrators. Given a specific problem, those techniques construct an abstract, universal version of it which is solved algebraically; then, the results are transferred to the original problem with the help of a suitable morphism. In earlier contributions, the abstract problem is formulated either in the dual of the shuffle Hopf algebra or in the dual of the Connes-Kreimer Hopf algebra. In the present contribution we extend these techniques to more general Hopf algebras, which in some cases lead to more efficient computations.


## 1 Introduction

A series of papers [1,5,7-10,25-28,37] have developed a family of algebraic techniques to solve a number of problems in the theory of discrete or continuous dynamical systems and to analyze numerical integrators. Given a specific problem, those techniques construct an abstract, universal version of it which is solved algebraically; then, the result is transferred to the original problem with the help of a suitable morphism $\Psi$. The abstract problem is formulated either in the dual of the shuffle Hopf algebra of words [27] or in the dual of the Connes-Kreimer Hopf algebra of rooted trees [8]. Operations with elements of the relevant dual are mapped by $\Psi$ into operations with formal series of differential operators. For the shuffle Hopf algebra, the solution of the original problem appears expressed

[^68]as a so-called word series [27]. In the Connes-Kreimer case, the resulting series for the original problem are $B$-series; the Butcher group (the group of characters of the Connes-Kreimer Hopf algebra) and B-series first appeared in the context of numerical analysis of differential equations (see [37] for a survey) decades before the Connes-Kreimer Hopf algebra was introduced in the context of renormalization in quantum field theory. Duals of Hopf algebras are useful in this setting because they provide rules for composing formal series.

In the present contribution we extend these techniques to more general Hopf algebras, which in some cases lead to more efficient computations (cf. [15]).

Problems that may be treated in this form include averaging of periodically or quasiperiodically forced differential systems [7-10, 25, 28], construction of formal invariants of motion [8-10,26] computation of normal forms [26, 28], calculations on central manifolds [5], and error analysis of splitting integrators for deterministic [27] or stochastic [1] systems of differential equations. Of course it would be impossible to take up here each of those problems; the examples in this paper only refer to the computation of high-order averaged systems for periodically forced differential equations and to the analysis of the Strang splitting formula when applied to perturbations of integrable systems.

The techniques studied here go back to a number of earlier developments, in particular, mention has to be made of Ecalle's mould calculus [13, 14] (see [15, 29, $32,33,38$ ] for more recent contributions), and of the algebraic theory of integrators [4, 22-24, 37].

An outline of this paper now follows. Section 2 reviews some well-known ideas on the reformulation of differential systems in Euclidean spaces as operator differential equations. Section 3 illustrates the algebraic approach in the series of papers mentioned at the beginning of this introduction. It does so by considering a concrete averaging problem in $\mathbb{R}^{5}$ and explicitly finding a high-order averaged system by first working abstractly in the group of characters of the shuffle Hopf algebra. The complexity of the computations grows very quickly with the order of the averaged system sought and this motivates the material in Sect. 4, where we show how to work with other Hopf algebras to increase the efficiency of the algorithms. The vector fields (derivations) appearing in the given problem $\mathscr{P}$ in Euclidean space are written as images by a Lie algebra homomorphism $\Psi$ mapping a suitable graded Lie algebra $\tilde{\mathfrak{g}}$ into the Lie algebra of derivations. From $\tilde{\mathfrak{g}}$ we construct a graded, commutative Hopf algebra $\mathscr{H}$ in such a way that an 'abstact' version of $\mathscr{P}$ may be formally solved in the group of characters $\mathscr{G}$ of $\mathscr{H}$, finally the formal solution in $\mathscr{G}$ is translated into a formal solution of $\mathscr{P}$. For the concrete averaging problem in $\mathbb{R}^{5}$, we present a succession of alternative Hopf algebras that make it possible to compute approximations of increasingly higher order. The final section presents material where the ideas in the paper are suitably modified to cater for problems written in perturbation form, generalizing the notion of extended word series introduced in [27] and used in [26, 28].

Due to space constraints, we have not attempted to present the results in the most general conceivable scenario. For instance, it is possible to work with differential systems defined on differentiable manifolds rather than in Euclidean spaces and scalars could be complex rather real.

## 2 Algebraic Formulation of Differential Systems

It is well known that differential systems in $\mathbb{R}^{D}$ may be interpreted as differential equations that describe the evolution of suitably chosen linear operators. This section reviews that interpretation, which plays a key role in later developments. We use the following notation. The vector space $\mathscr{C}=C^{\infty}\left(\mathbb{R}^{D}\right)$ consists of all smooth $\mathbb{R}$-valued functions on $\mathbb{R}^{D}$. Functions $\chi \in \mathscr{C}$ are sometimes called observables. With respect to the pointwise multiplication of observables, the space $\mathscr{C}$ is an associative and commutative algebra. The symbol $\operatorname{End}(\mathscr{C})$ denotes the vector space of all linear operators $X: \mathscr{C} \rightarrow \mathscr{C}$. When operators are multiplied by composition, $\left(X_{1} X_{2}\right)(\chi)=X_{1}\left(X_{2}(\chi)\right), \operatorname{End}(\mathscr{C})$ is an associative algebra with a unit: the identity operator $I: \chi \mapsto \chi$.

Consider the initial value problem in $\mathbb{R}^{D}$

$$
\begin{equation*}
\frac{d}{d t} x(t)=f(x(t), t), \quad x(0)=x_{0} \tag{1}
\end{equation*}
$$

with $f$ smooth. For each frozen value of $t$, the vector field $f(\cdot, t)$ defines a first-order linear differential operator $F(t) \in \operatorname{End}(\mathscr{C})$ that associates with each observable $\chi$ the observable $F(t) \chi \in \mathscr{C}$ such that

$$
F(t) \chi(x)=f(x, t)^{T} \cdot \nabla \chi(x)=\sum_{j=1}^{D} f_{j}(x, t) \frac{\partial}{\partial x_{j}} \chi(x)
$$

for each $x=\left(x_{1}, \ldots, x_{D}\right) \in \mathbb{R}^{D}$. Actually, $F(t)$ is a derivation of the algebra $\mathscr{C}$, i.e.

$$
F(t)\left(\chi_{1} \chi_{2}\right)=\left(F(t) \chi_{1}\right) \chi_{2}+\chi_{1}\left(F(t) \chi_{2}\right) .
$$

The space $\operatorname{Der}(\mathscr{C}) \subset \operatorname{End}(\mathscr{C})$ consisting of all derivations in $\mathscr{C}$ is a Lie algebra with respect to the commutator $\left[F_{1}, F_{2}\right]=F_{1} F_{2}-F_{2} F_{1}$.

Assuming for the time being that for each $x_{0} \in \mathbb{R}^{d}$ the solution $x(t)$ of (1) exists for all $t \in \mathbb{R}$, we may define a one-parameter family $X(t), t \in \mathbb{R}$, of elements of $\operatorname{End}(\mathscr{C})$ as follows: for each observable $\chi \in \mathscr{C}$ and each $t \in \mathbb{R}, X(t) \chi \in \mathscr{C}$ is such that $X(t) \chi(x(0))=\chi(x(t))$ for each $x(0) \in \mathbb{R}^{D}$. Clearly each $X(t)$ is an automorphism of the algebra $\mathscr{C}$, i.e.

$$
\begin{equation*}
X(t)\left(\chi_{1} \chi_{2}\right)=X(t)\left(\chi_{1}\right) X(t)\left(\chi_{2}\right) \tag{2}
\end{equation*}
$$

for any $\chi_{1}, \chi_{2} \in \mathscr{C}$. The set $\operatorname{Aut}(\mathscr{C})$ of all algebra automorphisms is a group for the composition of operators.

Since given $\chi \in \mathscr{C}$,

$$
\frac{d}{d t} \chi(x(t))=\chi^{\prime}(x(t)) \cdot f(x(t), t)^{T} \cdot \nabla \chi(x(t))
$$

we have that

$$
\begin{equation*}
\frac{d}{d t} X(t)=X(t) F(t), \quad X(0)=I \tag{3}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
X(t)=I+\int_{0}^{t} X(s) F(s) d s \tag{4}
\end{equation*}
$$

In this way the solvability of (1) implies the solvability of the operator initial value problem (3). When comparing (3) with (1) we note that (3) is linear in $X$ even when (1) is not linear in $x$; the multiplication of operators $X(t) F(t)$ in (3) corresponds to the composition of the maps $t \mapsto x(t),(x, t) \mapsto f(x, t)$ that appears in (1).

Conversely assume that $F: \mathbb{R} \rightarrow \operatorname{Der}(\mathscr{C})$ is such that there exists a oneparameter family $X(t)$ of elements of $\operatorname{Aut}(\mathscr{C})$ satisfying (3). We then define, for each $t$, a vector field $f(\cdot, t)$ in $R^{D}$ by setting $f^{i}(x, t)=F(t) \chi^{i}(x), i=$ $1, \ldots, D$, where $\chi^{i}$ is the $i$-th coordinate function $\chi^{i}(x)=x^{i}$ (superscripts denote components of a vector), and consider the corresponding problem (1). Then, it is easily checked that (1) has, for each $x_{0}$, a solution $x(t)$ defined for all real $t$ and the $i$-component of $x(t)$ may be found as $x^{i}(t)=\left(X(t) \chi^{i}\right)\left(x_{0}\right)$. We emphasize that for this construction to work it is essential that the operators $X(t)$ satisfy (2), i.e. they are automorphisms of $\mathscr{C}$.

We will present below algebraic frameworks where the initial value problem (3) is interpreted in a broader sense, admitting solution curves $X(t)$ that evolve in groups of formal automorphisms rather than in $\operatorname{Aut}(\mathscr{C})$. Roughly speaking such formal automorphisms will be formal series of linear maps that preserve multiplication of observables as in (2). Even in the case where $X(t)$ does not correspond to an actual curve in $\operatorname{Aut}(\mathscr{C})$, such formal solution curves $X(t)$ may be used to derive rigorous results on the solution $x(t)$ of (1).

## 3 An Example

In this section we illustrate the use of Hopf algebra techniques by means of an example: the construction of high-order averaged systems for a periodic differential system in $\mathbb{R}^{5}$.

### 3.1 A Highly-Oscillatory Differential System

The following system of differential equations arises in the study of vibrational resonance in an energy harvesting device [11]:

$$
\begin{aligned}
& \frac{d x}{d t}=y \\
& \frac{d y}{d t}=\frac{1}{2} x\left(1-x^{2}\right)-y+\frac{v}{20}+A \cos \left(\frac{t}{10}\right)+\omega^{2} \cos (\omega t), \\
& \frac{d v}{d t}=-\frac{v}{100}-\frac{y}{2}
\end{aligned}
$$

Here $v$ is the voltage across the load resistor, $x$ and $y$ are auxiliary state variables, and $\omega \gg 1$ is the frequency of the environmental vibration. The aim is to investigate the effect that the value of the amplitude $A$ of the low-frequency forcing has on the output $v$.

Averaging, i.e. reducing the time-periodic system to an autonomous system with a help of a periodic change of variables [2,35], is a very helpful tool to study this kind of problem [25]. To average the vibrational resonance problem above, we begin by introducing new variables

$$
\begin{equation*}
x=X-\cos (t \omega), \quad y=Y+\omega \sin (t \omega)+\cos (t \omega), \quad v=V+\frac{1}{2} \cos (t \omega) \tag{5}
\end{equation*}
$$

chosen to ensure that in the transformed system

$$
\begin{align*}
\frac{d X}{d t}= & Y+\cos (t \omega)  \tag{6}\\
\frac{d Y}{d t}= & -\frac{X}{4}-\frac{X^{3}}{2}-Y+\frac{V}{20}+A \cos \left(\frac{t}{10}\right) \\
& \quad+\left(\frac{3 X^{2}}{2}-\frac{11}{10}\right) \cos (t \omega)-\frac{3}{4} X \cos (2 t \omega)+\frac{1}{8} \cos (3 t \omega) \\
\frac{d V}{d t}= & -\frac{V}{100}-\frac{Y}{2}-\frac{101}{200} \cos (t \omega)
\end{align*}
$$

the highly oscillatory terms have amplitudes of size $\mathscr{O}(1)$ as $\omega \rightarrow \infty$. Suppression of the terms that oscillate with high frequency then results in the averaged system

$$
\begin{aligned}
& \frac{d X}{d t}=Y \\
& \frac{d Y}{d t}=-\frac{X}{4}-\frac{X^{3}}{2}-Y+\frac{V}{20}+A \cos \left(\frac{t}{10}\right), \\
& \frac{d V}{d t}=-\frac{V}{100}-\frac{Y}{2}
\end{aligned}
$$

whose solutions approximate the solution $(X(t), Y(t), V(t))$ of (6) with errors of size $\mathscr{O}(1 / \omega)$ in bounded intervals $0 \leq t \leq T<\infty$. Approximations with $\mathscr{O}(1 / \omega)$ errors (first-order averaging) to the original state variables $x, y v$, are then obtained from (5). Approximations to $x, y v$, with errors $\mathscr{O}\left(1 / \omega^{2}\right)$ (secondorder averaging) may be obtained by changing variables in (6) so as to reduce the amplitude of the highly oscillatory terms from $\mathscr{O}(1)$ to $\mathscr{O}(1 / \omega)$ and then discarding the highly oscillatory terms. The iteration of the procedure leads successively to approximations with errors $\mathscr{O}\left(1 / \omega^{n}\right)$ for $n=3,4, \ldots$ (high-order averaging).

The averaged systems found in this way are nonautonomous since the lowfrequency forcing is not averaged out. In order to deal with autonomous averaged problems we introduce two additional real-valued state variables $C, S$ satisfying

$$
\frac{d C}{d t}=-\frac{S}{10}, \quad \frac{d S}{d t}=\frac{C}{10}
$$

and with initial conditions $C(0)=1, S(0)=1$, so that $C(t)=\cos (t / 10)$, and write problem (6) as

$$
\begin{align*}
& \frac{d X}{d t}= Y+\cos (t \omega)  \tag{7}\\
& \frac{d Y}{d t}=-\frac{X}{4}-\frac{X^{3}}{2}-Y+\frac{V}{20}+A C \\
& \quad+\left(\frac{3 X^{2}}{2}-\frac{11}{10}\right) \cos (t \omega)-\frac{3}{4} X \cos (2 t \omega)+\frac{1}{8} \cos (3 t \omega) \\
& \frac{d V}{d t}=-\frac{V}{100}-\frac{Y}{2}-\frac{101}{200} \cos (t \omega) \\
& \frac{d C}{d t}=-\frac{S}{10} \\
& \frac{d S}{d t}=\frac{C}{10}
\end{align*}
$$

Note that this system in $\mathbb{R}^{5}$ is of the form (1) with

$$
f(x, t)=f_{a}(x)+\cos (t \omega) f_{b}(x)+\cos (2 t \omega)(x) f_{c}+\cos (3 t \omega) f_{d}(x)
$$

It is trivial to write down the derivations $F_{a}, \ldots, F_{d}$, associated with $f_{a}, \ldots, f_{d}$. For instance:

$$
F_{a}=Y \partial_{X}+\left(-\frac{X}{4}-\frac{X^{3}}{2}-Y+\frac{V}{20}+A C\right) \partial_{Y}+\left(-\frac{V}{100}-\frac{Y}{2}\right) \partial_{V}-\frac{S}{10} \partial_{C}+\frac{C}{10} \partial_{S}
$$

Then the derivation corresponding to $f(x, t)$ is, for each $t$,

$$
\begin{equation*}
F_{a}+\cos (t \omega) F_{b}+\cos (2 t \omega) F_{c}+\cos (3 t \omega) F_{d} \tag{8}
\end{equation*}
$$

### 3.2 Solving the Oscillatory Problem with Word Series

We now introduce the alphabet $\mathscr{A}=\{a, b, c, d\}$, the corresponding (infinite) set $\mathscr{W}$ of all words $a, \ldots, d, a a, a b, \ldots, d d, a a a, \ldots$ (including the empty word 1 ) and the free associative algebra $\mathbb{R}(\mathscr{A}\rangle$ consisting of all the linear combinations of words with real coefficients. Multiplication $\star$ in $\mathbb{R}\langle\mathscr{A}\rangle$ is defined by concatenating words [34], which implies that 1 is the unit of this (noncommutative) algebra.

Furthermore we consider again the vector space of linear combinations of words but now endow it with the (commutative) shuffle product $ш$ and denote by $\mathscr{H}$ the resulting (shuffle) algebra. Actually $\mathscr{H}$ is a Hopf algebra for the deconcatenation coproduct. This algebra is graded; its graded component of degree $n, n=0,1, \ldots$, consists of the linear combinations of words with $n$ letters. The dual vector space $\mathscr{H}^{*}$ may be identified with the set of all formal series $\alpha$ of the form $\sum_{\mathscr{W}} c_{w} w$ for real $c_{w} \in \mathbb{R}$ so that the image $\langle\alpha, w\rangle$ of the word $w$ by the linear form $\alpha$ is the coefficient $c_{w}$. Thus $\mathscr{H}^{*}$ is a much larger space than $\mathbb{R}\langle\mathscr{A}\rangle$. Note that the concatenation product $\star$ may be extended from $\mathbb{R}\{\mathscr{A}\rangle$ to $\mathscr{H}^{*}$ in an obvious way. We denote by $\mathscr{G} \subset \mathscr{H}^{*}$ the group of characters of $\mathscr{H}$ consisting of the elements $\gamma \in \mathscr{H}^{*}$ that satisfy the shuffle relations: $\left\langle\gamma, w ш w^{\prime}\right\rangle=\langle\gamma, w\rangle\left\langle\gamma, w^{\prime}\right\rangle$ for all words $w$, $w^{\prime}$. The Lie algebra of infinitesimal characters $\mathfrak{g} \subset \mathscr{H}^{*}$ consists of those $\beta \in \mathscr{H}^{*}$ such that $\left\langle\beta, w 山 w^{\prime}\right\rangle=\langle\beta, w\rangle\left\langle 1, w^{\prime}\right\rangle+\langle 1, w\rangle\left\langle\beta, w^{\prime}\right\rangle$ for each pair of words. Characters and infinitesimal characters are related through the relations $\mathscr{G}=\exp (\mathfrak{g}), \mathfrak{g}=\log (\mathscr{G})$, i.e. each element $\gamma$ in the group is the exponential $1+\beta+(1 / 2) \beta \star \beta+\cdots$ of the element $\beta=(\gamma-1)-(1 / 2)(\gamma-1) \star(\gamma-1)+\cdots$ See [27, Sec. 6.1] for a review of the constructions above.

To solve (7), we associate with each letter in $\mathscr{A}$ the corresponding derivation in the expression (8), i.e. we set

$$
\begin{equation*}
\Psi(a)=F_{a}, \quad \Psi(b)=F_{b}, \quad \Psi(c)=F_{c}, \quad \Psi(d)=F_{d}, \tag{9}
\end{equation*}
$$

and extend the mapping $\Psi$ to an algebra morphism from $\mathbb{R}\{\mathscr{A}\rangle$ to the algebra $\operatorname{End}_{\mathbb{R}}(\mathscr{C}), D=5$, by setting $\Psi(a a)=F_{a} F_{a}, \Psi(a b)=F_{a} F_{b}$, etc. The free Lie algebra $\mathscr{L}(\mathscr{A})$ is the linear subspace of $\mathbb{R}\langle\mathscr{A}\rangle$ consisting of linear combinations of iterated commutators such as $[a, b]=a b-b a,[a,[a, b]]=a[a, b]-b[a, b]=$ $a a b-a b a-b a b+b b a, \ldots$ (the letters $a, \ldots, b$ are seen as iterated commutators of order $n=1$ ). This Lie algebra is graded; its graded component of degree $n$, $n=1,2, \ldots$, consists of the linear combinations of iterated commutators involving words with $n$ letters. The restriction of $\Psi$ to $\mathscr{L}(\mathscr{A})$ is a Lie algebra morphism $\mathscr{L}(\mathscr{A}) \rightarrow \operatorname{Der}_{\mathbb{R}}(\mathscr{C}) \subset \operatorname{End}_{\mathbb{R}}(\mathscr{C})$. Note that, for fixed $t$, (8) is the image under
$\Psi$ of the element

$$
\begin{equation*}
\beta(t)=a+\cos (t \omega) b+\cos (2 t \omega) c+\cos (3 t \omega) d \in \mathscr{L}(\mathscr{A}) . \tag{10}
\end{equation*}
$$

The 'abstract' initial value problem

$$
\begin{equation*}
\frac{d}{d t} \alpha(t)=\alpha(t) \star \beta(t), \quad \alpha(0)=1 \tag{11}
\end{equation*}
$$

where at the outset $\alpha(t)$ is sought as a curve in $\mathbb{R}\langle\mathscr{A}\rangle$ is such that the mapping $\Psi$ transforms it into the operator initial value problem (3) corresponding to (7). We shall solve (11), and then the application of $\Psi$ will lead to a solution of (7).

We recall that for integrable ${ }^{1}$ curves $\beta(t)$ in $\mathfrak{g} \supset \mathscr{L}(\mathscr{A})$ (and in particular for $\beta(t)$ in (10)), the problem (11) possesses a unique formal solution $\alpha(t)$ that for each $t$ lies in the space of formal series $\mathscr{H}^{*} \supset \mathbb{R}(\mathscr{A})$. This solution may be found by a Picard iteration and is given by a Chen series [34]

$$
\alpha(t)=\sum_{w \in \mathscr{W}}\langle\alpha(t), w\rangle w,
$$

where for each $w \in W$ the coefficient, $\langle\alpha(t), w\rangle$ has a known expression as an iterated integral (see e.g. [27, Sec. 2.1], [28, Sec. 2.1] for details). Furthermore, for each $t, \alpha(t)$ satisfies the shuffle relations and therefore belongs to the group of characters $\mathscr{G} \subset \mathscr{H}^{*}$. In other words, when seen as a nonautonomous initial value problem to determine a curve $\alpha(t)$ in the group $\mathscr{G}$ given a curve $\beta(t)$ in the algebra $\mathfrak{g},(11)$ is uniquely solvable (see e.g. [27, Sec 2.2.4]). For each fixed $t, \Psi(\alpha(t))(\Psi$ is applied in the obvious term by term way) is a formal series whose terms belong to $\operatorname{End}(\mathscr{C})$ (they are actually differential operators). Furthermore the fact that $\alpha(t) \in \mathscr{G}$ implies (see e.g. [27, Sec. 6.1.3]) that the formal series $\Psi(\alpha(t))$ satisfies (2), i.e. it is formally an automorphism, and by proceeding as in the preceding section we then find that the solutions of our problem in $\mathbb{R}^{5}$ may be represented as formal series

$$
x(t)=\sum_{w \in \mathscr{W}}\langle\alpha(t), w\rangle f_{w}(x(0)), \quad x(0) \in \mathbb{R}^{5},
$$

where the mappings $f_{w}: \mathbb{R}^{5} \rightarrow \mathbb{R}^{5}$ are the so-called word basis functions [27]; the $i$-th component of $f_{w}$ is obtained by applying to the $i$-coordinate function $\chi^{i}$ the endomorphism $\Psi(w)$. Series of this form are called word series [1, 26-28, 37].

[^69]
### 3.3 Averaging with Word Series

We now average (7) by first averaging its abstract version (10) and (11). We seek a $2 \pi / \omega$-periodic map $\kappa: \mathbb{R} \rightarrow \mathscr{G}$ and a (time-independent) $\bar{\beta} \in \mathfrak{g}$ such that

$$
\begin{equation*}
\frac{d}{d t} \kappa(t)=\kappa(t) \star \beta(t)-\bar{\beta} \star \kappa(t) . \tag{12}
\end{equation*}
$$

It is easily checked that then $\alpha(t)=\exp (\bar{\beta} t) \star \kappa(t)$; in this way the formal solution $\alpha(t)$ of the periodic problem (10) and (11) is obtained, via the periodic map $\kappa(t)$, from the solution $\bar{\alpha}(t)=\exp (\bar{\beta} t)$ of the linear autonomous problem $(d / d t) \bar{\alpha}=$ $\bar{\alpha}(t) \star \bar{\beta}, \bar{\alpha}(0)=1$ (the averaged problem).

There is some freedom when solving (12). In stroboscopic averaging one imposes the additional condition $\kappa(0)=1$, so that the averaged solution $\bar{\alpha}(t)$ coincides with $\alpha(t)$ at all stroboscopic times $t_{k}=k(2 \pi / \omega), k \in \mathbb{Z}$ [8]. Alternatively, it is also possible to impose the zero-mean condition

$$
\begin{equation*}
\int_{0}^{2 \pi / \omega} \log (\kappa(t)) d t=0 \tag{13}
\end{equation*}
$$

(Note that the stroboscopic condition demands that $\log (\kappa(t))$ vanishes at $t=0$ rather than on average over a period as in (13).)

By proceeding recursively with respect to the number of letters in the words involved, the stroboscopic condition (respectively the zero-mean condition) and (12) uniquely determine all the coefficients of the formal series $\bar{\beta}$ and $\kappa(t) .{ }^{2}$ We have implemented the corresponding recursions in a symbolic manipulation package. As an example, when truncating the series for $\bar{\beta}$ so as to only keep words with three or less letters, we find, in the zero-mean case:

$$
\begin{aligned}
\bar{\beta}^{[3]} & =a+\frac{1}{\omega^{2}}\left(\frac{1}{4} a b b-\frac{1}{2} b a b+\frac{1}{4} b b a+\frac{1}{16} a c c-\frac{1}{8} c a c+\frac{1}{16} c c a\right. \\
& +\frac{1}{36} a d d-\frac{1}{18} d a d+\frac{1}{36} d d a-\frac{1}{8} b b c+\frac{1}{4} b c b-\frac{1}{8} c b b \\
& \left.-\frac{1}{12} b c d+\frac{1}{8} b d c-\frac{1}{24} c b d+\frac{1}{8} c d b-\frac{1}{24} d b c-\frac{1}{12} d c b\right) \in \mathfrak{g} .
\end{aligned}
$$

The corresponding result under the stroboscopic condition is similar but includes more terms (40 rather than 19).

Now that the problem (10) and (11) has been averaged, we apply the transformation $\Psi$ to average our problem in the Euclidean space $\mathbb{R}^{5}$. From $\bar{\beta}$ we obtain the

[^70]formal vector field given by the word-series
$$
\bar{f}(x)=\sum_{w \in \mathscr{W}}\langle\bar{\beta}, w\rangle f_{w}(x),
$$
and from $\kappa(t)$ we construct the formal periodic change of variables given by the word-series
$$
U(x, t)=\sum_{w \in \mathscr{W}}\langle\kappa(t), w\rangle f_{w}(x),
$$
such that the solutions $x(t)$ of (7) are formally given as $x(t)=U(\bar{x}(t), t)$ with $(d / d t) \bar{x}=\bar{f}(\bar{x})$.

To deal with bona fide vector fields and changes of variables, one has to truncate the corresponding formal series. In our example, the truncation $\bar{\beta}^{[3]}$ found above leads to a vector field in $\mathbb{R}^{5}$ which after eliminating the auxiliary variables $C$ and $S$, reduces to the following time-dependent vector field in $\mathbb{R}^{3}$ :

$$
\begin{aligned}
& Y \partial_{X}+\left(-\frac{X}{4}-\frac{X^{3}}{2}-Y+\frac{V}{20}+A \cos \left(\frac{t}{10}\right)\right) \partial_{Y}-\left(\frac{V}{100}+\frac{Y}{2}\right) \partial_{V} \\
& +\frac{1}{\omega^{2}}\left(\frac{3 X}{4} \partial_{X}+\left(-\frac{9 X^{3}}{4}+\frac{51 X}{640}-\frac{3 Y}{4}\right) \partial_{Y}-\frac{3 X}{8} \partial_{V}\right)
\end{aligned}
$$

With the help of a truncated change of variables, the solutions of the corresponding differential system provides $\mathscr{O}\left(1 / \omega^{3}\right)$ approximations to $X(t), Y(t), V(t)$ in (7). Truncations of this kind and their accuracy are discussed in detail in [9] and [10].

It is important to emphasize that the construction above is universal: $\bar{\beta}$ and $\kappa(t)$ would not change if the expressions for the vector fields $f_{a}, \ldots, f_{d}$ in $\mathbb{R}^{5}$ considered above were replaced by another set of four vector fields in $\mathbb{R}^{D}$ with arbitrary $D$. There is a price to be paid for this generality: in our case there are $4^{n}$ words with $n$ letters and accordingly the complexity of the computations grows very quickly as $n$ increases. In a laptop computer our computations had to be limited to $n \leq 8$. In what follows we show how to replace the shuffle Hopf algebra $\mathscr{H}$ by alternative Hopf algebras which may lead to simpler computations.

## 4 General Hopf Algebras

In preceding section we studied the operator initial value problem (3) with the help of a mapping $\Psi$ whose restriction to the free Lie algebra $\mathscr{L}(\mathscr{A})$ is a Lie algebra morphism into the algebra of derivations $\operatorname{Der}(\mathscr{C})$. We now study the more general
situation where $\mathscr{L}(\mathscr{A})$ is replaced by a graded Lie algebra

$$
\begin{equation*}
\tilde{\mathfrak{g}}=\bigoplus_{n \geq 1} \mathfrak{g}_{n} \tag{14}
\end{equation*}
$$

with finite-dimensional homogeneous subspaces $\mathfrak{g}_{n},{ }^{3}$ and there are a Lie algebra homomorphism $\Psi: \tilde{\mathfrak{g}} \rightarrow \operatorname{Der}(\mathscr{C})$ and a curve $\beta: \mathbb{R} \rightarrow \tilde{\mathfrak{g}}$ such that $\Psi(\beta(t))=F(t)$ for all $t \in \mathbb{R}$.

Note that $\Psi$ can be uniquely extended to an associative algebra homomorphism from the universal enveloping algebra $U(\tilde{\mathfrak{g}})$ of $\tilde{\mathfrak{g}}$ to $\operatorname{End}(\mathscr{C})$, which we denote with the same symbol $\Psi$. We shall use the symbol $\star$ to denote the (associative) product in $U(\tilde{\mathfrak{g}})$ such that $\left[G_{1}, G_{2}\right]=G_{1} \star G_{2}-G_{2} \star G_{1}$ for all $G_{1}, G_{2} \in U(\tilde{\mathfrak{g}})$. In the particular case where (14) is the free Lie algebra generated by a finite alphabet $\mathscr{A}$, $U(\tilde{\mathfrak{g}})$ coincides with $\mathbb{R}(\mathscr{A}\rangle$ and $\star$ is the concatenation product.

### 4.1 Solving the Operator Initial Value Problem

We denote by

$$
\begin{equation*}
\left\{G_{i}: i \in \mathscr{I}\right\} \tag{15}
\end{equation*}
$$

a homogeneous basis of the graded Lie algebra (14), where $\mathscr{I}$ is some set of indices, $\mathscr{I}=\bigcup_{n \geq 1} \mathscr{I}_{n}$, and $\left\{G_{i}: i \in \mathscr{I}_{n}\right\}$ is a basis of $\mathfrak{g}_{n}$ for each $n \geq 1$. If $\beta(t)=$ $\sum_{i \in \mathscr{I}} \lambda_{i}(\bar{t}) G_{i}$, we rewrite (4) as

$$
X(t)=I+\sum_{i \in \mathscr{I}} \int_{0}^{t} \lambda_{i}(t) X(t) \Psi\left(G_{i}\right) d t
$$

an equation that may be solved by the following Picard iteration,

$$
\begin{aligned}
X^{[0]}(t) & =I \\
X^{[1]}(t) & =I+\sum_{i \in \mathscr{\mathscr { I }}} \int_{0}^{t} \lambda_{i}(t) X^{[0]}(t) \Psi\left(G_{i}\right) d t=I+\sum_{i \in \mathscr{I}}\left(\int_{0}^{t} \lambda_{i}(t) d t\right) \Psi\left(G_{i}\right), \\
X^{[2]}(t) & =I+\sum_{i \in \mathscr{\mathscr { G }}} \int_{0}^{t} \lambda_{i}(t) X^{[1]}(t) \Psi\left(G_{i}\right) d t \\
\cdots & =\cdots
\end{aligned}
$$

[^71]In this way, one may construct a formal solution $X(t)$ of (3) of the form

$$
\begin{equation*}
X(t)=I+\sum_{m \geq 1} \sum_{\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{I}^{n}} a_{i_{1}, \ldots, i_{m}}(t) \Psi\left(G_{i_{1}}\right) \cdots \Psi\left(G_{i_{m}}\right) . \tag{16}
\end{equation*}
$$

Unfortunately, this series is unnecessarily complicated as there are many linear dependencies among the endomorphisms of the form $\Psi\left(G_{i_{1}}\right) \cdots \Psi\left(G_{i_{m}}\right)$. For instance, $\Psi\left(G_{i_{1}}\right) \Psi\left(G_{i_{2}}\right)-\Psi\left(G_{i_{2}}\right) \Psi\left(G_{i_{1}}\right)$ has to coincide with $\Psi\left(\left[G_{i_{1}}, G_{i_{2}}\right]\right)$ and therefore must be a linear combination of endomorphisms $\Psi\left(G_{i}\right), i \in \mathscr{I} .4$

If $<$ denotes a total order relation in $\mathscr{I}$, the Poincaré-Birkhoff-Witt (PBW) theorem ensures that the products

$$
\begin{equation*}
\left\{G_{i_{1}} \star \cdots \star G_{i_{m}}: i_{1} \leq \cdots \leq i_{m}\right\} \tag{17}
\end{equation*}
$$

(including the empty product equal to the unit element $\mathbb{1}$ ) provide a basis of $U(\tilde{\mathfrak{g}})$. Therefore, it is possible to simplify (16) by removing the linear dependencies in the right-hand side so as to end up with a formal series that only uses endomorphisms of the form $\Psi\left(G_{i_{1}}\right) \cdots \Psi\left(G_{i_{m}}\right)$ with $i_{1} \leq \cdots \leq i_{m}$. However the basis of $U(\tilde{\mathfrak{g}})$ given by the PBW theorem may not be the most convenient in practice ${ }^{5}$ and in what follows we shall work with an arbitrary homogeneous basis of $U(\tilde{\mathfrak{g}})$

$$
\begin{equation*}
\left\{Z_{j}: j \in \mathscr{J}\right\}, \quad \mathscr{J}=\bigcup_{n \geq 0} \mathscr{J}_{n} \tag{18}
\end{equation*}
$$

where $\mathscr{J}$ is some set of indices and $\left\{Z_{i}: i \in \mathscr{J}_{n}\right\}$ is, for each $n \geq 0$, a basis of the graded component of degree $n$. Note that the structure constants $\lambda_{i^{\prime}, i^{\prime \prime}}^{i}$ of the basis $\left\{G_{i}: i \in \mathscr{A}\right\}$ of the Lie algebra $\tilde{\mathfrak{g}}$,

$$
\left[G_{i^{\prime}}, G_{i^{\prime \prime}}\right]=\sum_{i} \lambda_{i^{\prime}, i^{\prime \prime}}^{i} G_{i}, \quad i^{\prime}, i^{\prime \prime} \in \mathscr{I},
$$

uniquely determine (see Sect. 4.5) the structure constants $\mu_{j^{\prime}, j^{\prime \prime}}^{j}$ of the basis $\left\{Z_{j}\right.$ : $i \in \mathscr{J}\}$ of $U(\tilde{\mathfrak{g}})$,

$$
\begin{equation*}
Z_{j^{\prime}} \star Z_{j^{\prime \prime}}=\sum_{j} \mu_{j^{\prime}, j^{\prime \prime}}^{j} Z_{j}, \quad j^{\prime}, j^{\prime \prime} \in \mathscr{J} . \tag{19}
\end{equation*}
$$

[^72]
### 4.2 Constructing the Hopf Algebra

We now construct a Hopf algebra $\mathscr{H}$ which will play in the present circumstances the role that the shuffle Hopf algebra had in the preceding section. The presentation that follows uses explicitly the choice of basis in (18); this is convenient for the computational purposes we have in mind. However the Hopf algebra $\mathscr{H}$ that we shall construct is in fact independent of the choice of basis, as shown in Sect. 4.5 below. In the particular case where $\mathfrak{g}$ is freely generated by the elements of a finite alphabet $\mathscr{A}$, the construction below results in the shuffle Hopf algebra of the preceding section.

For each $j \in \mathscr{J}$ we consider the linear form $u_{j}$ on $U(\tilde{\mathfrak{g}})$ that takes the value 1 at the element $Z_{j}$ and vanishes at each $Z_{j^{\prime}}, j^{\prime} \neq j$ and set $\mathscr{H}$ equal to the graded dual $\bigoplus_{n \geq 0} \mathscr{H}_{n}$ of $U(\tilde{\mathfrak{g}})$, i.e. each $\mathscr{H}_{n}$ is the subspace of the linear dual $U(\tilde{\mathfrak{g}})^{*}$ of $U(\tilde{\mathfrak{g}})$ spanned by the $u_{j}, j \in \mathscr{J}_{n}$.

We define a product in $\mathscr{H}$ as follows. The algebra $U(\tilde{\mathfrak{g}})$ possesses a canonical coalgebra structure whose coproduct $\Delta: U(\tilde{\mathfrak{g}}) \rightarrow U(\tilde{\mathfrak{g}}) \otimes U(\tilde{\mathfrak{g}})$ is uniquely determined by requiring that

- $\Delta(\beta)=\mathbb{1} \otimes \beta+\beta \otimes \mathbb{1}$, for all $\beta \in \tilde{\mathfrak{g}}$,
- $\Delta$ be an algebra homomorphism.

This coproduct is by construction cocommutative, i.e. if, for each $j \in \mathscr{J}$,

$$
\Delta\left(Z_{j}\right)=\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}} \eta_{j^{\prime}, j^{\prime \prime}}^{j} Z_{j^{\prime}} \otimes Z_{j^{\prime \prime}}
$$

then $\eta_{j^{\prime}, j^{\prime \prime}}^{j}=\eta_{j^{\prime \prime}, j^{\prime}}^{j}$. Through the duality between the vector spaces $U(\tilde{\mathfrak{g}})$ and $\mathscr{H}, \Delta$ induces the following commutative multiplication operation in $\mathscr{H}$ :

$$
u_{j^{\prime}} u_{j^{\prime \prime}}=\sum_{j \in \mathscr{J}} \eta_{j^{\prime}, j^{\prime \prime}}^{j} u_{j}=\sum_{j \in \mathscr{J}}\left\langle\Delta\left(Z_{j}\right), u_{j^{\prime}} \otimes u_{j^{\prime \prime}}\right\rangle u_{j} .
$$

Similarly, the product $\star$ in $U(\tilde{\mathfrak{g}})$ with structure constants given in (19) induces by duality a coproduct $\Delta: \mathscr{H} \rightarrow \mathscr{H} \otimes \mathscr{H}$ given by

$$
\begin{equation*}
\Delta\left(u_{j}\right)=\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}} \mu_{j^{\prime}, j^{\prime \prime}}^{j} u_{j^{\prime}} \otimes u_{j^{\prime \prime}}, \quad j \in \mathscr{J} \tag{20}
\end{equation*}
$$

(our hypotheses ensure that the summation in (20) has finitely-many non-zero terms and is therefore well defined). In this way $\mathscr{H}$ is a connected, commutative, graded Hopf algebra.

We now turn to the dual vector space $\mathscr{H}^{*}$. Each element $\gamma \in \mathscr{H}^{*}$ may be represented as a formal series

$$
\gamma=\sum_{j \in \mathscr{J}}\left\langle\gamma, u_{j}\right\rangle Z_{j},
$$

where $\left\langle\gamma, u_{j}\right\rangle$ is the image of $u_{j} \in \mathscr{H}$ by the linear form $\gamma$. Thus $\mathscr{H}^{*}$ may be seen as a superspace of $U(\tilde{\mathfrak{g}})$. The associative algebra structure of $U(\tilde{\mathfrak{g}})$ may be extended naturally to $\mathscr{H}^{*}$ : for $\gamma^{\prime}, \gamma^{\prime \prime} \in \mathscr{H}^{*}$, the series that represents their product $\gamma=\gamma^{\prime} \star \gamma^{\prime \prime} \in \mathscr{H}^{*}$ is given by

$$
\begin{aligned}
\sum_{j \in \mathscr{J}}\left\langle\gamma, u_{j}\right\rangle Z_{j} & =\left(\sum_{j^{\prime} \in \mathscr{J}}\left\langle\gamma^{\prime}, u_{j^{\prime}}\right\rangle Z_{j^{\prime}}\right) \star\left(\sum_{j^{\prime \prime} \in \mathscr{J}}\left\langle\gamma^{\prime \prime}, u_{j^{\prime \prime}}\right\rangle Z_{j^{\prime \prime}}\right) \\
& =\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}}\left\langle\gamma^{\prime}, u_{\left.j^{\prime}\right\rangle}\right\rangle\left\langle\gamma^{\prime \prime}, u_{j^{\prime \prime}}\right\rangle Z_{j^{\prime}} \star Z_{j^{\prime \prime}} \\
& =\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}}\left\langle\gamma^{\prime}, u_{j^{\prime}}\right\rangle\left\langle\gamma^{\prime \prime}, u_{j^{\prime \prime}}\right\rangle \sum_{j \in \mathscr{J}} \mu_{j^{\prime}, j^{\prime \prime}}^{j} Z_{j} \\
& =\sum_{j \in \mathscr{J}}\left(\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}} \mu_{j^{\prime}, j^{\prime \prime}}^{j}\left\langle\gamma^{\prime}, u_{j^{\prime}}\right\rangle\left\langle\gamma^{\prime \prime}, u_{j^{\prime \prime}}\right\rangle\right) Z_{j} .
\end{aligned}
$$

In other words

$$
\left\langle\gamma, u_{j}\right\rangle=\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}} \mu_{j^{\prime}, j^{\prime \prime}}^{j}\left\langle\gamma^{\prime}, u_{j^{\prime}}\right\rangle\left\langle\gamma^{\prime \prime}, u_{j^{\prime \prime}}\right\rangle
$$

i.e. the product $\star$ in $\mathscr{H}^{*}$ corresponds via duality to the coproduct (20) in $\mathscr{H}$. The group of characters of $\mathscr{H}$ and the Lie algebra of infinitesimal characters are

$$
\mathscr{G}=\left\{\gamma \in \mathscr{H}^{*}:\left\langle\gamma, u_{j^{\prime}} u_{j^{\prime \prime}}\right\rangle=\left\langle\gamma, u_{j^{\prime}}\right\rangle\left\langle\gamma, u_{j^{\prime \prime}}\right\rangle\right\},
$$

and

$$
\mathfrak{g}=\left\{\gamma \in \mathscr{H}^{*}:\left\langle\gamma, u_{j^{\prime}} u_{j^{\prime \prime}}\right\rangle=\left\langle\gamma, u_{j^{\prime}}\right\rangle\left\langle\mathbb{1}, u_{j^{\prime \prime}}\right\rangle+\left\langle\mathbb{1}, u_{j^{\prime}}\right\rangle\left\langle\gamma, u_{j^{\prime \prime}}\right\rangle\right\},
$$

respectively. These are related by a bijection $\exp : \mathfrak{g} \rightarrow \mathscr{G}$, as we saw in the particular case considered in the preceding section.

The abstract initial value problem

$$
\begin{equation*}
\frac{d}{d t} \alpha(t)=\alpha(t) * \beta(t), \quad \alpha(0)=\mathbb{1} \tag{21}
\end{equation*}
$$

with $\beta(t)$ any given integrable curve in $\mathfrak{g}$ possesses a solution that for each $t$ is an element of $\mathscr{G}$. This solution may be computed by finding its coefficients by recursion with respect to the grading. In particular this is so for the curve such that $\Psi(\beta(t))=$ $F(t)$ for all $t \in \mathbb{R}$, whose existence we assumed at the beginning of this section. We next translate this result into a result for the operator problem.

### 4.3 Back to the Operator Initial Value Problem

The mapping $\Psi$ may be defined on $\mathscr{H}^{*} \supset U(\tilde{\mathfrak{g}})$ as an algebra map from $\mathscr{H}^{*}$ to the direct product algebra $\prod_{n \geq 0} \operatorname{End}(\mathscr{C})$ sending each $\gamma \in \mathscr{H}^{*}$ to

$$
\Psi(\gamma)=\sum_{n \geq 0} \sum_{j^{\prime} \in \mathscr{J}_{n}}\left\langle\gamma, u_{j}\right\rangle \Psi\left(Z_{j}\right)=\sum_{j \in \mathscr{J}}\left\langle\gamma, u_{j}\right\rangle \Psi\left(Z_{j}\right) .
$$

For the product of two formal series of endomorphisms we have

$$
\left(\sum _ { j ^ { \prime } \in \mathscr { J } } \langle \gamma ^ { \prime } , u _ { j ^ { \prime } } \rangle \Psi ( Z _ { j ^ { \prime } } ) \left(\sum_{j^{\prime \prime} \in \mathscr{J}}\left\langle\gamma^{\prime \prime}, u_{j^{\prime \prime}}\right\rangle \Psi\left(Z_{j^{\prime \prime}}\right)=\sum_{j \in \mathscr{J}}\left\langle\gamma, u_{j}\right\rangle \Psi\left(Z_{j}\right),\right.\right.
$$

where $\gamma=\gamma^{\prime} \star \gamma^{\prime \prime} \in \mathscr{H}^{*}$.
The solution $\alpha(t)$ of the abstract initial value problem leads to the following formal solution of (3) (a compact alternative to (16))

$$
X(t)=\sum_{j \in \mathscr{J}}\left\langle\alpha(t), u_{j}\right\rangle \Psi\left(Z_{j}\right)
$$

and we shall check presently that (2) is formally satisfied in order to obtain a formal solution of the initial value problem (1).

From the definition of $\Delta$, for arbitrary $\chi_{1}, \chi_{2} \in \mathscr{C}$,

$$
\Psi\left(Z_{j}\right)\left(\chi_{1} \chi_{2}\right)=\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}} \eta_{j^{\prime}, j^{\prime \prime}}^{j}\left(\Psi\left(Z_{j^{\prime}}\right) \chi_{1}\right)\left(\Psi\left(Z_{j^{\prime \prime}}\right) \chi_{2}\right)
$$

and it follows by duality that, for each $\gamma \in \mathscr{H}^{*}$,

$$
\sum_{j \in \mathscr{J}}\left\langle\gamma, u_{j}\right\rangle \Psi\left(Z_{j}\right)\left(\chi_{1} \chi_{2}\right)=\sum_{j^{\prime}, j^{\prime \prime} \in \mathscr{J}}\left\langle\gamma, u_{j^{\prime}} u_{j^{\prime \prime}}\right\rangle\left(\Psi\left(Z_{j^{\prime}}\right) \chi_{1}\right)\left(\Psi\left(Z_{j^{\prime \prime}}\right) \chi_{2}\right) .
$$

If, in particular, $\gamma \in \mathscr{G}$, then the right-hand side of the last equality coincides with

$$
\left(\sum_{j^{\prime} \in \mathscr{J}}\left\langle\gamma, u_{j^{\prime}}\right\rangle \Psi\left(Z_{j^{\prime}}\right) \chi_{1}\right)\left(\sum_{j^{\prime \prime} \in \mathscr{J}}\left\langle\gamma, u_{j^{\prime \prime}}\right\rangle \Psi\left(Z_{j^{\prime \prime}}\right) \chi_{2}\right),
$$

i.e. the formal series $\sum_{j \in \mathscr{J}}\left\langle\gamma, u_{j}\right\rangle \Psi\left(Z_{j}\right)$ is formally an automorphism. This is in particular true, for each $t$, for the series $X(t)$ above, since we know that $\alpha(t) \in \mathscr{G}$.

### 4.4 Averaging with More General Hopf Algebras

An abstract problem of the form (21) with $\beta(t) 2 \pi / \omega$-periodic with values in $\mathfrak{g}$ may be averaged with the help of Eq. (12) exactly as we saw in the case of the shuffle Hopf algebra. The result may be then transferred, via the morphism $\Psi$, to average periodically forced systems (1).

### 4.4.1 Averaging with Decorated Rooted Trees

As an illustration we take up again the task of averaging (7) but this time we work with the Grossman-Larson graded Lie algebra of rooted trees [17] with vertices decorated by letters of the alphabet $\mathscr{A}=\{a, b, c, d\}$. We use once more (9) and extend $\Psi$ to a Lie algebra morphism from the Grossman-Larson Lie algebra to the Lie algebra of derivations $\operatorname{Der}(\mathscr{C})$. In the construction above, $\mathscr{H}$ is the ConnesKreimer Hopf algebra of rooted trees and the group of characters $\mathscr{G}$ is the Butcher group.

As an example we find, under the zero-mean condition and truncating the contributions of trees with four or more vertices:

$$
\begin{aligned}
\bar{\beta}^{[3]} & =\underline{a}+\frac{1}{\omega^{2}}\left(\frac{1}{4} \underline{a[b[b]]}-\frac{1}{4} \underline{b[a b]}+\frac{1}{4} b[b[a]]+\frac{1}{4} \underline{a\left[b^{2}\right]}-\frac{1}{2} \underline{b[a[b]]}\right. \\
& -\frac{1}{8} c[a[c]]+\frac{1}{16} a\left[c^{2}\right]-\frac{1}{16} c[a c]+\frac{1}{16} a[c[c]]+\frac{1}{16} c[c[a]] \\
& +\frac{1}{36} a[d[d]]+\frac{1}{36} d[d[a]]-\frac{1}{36} d[a d]+\frac{1}{36} a\left[(d)^{2}\right]-\frac{1}{18} d[a[d]] \\
& -\frac{1}{8} b[b[c]]+\frac{1}{8} b[b c]-\frac{1}{8} c[b[b]]+\frac{1}{4} b[c[b]]-\frac{1}{8} c\left[(b)^{2}\right]-\frac{1}{8} c[b[b]] \\
& +\frac{1}{4} b[c[b]]-\frac{1}{8} c\left[(b)^{2}\right]-\frac{1}{12} b[c[d]]+\frac{1}{12} c[b d]-\frac{1}{12} d[c[b]] \\
& \left.+\frac{1}{8} b[d[c]]+\frac{1}{8} c[d[b]]-\frac{1}{8} d[b c]-\frac{1}{24} c[b[d]]+\frac{1}{24} b[c d]-\frac{1}{24} d[b[c]]\right)
\end{aligned}
$$

Here the notation for rooted trees is as follows:

- $a$ denotes the one-vertex rooted tree where the root is decorated with the symbol $a$,
- $d[b[c]]$ denotes the 'tall' rooted tree where the decoration $d$ corresponds to the root, the vertex decorated by $b$ is linked to the root, and the vertex decorated with $c$ is linked to the vertex decorated with $b$,
- $d[b c]$ denotes the 'bushy' rooted tree where $d$ is the decoration of the root and the vertices with decoration $b$ and $c$ are linked to the root, etc.

As in the case of words, results on the abstract problem are transferred to Euclidean space with the help of $\Psi$. We again find a system $(d / d t) \bar{x}=\bar{f}(\bar{x})$, where $\bar{f}$ is a formal series of vector fields in $\mathbb{R}^{5}$ and a $2 \pi / \omega$-periodic formal change of variables $x=U(\bar{x}, t)$ such that solutions $x(t)$ of (7) are formally given as
$x(t)=U(\bar{x}(t), t)$. Now the formal series are indexed by rooted trees rather than by words, i.e. they are B-series [7, 8, 37].

What is the advantage of using rooted trees rather than words? The expression for $\bar{\beta}^{[3]}$ displayed above, with 33 rooted trees, is obviously more involved than its counterpart with words involving 19 words. However the images by $\Psi$ of many trees vanish. For instance, in the display above only the five rooted trees underlined have a nonzero image. This may be exploited by working in the quotient by $\operatorname{ker}(\Psi)$ of the Lie algebra of rooted trees, thereby decreasing the dimension of the graded components, which allows symbolic manipulation packages to take the expansions to higher order. A further reduction may be achieved by noting that $\bar{\beta}$ has to be a Lie element, i.e. it must be expressible in terms of commutators. We may then work in the Lie subalgebra generated by $a, \ldots, d$ of the previous quotient subalgebra. For instance for the display above we find the compact expression

$$
a+\frac{1}{\omega^{2}}\left(\frac{1}{4}[b,[b, a]]-\frac{1}{8}[c,[a, c]]\right) .
$$

### 4.4.2 Averaging in a Lie Algebra Generated by Monomial Vector Fields

We have just seen how to work in a Lie algebra better suited to the concrete example at hand than the Lie algebra corresponding to words. Another possibility in this direction is to use a graded Lie algebra generated by monomial vector fields. In our example, we consider the graded Lie algebra $\tilde{\mathfrak{g}}=\bigoplus_{n \geq 1} \mathfrak{g}_{n}$ of vector fields generated by the monomial vector fields

$$
U \partial_{Y}, U \partial_{Z}, V \partial_{V}, V \partial_{Y}, X^{3} \partial_{Y}, X^{2} \partial_{Y}, X \partial_{Y}, Y \partial_{V}, Y \partial_{X}, Y \partial_{Y}, Z \partial_{U}, \partial_{V}, \partial_{X}, \partial_{Y},
$$

each of them belonging to $\mathfrak{g}_{1}$. That is, we may multiply each of the monomial vector fields above by a bookkeeping parameter $\epsilon$, so that monomial vector fields affected by a $n$-th power of $\epsilon$ belongs to $\mathfrak{g}_{n}$. In that case, the map $\Psi: \tilde{\mathfrak{g}} \rightarrow \operatorname{Der}(\mathscr{C})$ corresponds to replacing $\epsilon$ by 1 . With the help of this graded Lie algebra a symbolic package in a laptop computer may carry the computations necessary to perform $n$ order averaging up to $n=16$, while, as mentioned above, with words we could not go beyond $n=8$.

### 4.4.3 Summary

The technique in [8] or [28] summarized in Sect. 3 averages oscillatory differential systems like (7) by first reformulating them in an abstract form (11) that is integrated in the group of characters $\mathscr{G}$ of the shuffle Hopf algebra. The solution of the abstract problem is then averaged and the result transferred back to the original system. While the technique is completely general, its computational complexity grows very quickly with the required accuracy. We have just seen that, by working with
alternative Hopf algebras, it is possible to diminish the computational cost and achieve substantially higher orders of accuracy in a given computing environment.

### 4.5 Explicit Construction of the Coproduct $\Delta$

In this subsection, we focus on determining, in a form suitable for actual computations, the coproduct $\Delta$ of the Hopf algebra constructed in Sect. 4.2 from a given graded Lie algebra $\tilde{\mathfrak{g}}$.

In the particular case where $\tilde{\mathfrak{g}}$ is the free Lie algebra generated by an alphabet $\mathscr{A}, U(\tilde{\mathfrak{g}})$ is isomorphic to the algebra $\mathbb{R}(\mathscr{A} \backslash$. It therefore possesses a basis (18) with $\mathscr{J}$ given by the set of words on the alphabet $\mathscr{A}$ (the operation $\star$ corresponds to the concatenation of words). The coproduct $\Delta$ of $\mathscr{H}$ expressed in that basis indexed by words is then the deconcatenation coproduct, which has a particularly simple form.

For an arbitrary graded Lie algebra $\tilde{\mathfrak{g}}$, the coproduct $\Delta: \mathscr{H} \rightarrow \mathscr{H} \times \mathscr{H}$ can be uniquely determined from the structure constants $\lambda_{i^{\prime}, i^{\prime \prime}}^{i}$ of a basis (15) of $\mathfrak{g}$. Recall that the Poincaré-Birkhoff-Witt (PBW) basis of $U(\tilde{\mathfrak{g}})$ is a basis (18) indexed by the set

$$
\begin{equation*}
\mathscr{J}=\{e\} \cup\left\{\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{I}^{m}: m \geq 1, i_{1} \leq \cdots \leq i_{m}\right\}, \tag{22}
\end{equation*}
$$

where, as above, $\mathscr{I}$ is the set of indices for the homogeneous basis of the graded Lie algebra $\tilde{\mathfrak{g}}$ and $\mathscr{I}^{m}$ is the product $\mathscr{I} \times \cdots \times \mathscr{I}$ ( $m$-times). The empty index $e$ is associated with the unit $\mathbb{1}$ of $U(\tilde{\mathfrak{g}})$, that is $Z_{e}=\mathbb{1}$. For $j=\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{J}$, the elements $Z_{j}$ are defined by (17) scaled by the inverse of the product of some factorials. More precisely, $Z_{j}=1 / j!G_{i_{1}} \star \cdots \star G_{i_{m}}$, where $j!=m$ ! if $i_{1}=i_{2}=$ $\cdots=i_{m}$, and $j!=k!\left(i_{k+1}, \ldots, i_{m}\right)$ ! if $i_{1}=\cdots=i_{k}<i_{k+1}$. It is well known [3] that the basis $\left\{u_{j}: j \in \mathscr{J}\right\}$ of $\mathscr{H}$ dual to the PWB basis of $U(\tilde{\mathfrak{g}})$ satisfies that $u_{j}=v_{i_{1}} \cdots v_{i_{m}}$ for $j=\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{J}$, where $v_{i}:=u_{(i)}$ for each $i \in \mathscr{I}$. We thus have that, as an algebra, $\mathscr{H}$ is a polynomial algebra on the commuting indeterminates $\left\{v_{i}: i \in \mathscr{A}\right\}$, that is, the symmetric algebra $S(V)$ over the vector space $V$ spanned by $\left\{v_{i}: i \in \mathscr{I}\right\}$.

Since $\Delta: \mathscr{H} \rightarrow \mathscr{H} \otimes \mathscr{H}$ is an algebra map, it is enough to determine $\Delta\left(v_{i}\right) \in \mathscr{H} \otimes \mathscr{H}$ for $i \in \mathscr{I}$ from the structure constants $\lambda_{i^{\prime}, i^{\prime \prime}}^{i}$. However, existing algorithms for that task are rather involved. Fortunately, there are bases of $U(\tilde{\mathfrak{g}})$ that are computationally more convenient than the PWB basis for our purposes. This may be illustrated for the Grossman-Larson graded Lie algebra $\tilde{\mathfrak{g}}$ considered in Sect. 4.4: it has a basis (15) indexed by the set $\mathscr{I}:=\mathscr{T}$ of rooted trees decorated by the letters of the alphabet $\mathscr{A}=\{a, b, c, d\}$ providing a simple description of the Lie bracket in terms of grafting of rooted trees [17]. In that case, the index set (22) can be identified with the set $\mathscr{F}$ of forest of rooted trees over $\mathscr{A}$. As noted before, the corresponding commutative Hopf algebra $\mathscr{H}$ is the Connes-Kreimer Hopf algebra over the alphabet $\mathscr{A}$. The construction of $\mathscr{H}$ described above in terms of the PWB basis of $U(\tilde{\mathfrak{g}})$ realizes the Hopf algebra $\mathscr{H}$ as the polynomial algebra
on the commuting indeterminates $\left\{v_{i}: i \in \mathscr{T}\right\} \subset U(\tilde{\mathfrak{g}})^{*}$. However, the expresions of $\Delta\left(v_{i}\right)$ for $i \in \mathscr{T}$ in that representation of $\mathscr{H}$ is rather cumbersome, and fails to reflect the nice combinatorial nature of the coproduct of the Connes-Kreimer Hopf algebra.

The task of determining the commutative graded Hopf algebra $\mathscr{H}$ from the structure constants $\lambda_{i^{\prime}, i^{\prime \prime}}^{i}$ of a basis (15) of $\tilde{\mathfrak{g}}$ can be reformulated in terms of a graded Lie coalgebra [21] structure $(V, \delta)$ related to the graded Lie algebra $\tilde{\mathfrak{g}}$ as follows. Let $V=\bigoplus_{n \geq 1} V_{n}$ be a graded vector space with a homogeneous basis $\left\{v_{i}: i \in \mathscr{I}\right\}$, and consider the graded linear map $\delta: V \rightarrow V \otimes V$ defined by

$$
\begin{equation*}
\delta\left(v_{i}\right)=\sum_{i^{\prime}, i^{\prime \prime} \in \mathscr{I}} \lambda_{i^{\prime}, i^{\prime \prime}}^{i} v_{i^{\prime}} \otimes v_{i^{\prime \prime}}, \text { for } i \in \mathscr{I} \tag{23}
\end{equation*}
$$

Since the coefficients $\lambda_{\dot{i}^{\prime}, i^{\prime \prime}}^{i}$ are the structure constants with respect to a basis (15) of the graded Lie algebra $\tilde{\mathfrak{g}},(V, \delta)$ is by construction a graded Lie coalgebra. The dual $\operatorname{map} \delta^{*}: V^{*} \otimes V^{*} \rightarrow V^{*}$ endows the linear dual $V^{*}$ with a structure of Lie algebra such that $\tilde{\mathfrak{g}}$ is isomorphic to a Lie subalgebra of the Lie algebra $V^{*}$.

Now, our original task can be formulated as follows: find an algebra map $\Delta$ : $S(V) \rightarrow S(V) \otimes S(V)$ satisfying the following two conditions:

- the coproduct $\Delta$ endows the symmetric algebra $S(V)$ with a graded connected Hopf algebra structure $\mathscr{H}$,
- the linear map $\hat{\delta}: V \rightarrow V \otimes V$ such that, for each $v \in V, \hat{\delta}(v)$ is the projection of $\Delta(v)$ onto $V \otimes V$ satisfies the relation

$$
\begin{equation*}
\delta=\hat{\delta}-\tau \circ \hat{\delta}, \tag{24}
\end{equation*}
$$

where $\tau: V \otimes V \rightarrow V \otimes V$ is defined by $\tau\left(v \otimes v^{\prime}\right)=v^{\prime} \otimes v$.
Such an algebra map $\Delta$ is not unique, but the corresponding coalgebra structure on $S(V)$ is unique up to isomorphisms. ${ }^{6}$

Observe that here there is no need to assume that the homogeneous vector subspaces $\tilde{\mathfrak{g}}_{n}$ are finite dimensional. One only needs to assume that the Lie coproduct (i.e. Lie cobracket) $\delta$ is well defined, or in other words, that the structure constants $\lambda_{i^{\prime}, i^{\prime \prime}}^{i}$ of the Lie bracket with respect to a basis (15) are such that, for each $i \in \mathscr{I}$, the sum in (23) is well defined.

Notice also that the choice of the basis for $V$ plays no role in this formulation in terms of the Lie coalgebra $(V, \delta)$. It can be shown that, for a given basis (15) of the Lie algebra $\tilde{\mathfrak{g}}$, each choice of $\Delta$ gives rise, after dualization, to a different basis (18) (indexed by the set (22)) of $U(\tilde{\mathfrak{g}})$.

We will next make use of the concept of pre-Lie algebra. (We refer to [19] for a survey on pre-Lie algebras.) Assume now that there exists a graded linear map $\hat{\delta}: V \rightarrow V \otimes V$ satisfying (24). According to Proposition 3.5.2. in [16] (see also

[^73]Theorem 5.8 in [18]), if $(V, \hat{\delta})$ is a graded pre-Lie coalgebra (that is, $\left(V^{*}, \hat{\delta}^{*}\right)$ is a pre-Lie algebra) then there exists a graded algebra map $\Delta: S(V) \rightarrow S(V) \otimes S(V)$ satisfying the following conditions:

- the coproduct $\Delta$ endows the symmetric algebra $S(V)$ with a graded connected Hopf algebra structure $\mathscr{H}$,
- for each $v \in V, \Delta(v)-1 \otimes v-v \otimes 1 \in S(V) \otimes V$,
- for each $v \in V, \hat{\delta}(v)$ is the projection to $V \otimes V$ of $\Delta(v)$.
(Actually, the converse also holds [16].) Furthermore such an algebra map $\Delta$ is uniquely determined by $\hat{\delta}$. In [16], a recursive procedure to determine $\Delta(v)$ for each $v \in S(V)$ in terms of the pre-Lie coproduct $\hat{\delta}$ is presented. In Theorem 1 below, we suggest an alternative recursive procedure.

It is worth mentioning that the dual basis of the basis of monomials $v_{i_{1}} \cdots v_{i_{m}}$ of $S(V)$ corresponding to the coproduct $\Delta$ uniquely determined by $\hat{\delta}$ is precisely the basis of the universal enveloping algebra $U(\tilde{\mathfrak{g}})$ of the pre-Lie algebra $\tilde{\mathfrak{g}}$ considered in [30].

Coming back to the Grossman-Larson graded Lie algebra $\tilde{\mathfrak{g}}$ of rooted trees over an alphabet $\mathscr{A}$, it is known that it is the free pre-Lie algebra over the set $\mathscr{A}$ [6]. The Lie algebra morphism $\Psi: \tilde{\mathfrak{g}} \rightarrow \operatorname{Der}(\mathscr{C})$ considered in Sect.4.4.1 is actually the unique extension of (9) to a pre-Lie algebra morphism from the Grossman-Larson Lie algebra over the alphabet $\{a, b, c, d\}$ to the Lie algebra of derivations $\operatorname{Der}(\mathscr{C})$. The corresponding pre-Lie coproduct $\hat{\delta}: V \rightarrow V \otimes V$ can be nicely described in terms of all the splittings of the rooted tree in two parts by successively removing each of the edges. The coproduct $\Delta: V \rightarrow S(V) \otimes S(V)$ uniquely determined in Proposition 3.5.2 of [16] coincides with the Connes-Kreimer coproduct defined in terms of the so called admissible cuts of rooted trees and forests.

This construction of the Hopf algebra $\mathscr{H}$ from a pre-Lie coalgebra structure $(V, \hat{\delta})$ may seem rather restrictive. However, any graded Lie coalgebra $V=$ $\bigoplus_{n \geq 1} V_{n}$ with Lie coproduct $\delta$ admits at least one pre-Lie coproduct $\hat{\delta}$ satisfying (24), as we will show later on.

Let $\mathscr{H}=S(V)$ be the graded connected commutative Hopf algebra uniquely determined by a given pre-Lie coalgebra $(V, \hat{\delta})$, with coproduct $\Delta: \mathscr{H} \rightarrow \mathscr{H} \otimes \mathscr{H}$ and antipode $S: \mathscr{H} \rightarrow \mathscr{H}$. We define the grading operator $\rho: \mathscr{H} \rightarrow \mathscr{H}$ given by $\rho(u)=n v$ if $u$ belongs to the graded component $\mathscr{H}_{n}$. Furthermore, we define the derivation $\partial: \mathscr{H}^{*} \rightarrow \mathscr{H}^{*}$ as the dual map of $\rho$, i.e. $\langle\partial(\gamma), u\rangle=\langle\gamma, \rho(u)\rangle$ for each $\gamma \in \mathscr{H}^{*}$ and each $u \in \mathscr{H}$.

We also use the (generalized) Dynkin operator $D$ as considered in [12, 23] for graded connected commutative Hopf algebras. (See [20, 31] and references therein for the generalized Dynkin operator in the cocommutative case.) The Dynkin operator $D: S(V) \rightarrow V$ of $\mathscr{H}=S(V)$ is the convolution $D:=\rho * S$ (in the references above, $D$ is actually defined as $S * \rho$ ) of the antipode and the grading operator, that is,

$$
D:=\mu_{\mathscr{H}} \circ(\rho \otimes S) \circ \Delta,
$$

where $\mu_{\mathscr{H}}: \mathscr{H} \otimes \mathscr{H} \rightarrow \mathscr{H}$ is the multiplication map of the algebra $\mathscr{H}=S(V)$. It is not difficult to check that the convolution of $D$ with the identity id $\mathscr{H}$ in $\mathscr{H}$ coincides with $\rho$, that is,

$$
\begin{equation*}
\rho=\mu_{\mathscr{H}} \circ\left(D \otimes \mathrm{id}_{\mathscr{H}}\right) \circ \Delta . \tag{25}
\end{equation*}
$$

The Dynkin operator has the property that

$$
\begin{equation*}
D(u)=0 \quad \text { for all } \quad u \in V^{2} S(V), \tag{26}
\end{equation*}
$$

and we thus have that, for each $v \in V$,

$$
\begin{equation*}
\left(D \otimes \operatorname{id}_{\mathscr{H}}\right) \circ \Delta(v)=D(v) \otimes 1+\left(D \otimes \mathrm{id}_{V}\right) \circ \hat{\delta}(v) \tag{27}
\end{equation*}
$$

This in turn implies, together with (25) the following result, which allows to inductively determine $D(v)$ for each $v \in V$ in terms of the pre-Lie coproduct $\hat{\delta}$.

Lemma 1 For each $v \in V$,

$$
\begin{equation*}
D(v)=\rho(v)-\mu_{\mathscr{H}} \circ\left(D \otimes \operatorname{id}_{V}\right) \circ \hat{\delta}(v) . \tag{28}
\end{equation*}
$$

Theorem 1 Let $(V, \hat{\delta})$ be a graded pre-Lie coalgebra, and consider the linear map $D: S(V) \rightarrow V$ determined by (26) and (28). The symmetric algebra $\mathscr{H}=S(V)$ becomes a graded connected Hopf algebra with the coproduct $\Delta$ determined as the unique graded algebra map $\Delta: \mathscr{H} \rightarrow \mathscr{H} \otimes \mathscr{H}$ such that

$$
\begin{equation*}
\Delta(v)=1 \otimes v+v \otimes 1+\bar{\Delta}(v), \quad v \in V \tag{29}
\end{equation*}
$$

where the linear map $\bar{\Delta}: V \rightarrow \mathscr{H} \otimes V$ is uniquely determined by the identity

$$
\left(\rho \otimes \operatorname{id}_{V}\right) \circ \bar{\Delta}=(D-\rho) \otimes 1+\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ(D \otimes \Delta) \circ \hat{\delta}
$$

Proof From (29) one has that

$$
\left(\rho \otimes \operatorname{id}_{V}\right) \circ \bar{\Delta}=-(\rho(v) \otimes 1)+\left(\rho \otimes \operatorname{id}_{V}\right) \circ \Delta
$$

Application of (25), the coassociativity of $\Delta$, and (27) lead to

$$
\begin{aligned}
\left(\rho \otimes \operatorname{id}_{V}\right) \circ \Delta & =\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ\left(\left(\left(D \otimes \operatorname{id}_{\mathscr{H}}\right) \circ \Delta\right) \otimes \operatorname{id}_{V}\right) \circ \Delta(v) \\
& =\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ\left(D \otimes \operatorname{id}_{\mathscr{H}} \otimes \operatorname{id}_{\mathscr{H}}\right) \circ\left(\Delta \otimes \operatorname{id}_{V}\right) \circ \Delta(v) \\
& =\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ\left(D \otimes \operatorname{id}_{\mathscr{H}} \otimes \operatorname{id}_{\mathscr{H}}\right)\left(\operatorname{id}_{\mathscr{H}} \otimes \Delta\right) \circ \Delta(v) \\
& =\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ\left(\operatorname{id}_{V} \otimes \Delta\right) \circ\left(D \otimes \operatorname{id}_{\mathscr{H}}\right) \circ \Delta(v)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ\left(\operatorname{id}_{V} \otimes \Delta\right) \circ\left(D(v) \otimes 1+\left(D \otimes \operatorname{id}_{V}\right) \circ \hat{\delta}(v)\right) \\
& =\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ(D(v) \otimes 1 \otimes 1)+\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ(D \otimes \Delta) \circ \hat{\delta}(v) \\
& =(D(v) \otimes 1)+\left(\mu_{\mathscr{H}} \otimes \operatorname{id}_{V}\right) \circ(D \otimes \Delta) \circ \hat{\delta}(v)
\end{aligned}
$$

Given a graded Lie coalgebra $(V, \delta)$, consider the graded linear map $\hat{\delta}: V \rightarrow$ $V \otimes V$ determined in terms of $\delta$ by

$$
\begin{equation*}
\rho \circ \hat{\delta}=\left(\mathrm{id}_{V} \otimes \rho\right) \circ \delta, \tag{30}
\end{equation*}
$$

that is,

$$
\hat{\delta}\left(v_{i}\right)=\sum_{i^{\prime}, i^{\prime \prime} \in \mathscr{I}} \frac{\left|i^{\prime \prime}\right|}{|i|} \lambda_{i^{\prime}, i^{\prime \prime}}^{i} v_{i^{\prime}} \otimes v_{i^{\prime \prime}}, \text { for } i \in \mathscr{I}
$$

Clearly, (24) holds, and it is not difficult to check that $(V, \hat{\delta})$ is a pre-Lie coalgebra, or equivalently, that the binary operation $\triangleright: V^{*} \otimes V^{*} \rightarrow V^{*}$ obtained by dualizing the coproduct $\hat{\delta}$ endows $V^{*}$ with a structure of graded pre-Lie algebra. Indeed, for each $\beta^{\prime}, \beta^{\prime \prime} \in V^{*}$,

$$
\beta^{\prime} \triangleright \beta^{\prime \prime}=\partial^{-1}\left[\partial\left(\beta^{\prime}\right), \beta^{\prime \prime}\right], \quad \beta^{\prime}, \beta^{\prime \prime} \in \tilde{\mathfrak{g}}
$$

where $\partial^{-1}$ denotes the inverse of the restriction to $V^{*}$ of $\partial$, so that $\left[\beta^{\prime}, \beta^{\prime \prime}\right]=$ $\beta^{\prime} \triangleright \beta^{\prime \prime}-\beta^{\prime \prime} \triangleright \beta^{\prime}$.

Theorem 2 Let $(V, \delta)$ be a graded Lie coalgebra. The symmetric algebra $\mathscr{H}=$ $S(V)$ becomes a graded connected Hopf algebra with the coproduct $\Delta$ determined as the unique graded algebra map $\Delta: \mathscr{H} \rightarrow \mathscr{H} \otimes \mathscr{H}$ such that (29) holds and the linear map $\bar{\Delta}: V \rightarrow \mathscr{H} \otimes V$ is uniquely determined by the relation

$$
\left(\rho \otimes \operatorname{id}_{V}\right) \circ \bar{\Delta}=\left(\mu \mathscr{H} \otimes \operatorname{id}_{V}\right) \circ(\rho \otimes \Delta) \circ \hat{\delta}
$$

where $\hat{\delta}: V \rightarrow V \otimes V$ is determined by (30).
Proof The definition (30) of $\hat{\delta}$ and the assumption of $(V, \delta)$ being a Lie coalgebra implies that the identity (28) holds with $D(v):=\rho(v)$. The result then follows from Theorem 1.

Finally, we provide the dual basis (18) (indexed by the set (22)) of the basis of monomials $v_{i_{1}} \cdots v_{i_{m}}$ of $S(V)$ corresponding to the graded connected commutive Hopf algebra structure on $S(V)$ determined in Theorem 2.

We first need some notation.

- Given $i \in \mathscr{I}$, we write $|i|=n$ if $i \in \mathscr{I}_{n}$. For $j=\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{J}$, we set $|j|=\left|i_{1}\right|+\cdots+\left|i_{m}\right|$. We also write $|e|=0$.
- Given $j=\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{J}$ and $i \in \mathscr{I}$, we write $i \in j$ if $i \in\left\{i_{1}, \ldots, i_{m}\right\}$, and, in that case, we denote as $(j \backslash i)$ the element of $\mathscr{J}$ obtained by removing from $j=\left(i_{1}, \ldots, i_{m}\right)$ one occurrence of $i$. In particular, if $j=(i)$, then $(j \backslash i)=e$.

For $j=\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{J}$, we set:

$$
\begin{equation*}
Z_{j}=\frac{|i|}{|j|} \sum_{i \in j} G_{i} \star Z_{(j \backslash i)} . \tag{31}
\end{equation*}
$$

Observe that $Z_{(i)}=G_{i}$ for all $i \in \mathscr{I}$.
Theorem 3 The set (18) of elements of $U(\tilde{\mathfrak{g}})$ given by (31) is a basis of $U(\tilde{\mathfrak{g}})$ dual to the basis of monomials $u_{j}=v_{i_{1}} \cdots v_{i_{m}}$ for $j=\left(i_{1}, \ldots, i_{m}\right) \in \mathscr{J}$ of the Hopf algebra determined in Theorem 2.

Proof For each character $\alpha \in \mathscr{G}$ of $\mathscr{H}$, it holds [23]

$$
\left\langle\partial(\alpha) \star \alpha^{-1}, u\right\rangle=\langle\alpha, D(u)\rangle \quad \text { for all } \quad u \in \mathscr{H} .
$$

Since $D(v)=\rho(v)$ for all $v \in V$,

$$
\left\langle\partial(\alpha) \star \alpha^{-1}, v\right\rangle=\langle\alpha, \rho(v)\rangle .
$$

The later is equivalent to

$$
\partial\left(\sum_{j \in \mathscr{J}}\left\langle\alpha, u_{j}\right\rangle Z_{j}\right)=\partial\left(\sum_{i \in \mathscr{I}}\left\langle\alpha, v_{i}\right\rangle G_{i}\right) \star\left(\sum_{j \in \mathscr{J}}\left\langle\alpha, u_{j}\right\rangle Z_{j}\right) .
$$

One finally arrives to (31) by expanding the right-hand side of that identity and equating terms.

## 5 Perturbed Problems

As we saw in Sect. 3, the use of the shuffle Hopf algebra to average oscillatory problems in Euclidean space leads to word series expansions. Extended word series, introduced in [27], are a generalization of word series which appear in a natural way when solving some problems by means of the techniques we are studying. These include the reduction to normal form of continuous or discrete dynamical systems [26, 27], the analysis of splitting algorithms of perturbed integrable problems [27], the computation of formal invariants of perturbed Hamiltonian problems [26] and averaging of perturbed problems [28]. We now study the extension of these
techniques to scenarios where the shuffle Hopf algebra is replaced by other Hopf algebras.

We consider the situation where in the initial value problem (3), $F(t)$ is a perturbation $F(t)=F^{0}+\tilde{F}(t)$ of a derivation $F^{0} \in \operatorname{Der}(\mathscr{C})$ with a well defined exponential curve $\exp \left(t F^{0}\right)$ in $\operatorname{Aut}(\mathscr{C})$. If the solution $X(t)$ of the given problem

$$
\begin{equation*}
\frac{d}{d t} X(t)=X(t)\left(F_{0}+\tilde{F}(t)\right), \quad X(0)=I \tag{32}
\end{equation*}
$$

exists, then it may be written as $X(t)=Y(t) \exp \left(t F_{0}\right)$, where the curve $Y: \mathbb{R} \rightarrow$ $\operatorname{Aut}(\mathscr{C})$ is the solution of the initial value problem

$$
\begin{equation*}
\frac{d}{d t} Y(t)=Y(t) \exp \left(t F_{0}\right) \tilde{F}(t) \exp \left(-t F_{0}\right), \quad Y(0)=I \tag{33}
\end{equation*}
$$

### 5.1 Algebraic Framework for Perturbed Problems

We assume that there exist a graded Lie algebra

$$
\begin{equation*}
\bigoplus_{n \geq 0} \mathfrak{g}_{n} \tag{34}
\end{equation*}
$$

with finite-dimensional homogeneous subspaces $\mathfrak{g}_{n}$, and a Lie group $\mathscr{G}_{0}$ with Lie algebra $\mathfrak{g}_{0}$ such that the exponential map $\exp : \mathfrak{g}_{0} \rightarrow \mathscr{G}_{0}$ is bijective; we observe that $\mathfrak{g}_{0}$ and

$$
\tilde{\mathfrak{g}}=\bigoplus_{n \geq 1} \mathfrak{g}_{n}
$$

are respectively a Lie subalgebra and a Lie ideal of (34).
Under such assumptions, one can prove that there exists an action • of the group $\mathscr{G}_{0}$ on the Lie algebra $\tilde{\mathfrak{g}}$ that is homogeneous of degree 0 (i.e. its restriction to each $\mathfrak{g}_{n}$ is an action on $\mathfrak{g}_{n}$ ), and such that, for arbitrary $\tilde{\beta} \in \bigoplus_{n \geq 1} \mathfrak{g}_{n}$ and $\beta_{0} \in \mathfrak{g}_{0}$, $\alpha_{0}(t)=\exp \left(t \beta_{0}\right)$,

$$
\begin{equation*}
\frac{d}{d t}\left(\alpha_{0}(t) \cdot \tilde{\beta}\right)=\left[\beta_{0}, \alpha_{0}(t) \cdot \tilde{\beta}\right] \tag{35}
\end{equation*}
$$

We consider the commutative graded connected Hopf algebra $\mathscr{H}=\bigoplus_{n \geq 0} \mathscr{H}_{n}$ associated with the graded Lie algebra $\tilde{\mathfrak{g}}$, its group of characters $\mathscr{G} \subset \mathscr{H}^{*}$, and its Lie algebra of infinitesimal characters $\mathfrak{g} \subset \mathscr{H}^{*}$.

For $\beta \in \mathfrak{g}_{0}, \operatorname{ad}_{\beta}=[\beta, \cdot]$ is a derivation of (homogeneous degree 0 of) the graded Lie algebra (34). Its restriction to $\tilde{\mathfrak{g}}$ is also a derivation of the Lie subalgebra $\tilde{\mathfrak{g}}$. This derivation can be extended to a derivation of the Lie algebra $\mathfrak{g}$ of infinitesimal characters of $\mathscr{H}$. Hence, one can construct the semidirect sum Lie algebra

$$
\overline{\mathfrak{g}}:=\mathfrak{g} \oplus S \mathfrak{g}_{0} \supset \bigoplus_{n \geq 0} \mathfrak{g}_{n}
$$

More specifically, given $\bar{\beta}=\beta_{0}+\beta \in \overline{\mathfrak{g}}$ and $\bar{\beta}^{\prime}=\beta_{0}^{\prime}+\beta^{\prime} \in \overline{\mathfrak{g}}$ (where $\beta_{0}, \beta_{0}^{\prime} \in \mathfrak{g}_{0}$ and $\beta, \beta^{\prime} \in \tilde{\mathfrak{g}}$ ), then

$$
\left[\bar{\beta}, \bar{\beta}^{\prime}\right]=\left[\beta_{0}, \beta_{0}^{\prime}\right]+\left(\operatorname{ad}_{\beta_{0}} \beta^{\prime}-\operatorname{ad}_{\beta_{0}^{\prime}} \beta+\left[\beta, \beta^{\prime}\right]\right)
$$

The action of $\mathscr{G}_{0}$ on $\tilde{\mathfrak{g}}$ can be extended to an action of $\mathscr{G}_{0}$ on $U(\tilde{\mathfrak{g}})$ and from that to an action on $\mathscr{H}^{*}$. In particular, this defines an action of $\mathscr{G}_{0}$ on $\mathscr{G}$, which allows us to consider the semidirect product group

$$
\mathscr{G}:=\mathscr{G} \ltimes \mathscr{G}_{0} .
$$

More specifically, let $\left(\alpha, \alpha_{0}\right),\left(\alpha^{\prime}, \alpha_{0}^{\prime}\right) \in \overline{\mathscr{G}}$ (where $\alpha_{0}, \alpha_{0}^{\prime} \in \mathscr{G}_{0}$ and $\alpha, \alpha^{\prime} \in \mathscr{G}$ ), then the product law $\circ$ in $\mathscr{G}$ is defined in terms of the action $\cdot$ and the product laws $\circ$ and $\star$ of $\mathscr{G}_{0}$ and $\mathscr{G}$ respectively as

$$
\left(\alpha, \alpha_{0}\right) \circ\left(\alpha^{\prime}, \alpha_{0}^{\prime}\right)=\left(\alpha \star\left(\alpha_{0} \cdot \alpha\right), \alpha_{0} \circ \alpha_{0}^{\prime}\right) .
$$

We identify $\left(\mathbb{1}, \mathscr{G}_{0}\right)$ with $\mathscr{G}_{0}$, and $\left(\mathscr{G}, \mathrm{id}_{0}\right)$ with $\mathscr{G}\left(\right.$ here $\mathrm{id}_{0}$ denotes the neutral element in the Lie group $\mathscr{G}_{0}$ ); then we write the elements $\left(\alpha, \alpha_{0}\right) \in \overline{\mathscr{G}}$ as $\alpha \circ \alpha_{0}$. In particular, $\alpha_{0} \cdot \alpha=\alpha_{0} \circ \alpha \circ \alpha_{0}^{-1}$. We denote as id the identity element in $\overline{\mathscr{G}}$.

Given a smooth curve $\bar{\alpha}: \mathbb{R} \rightarrow \overline{\mathscr{G}}$ such that $\bar{\alpha}(0)=\mathrm{id}$, its derivative at $t=0$ is

$$
\left.\frac{d}{d t} \bar{\alpha}(t)\right|_{t=0}:=\left.\frac{d}{d t} \alpha(t)\right|_{t=0}+\left.\frac{d}{d t} \alpha_{0}(t)\right|_{t=0},
$$

with $\bar{\alpha}(t)=\alpha(t) \circ \alpha_{0}(t)$, where for all $t \in \mathbb{R}, \alpha(t) \in \mathscr{G}, \alpha_{0}(t) \in \mathscr{G}_{0}$. This can be used to define the adjoint representation $\operatorname{Ad}: \overline{\mathscr{G}} \rightarrow \operatorname{Aut}(\overline{\mathfrak{g}})$. In particular, for $\alpha_{0} \in \mathscr{G}_{0}$, $\beta \in \mathfrak{g}, \operatorname{Ad}_{\alpha_{0}} \beta=\alpha_{0} \cdot \beta$.

The exponential map $\exp : \overline{\mathfrak{g}} \rightarrow \overline{\mathscr{G}}$ is defined as follows: given $\bar{\beta}=\beta_{0}+\beta \in \overline{\mathfrak{g}}$, then $\exp \left(\beta_{0}+\beta\right):=\alpha(1) \circ \exp \left(\beta_{0}\right)$, where $\alpha(t) \in \mathscr{G}$ is the solution of (21) with $\beta(t)$ replaced by $\exp \left(t \beta_{0}\right) \cdot \underline{\beta}$. With this definition, $\left\{\exp \left(t\left(\beta_{0}+\beta\right)\right): t \in \mathbb{R}\right\}$ is a one-parameter subgroup of $\mathscr{G}$, and $\left.(d / d t) \exp \left(t\left(\beta_{0}+\beta\right)\right)\right|_{t=0}=\beta_{0}+\beta$.

In general $\exp : \overline{\mathfrak{g}} \rightarrow \overline{\mathscr{G}}$ is not surjective [26]. Given $\bar{\alpha}=\alpha \circ \exp \left(\beta_{0}\right) \in \bar{G}$, there exists $\beta \in \mathfrak{g}$ such that $\bar{\alpha}=\exp \left(\beta_{0}+\beta\right)$ if, for each $n \geq 1$, the restriction to $\mathfrak{g}_{n}$ of $\int_{0}^{1} \operatorname{Ad}_{\exp \left(t \beta_{0}\right)} d t$ is invertible. (The importance of this hypothesis will be illustrated in Sect. 5.3 below.)

### 5.2 Back to Perturbed Differential Equations

We now consider a perturbed operator differential equation (32), and assume that there exist a Lie algebra homomorphism

$$
\Psi: \bigoplus_{n \geq 0} \mathfrak{g}_{n} \rightarrow \operatorname{Der}(\mathscr{C})
$$

an element $\beta_{0} \in \mathfrak{g}_{0}$ and a curve $\tilde{\beta}(t)$ in $\tilde{\mathfrak{g}}$ with $\Psi\left(\beta_{0}\right)=F_{0}$ and $\Psi(\tilde{\beta}(t))=\tilde{F}(t)$. This together with (35) implies that

$$
\Psi\left(\exp \left(t \beta_{0}\right) \cdot \tilde{\beta}(t)\right)=\exp \left(F^{0}\right) \tilde{F}(t) \exp \left(-F^{0}\right)
$$

Equation (33) now reads

$$
\begin{equation*}
\frac{d}{d t} Y(t)=Y(t) \Psi\left(\alpha_{0}(t) \cdot \tilde{\beta}(t)\right), \quad Y(0)=I \tag{36}
\end{equation*}
$$

where $\alpha_{0}(t)=\exp \left(t \beta_{0}\right)$. The problem (36) can be formally solved with the techniques in the preceding section as

$$
Y(t)=\sum_{j \in \mathscr{J}}\left\langle\alpha(t), u_{j}\right\rangle \Psi\left(Z_{j}\right)
$$

where $\alpha: \mathbb{R} \rightarrow \mathscr{G}$ is the solution of

$$
\frac{d}{d t} \alpha(t)=\alpha(t) \star\left(\alpha_{0}(t) \cdot \tilde{\beta}(t)\right), \quad \alpha(0)=\mathbb{1}
$$

Hence, a formal solution $X(t)$ of (32) is given by

$$
X(t)=\left(\sum_{j \in \mathscr{J}}\left\langle\alpha(t), u_{j}\right\rangle \Psi\left(Z_{j}\right)\right) \exp \left(t \Psi\left(\beta_{0}\right)\right)
$$

As expected, the map that sends each $\bar{\alpha}=\alpha \circ \exp \left(\beta_{0}\right) \in \overline{\mathscr{G}}$ to the formal automorphism

$$
\left(\sum_{j \in \mathscr{J}}\left\langle\alpha, u_{j}\right\rangle \Psi\left(Z_{j}\right)\right) \exp \left(t \Psi\left(\beta_{0}\right)\right)
$$

behaves as a group homomorphism. Similarly, the map that sends each $\bar{\beta}=\beta_{0}+\beta \in$ $\overline{\mathfrak{g}}$ to the formal derivation $\Psi\left(\beta_{0}\right)+\sum_{j \in \mathscr{J}}\left\langle\beta, u_{j}\right\rangle \Psi\left(Z_{j}\right)$ behaves as a Lie algebra homomorphism. In addition, if $\exp \left(\beta_{0}+\beta\right)=\alpha \circ \exp \left(\beta_{0}\right)$, then

$$
\exp \left(\Psi\left(\beta_{0}\right)+\sum_{j \in \mathscr{J}}\left\langle\beta, u_{j}\right\rangle \Psi\left(Z_{j}\right)\right)=\left(\sum_{j \in \mathscr{J}}\left\langle\alpha, u_{j}\right\rangle \Psi\left(Z_{j}\right)\right) \exp \left(t \Psi\left(\beta_{0}\right) .\right.
$$

The adjoint representation Ad: $\overline{\mathscr{G}} \rightarrow \operatorname{Aut}(\overline{\mathfrak{g}})$ also translates as expected through the map $\Psi$, so that it can be used to apply changes of variables in operator differential equations of the form (32).

### 5.3 Application: Modified Equations for Splitting Methods

The material just presented may be applied to analyze numerical integrators of differential equations. We refer to [27] for a detailed study of the application of splitting integrators to the solution of perturbations of integrable problem; that study is based on the use of the shuffle Hopf algebra/extended word series. Here we show how to proceed when the word series scenario is replaced by the more general framework developed in this section. For simplicity the attention is restricted to the well-known Strang splitting formula.

Assume that $\tilde{F}(t)$ is independent of $t$, and that $\exp (t \tilde{F})$ exists. Then, it is well known that the solution operator $X(t)=\exp \left(t\left(F_{0}+\tilde{F}\right)\right)$ can be approximated at $t=\tau, 2 \tau, 3 \tau, \ldots\left(\tau\right.$ is the time step) by $X(k \tau) \approx X_{k} \in \operatorname{Aut}(\mathscr{C})$, where $X_{0}=I$ and

$$
\begin{equation*}
X_{k}=X_{k-1} \exp \left(\frac{\tau}{2} F_{0}\right) \exp (\tau \tilde{F}) \exp \left(\frac{\tau}{2} F_{0}\right), \quad k=1,2,3, \ldots \tag{37}
\end{equation*}
$$

If $F_{0}=\Psi\left(\beta_{0}\right), \tilde{F}=\Psi(\tilde{\beta})$ with $\beta_{0} \in \mathfrak{g}_{0}$ and $\tilde{\beta} \in \tilde{\mathfrak{g}}$, then

$$
X_{k}=X_{k-1}\left(\sum_{j \in \mathscr{J}}\left\langle\alpha^{\tau}, u_{j}\right\rangle \Psi\left(Z_{j}\right),\right.
$$

where

$$
\begin{aligned}
& \alpha^{\tau}=\exp \left(\frac{\tau}{2} \beta_{0}\right) \circ \exp (\tau \tilde{\beta}) \circ \exp \left(\frac{\tau}{2} \beta_{0}\right)=\exp \left(\tau \hat{\beta}^{\tau}\right) \circ \exp \left(\tau \beta_{0}\right), \\
& \hat{\beta}^{\tau}=\exp \left(\frac{\tau}{2} \beta_{0}\right) \cdot \tilde{\beta} .
\end{aligned}
$$

Let us assume that, for each $n \geq 1$, the restriction to $\mathfrak{g}_{n}$ of $\int_{0}^{\tau} \operatorname{Ad}_{\exp \left(t \beta_{0}\right)} d t$ is invertible. ${ }^{7}$ In that case, there exists $\beta^{\tau} \in \mathfrak{g}$ such that $\alpha^{\tau}=\exp \left(\tau\left(\beta_{0}+\beta^{\tau}\right)\right)$, which back to operators, implies that $X_{k} \in \operatorname{Aut}(\mathscr{C})$ formally coincides with $X^{\tau}(k \tau)$, where $X^{\tau}(t)$ is the formal solution with $X^{\tau}(0)=I$ of the modified equation

$$
\frac{d}{d t} X^{\tau}(t)=X^{\tau}(t)\left(F_{0}+\sum_{i \in \mathscr{I}}\left\langle\beta^{\tau}, v_{i}\right\rangle \Psi\left(G_{i}\right)\right)
$$

Modified equations are of course a powerful tool to analyze the performance of numerical integrators, see e.g. [36].

### 5.4 Hopf Algebraic Framework

To conclude the paper we shall briefly show how to cast the product group and product Lie algebra constructed in Sect. 5.1 as the group of characters and Lie algebra of infinitesimal characters of a suitable Hopf algebra. As in Sect. 4.5 we consider a (graded) subspace $V$ of the commutative graded connected Hopf algebra $\mathscr{H}=\bigoplus_{n \geq 0} \mathscr{H}_{n}$ associated with the graded Lie algebra $\tilde{\mathfrak{g}}=\bigoplus_{n \geq 1} \mathfrak{g}_{n}$. Recall that $V$ has a Lie coalgebra structure such that the Lie algebra $\mathfrak{g}$ of infinitesimal characters of $\mathscr{H}$ is isomorphic to the Lie algebra $V^{*}$ dual to the Lie coalgebra $V$.

In addition to the hypotheses in Sect. 5.1, we assume that:

- $\mathscr{G}_{0}$ is an affine algebraic group with Lie algebra $\mathfrak{g}_{0}$. That is, $\mathscr{G}_{0}$ (respectively $\mathfrak{g}_{0}$ ) is the group of characters (respectively Lie algebra of infinitesimal characters) of a finitely generated commutative Hopf algebra $\overline{\mathscr{H}}_{0}$.
- The action - of the group $\mathscr{G}_{0}$ on $\mathfrak{g}$ can be obtained by dualizing a comodule map $\hat{\Delta}_{0}: V \rightarrow \overline{\mathscr{H}}_{0} \otimes V$. That is, given $\alpha_{0} \in \mathscr{G}_{0}, \beta \in \mathfrak{g}$,

$$
\left\langle\alpha_{0} \cdot \beta, u\right\rangle=\left\langle\alpha_{0} \otimes \beta, \hat{\Delta}_{0}(u)\right\rangle,
$$

for each $u \in \mathscr{H}$.
Then, $\overline{\mathscr{H}}:=\overline{\mathscr{H}}_{0} \oplus \mathscr{H}_{1} \oplus \mathscr{H}_{2} \oplus \cdots$ can be endowed with a commutative graded Hopf algebra structure in such a way that the resulting group of characters is the semidirect product group $\bar{G}$, and the resulting Lie algebra of infinitesimal characters is the semidirect sum Lie algebra $\overline{\mathfrak{g}}$.
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# Quantitative Limit Theorems for Local Functionals of Arithmetic Random Waves 

Giovanni Peccati and Maurizia Rossi


#### Abstract

We consider Gaussian Laplace eigenfunctions on the two-dimensional flat torus (arithmetic random waves), and provide explicit Berry-Esseen bounds in the 1-Wasserstein distance for the normal and non-normal high-energy approximation of the associated Leray measures and total nodal lengths, respectively. Our results provide substantial extensions (as well as alternative proofs) of findings by Oravecz et al. (Ann Inst Fourier (Grenoble) 58(1):299-335, 2008), Krishnapur et al. (Ann Math 177(2):699-737, 2013), and Marinucci et al. (Geom Funct Anal 26(3):926-960, 2016). Our techniques involve Wiener-Itô chaos expansions, integration by parts, as well as some novel estimates on residual terms arising in the chaotic decomposition of geometric quantities that can implicitly be expressed in terms of the coarea formula.


## 1 Introduction

The high-energy analysis of local geometric quantities associated with the nodal set of random Laplace eigenfunctions on compact manifolds has gained enormous momentum in recent years, in particular for its connections with challenging open problems in differential geometry (such as Yau's conjecture [19]), and with the striking cancellation phenomena detected by Berry in [2] - see the survey [18] for an overview of this domain of research up to the year 2012, and the Introduction of [13] for a review of recent literature. The aim of this paper is to prove quantitative limit theorems, in the high-energy limit, for nodal lengths and Leray measures (analogous to occupation densities at zero) of Gaussian Laplace eigenfunctions on

[^75]the two-dimensional flat torus. These random fields, first introduced by Rudnick and Wigman in [16], are called arithmetic random waves and are the main object discussed in the paper. The term 'arithmetic' emphasises the fact that, in the two dimensional case, the definition of toral eigenfunctions is inextricable from the problem of enumerating lattice points lying on circles with integer square radius.

Our results will allow us, in particular, to recover by an alternative (and mostly self-contained) approach the variance estimates from [11], as well as the noncentral limit theorems proved in [13]. The core of our approach relies on the use of the Malliavin calculus techniques described in the monograph [14], as well as on some novel combinatorial estimates for residual terms arising in variance estimates obtained by chaotic expansions.

Although the analysis developed in the present paper focusses on a specific geometric model, we reckon that our techniques might be suitably modified in order to deal with more general geometric objects, whose definitions involve some variation of the area/coarea formulae; for instance, we believe that one could follow a route similar to the one traced below in order to deduce quantitative versions of the non-central limit theorems for phase singularities proved in [5], as well as to recover the estimates on the nodal variance of toral eigenfunctions and random spherical harmonics, respectively deduced in [16] and [17].

From now on, every random object is supposed to be defined on a common probability space $(\Omega, \mathscr{F}, \mathbb{P})$, with $\mathbb{E}$ denoting expectation with respect to $\mathbb{P}$.

### 1.1 Setup

As anticipated, in this paper we are interested in proving quantitative limit theorems for geometric quantities associated with Gaussian eigenfunctions of the Laplace operator $\Delta:=\partial^{2} / \partial x_{1}^{2}+\partial^{2} / \partial x_{2}^{2}$ on the flat torus $\mathbb{T}:=\mathbb{R}^{2} / \mathbb{Z}^{2}$. In order to introduce our setup, we start by defining

$$
S:=\left\{n \in \mathbb{Z}: n=a^{2}+b^{2}, \text { for some } a, b \in \mathbb{Z}\right\}
$$

to be the set of all numbers that can be written as a sum of two integer squares [8]. It is a standard fact that the eigenvalues of $-\Delta$ are of the form $4 \pi^{2} n=: E_{n}$, where $n \in S$. The dimension $\mathscr{N}_{n}$ of the eigenspace $\mathscr{E}_{n}$ corresponding to the eigenvalue $E_{n}$ coincides with the number $r_{2}(n)$ of ways in which $n$ can be expressed as the sum of two integer squares (taking into account the order of summation). The quantity $\mathscr{N}_{n}=r_{2}(n)$ is a classical object in arithmetics, and is subject to large and erratic fluctuations: for instance, it grows on average as $\sqrt{\log n}$ but could be as small as 8 for an infinite sequence of prime numbers $p_{n} \equiv 1$ (4), or as large as a power of $\log n$ - see [10, Section 16.9 and Section 16.10] for a classical discussion, as well as [12] for recent advances. We also set

$$
\Lambda_{n}:=\left\{\lambda=\left(\lambda_{1}, \lambda_{2}\right) \in \mathbb{Z}^{2}:|\lambda|^{2}:=\lambda_{1}^{2}+\lambda_{2}^{2}=n\right\}
$$

to be the class of all lattice points on the circle of radius $\sqrt{n}$ (its cardinality $\left|\Lambda_{n}\right|$ equals $\mathscr{N}_{n}$ ). Note that $\Lambda_{n}$ is invariant w.r.t. rotations around the origin by $k \cdot \pi / 2$, where $k$ is any integer. An orthonormal basis $\left\{\mathrm{e}_{\lambda}\right\}_{\lambda \in \Lambda_{n}}$ for the eigenspace $\mathscr{E}_{n}$ is given by the complex exponentials

$$
\mathrm{e}_{\lambda}(x):=\exp (i 2 \pi\langle\lambda, x\rangle), \quad x=\left(x_{1}, x_{2}\right) \in \mathbb{T}
$$

We now consider a collection (indexed by the set of frequencies $\lambda \in \Lambda_{n}$ ) of identically distributed standard complex Gaussian random variables $\left\{a_{\lambda}\right\}_{\lambda \in \Lambda_{n}}$, that we assume to be independent except for the relations $\overline{a_{\lambda}}=a_{-\lambda}$. We recall that, by definition, every $a_{\lambda}$ has the form $a_{\lambda}=b_{\lambda}+i c_{\lambda}$, where $b_{\lambda}, c_{\lambda}$ are i.i.d. real Gaussian random variables with mean zero and variance $1 / 2$. We define the arithmetic random wave $[11,13,15]$ of order $n \in S$ to be the real-valued centered Gaussian function

$$
\begin{equation*}
T_{n}(x):=\frac{1}{\sqrt{\mathscr{N}_{n}}} \sum_{\lambda \in \Lambda_{n}} a_{\lambda} e_{\lambda}(x), \quad x \in \mathbb{T} \tag{1}
\end{equation*}
$$

from (1) it is easily checked that the covariance of $T_{n}$ is given by, for $x, y \in \mathbb{T}$,

$$
\begin{equation*}
r_{n}(x, y):=\mathbb{E}\left[T_{n}(x) \cdot T_{n}(y)\right]=\frac{1}{\mathscr{N}_{n}} \sum_{\lambda \in \Lambda_{n}} \cos (2 \pi\langle\lambda, x-y\rangle)=: r_{n}(x-y) . \tag{2}
\end{equation*}
$$

Note that $r_{n}(0)=1$, i.e. $T_{n}(x)$ has unit variance for every $x \in \mathbb{T}$. Moreover, as emphasised in the right-hand side (r.h.s.) of (2), the field $T_{n}$ is stationary, in the sense that its covariance (2) depends only on the difference $x-y$. From now on, without loss of generality, we assume that $T_{n}$ is stochastically independent of $T_{m}$ for $n \neq m$.

For $n \in S$, we will focus on the zero set $T_{n}^{-1}(0)=\left\{x \in \mathbb{T}: T_{n}(x)=0\right\}$; recall that, according e.g. to [4], with probability one $T_{n}^{-1}(0)$ consists of the union of a finite number of rectifiable (random) curves, called nodal lines, containing a finite set of isolated singular points. In this manuscript, we are more specifically interested in the following two local functionals associated with the nodal set $T_{n}^{-1}(0)$ :

1. the Leray (or microcanonical) measure defined as [15, (1.1)]

$$
\begin{equation*}
\mathscr{Z}_{n}:=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \text { meas }\left\{x \in \mathbb{T}:\left|T_{n}(x)\right|<\varepsilon\right\}, \tag{3}
\end{equation*}
$$

where 'meas' stands for the Lebesgue measure on $\mathbb{T}$, and the limit is in the sense of convergence in probability;
2. the (total) nodal length $\mathscr{L}_{n}$, given by (see [11])

$$
\begin{equation*}
\mathscr{L}_{n}:=\operatorname{length}\left(T_{n}^{-1}(0)\right) ; \tag{4}
\end{equation*}
$$

for technical reasons, we will sometimes need to consider restricted nodal lengths, that are defined as follows: for every measurable $Q \subset \mathbb{T}$,

$$
\begin{equation*}
\mathscr{L}_{n}(Q):=\text { length }\left(T_{n}^{-1}(0) \cap Q\right) \tag{5}
\end{equation*}
$$

We observe that, in the jargon of stochastic calculus, the quantity $\mathscr{Z}_{n}$ corresponds to the occupation density at zero of $T_{n}$ - see [9] for a classical reference on the subject.

As already discussed, our aim is to establish quantitative limit theorems for both $\mathscr{Z}_{n}$ and $\mathscr{L}_{n}$ in the high-energy limit, that is, when $\mathscr{N}_{n} \rightarrow+\infty$.

Notation Given two positive sequences $\left\{a_{n}\right\}_{n \in S},\left\{b_{n}\right\}_{n \in S}$ we will write:

1. $a_{n} \ll b_{n}$, if there exists a finite constant $C>0$ such that $a_{n} \leq C b_{n}, \forall n \in S$. Similarly, $a_{n} \ll_{\alpha} b_{n}$ (resp. $a_{n} \ll \alpha, \beta b_{n}$ ) will mean that $C$ depends on $\alpha$ (resp. $\alpha, \beta$ );
2. " $a_{n} \ll b_{n}$, as $\mathscr{N}_{n} \rightarrow+\infty$ " (or equivalently " $a_{n}=O\left(b_{n}\right)$, as $\mathscr{N}_{n} \rightarrow+\infty$ ") if, for every subsequence $\{n\} \subset S$ such that $\mathscr{N}_{n} \rightarrow \infty$, the ratio $a_{n} / b_{n}$ is asymptotically bounded. Similarly, " $a_{n} \ll{ }_{\alpha} b_{n}$, as $\mathscr{N}_{n} \rightarrow+\infty$ ", (resp. " $a_{n} \ll \alpha, \beta b_{n}$, as $\mathscr{N}_{n} \rightarrow$ $+\infty$ ") will mean that the bounding constant depends on $\alpha$ (resp. $\alpha, \beta$ );
3. $a_{n} \asymp b_{n}$ (resp. $a_{n} \asymp b_{n}, \mathscr{N}_{n} \rightarrow+\infty$ ) if both $a_{n} \ll b_{n}$ and $b_{n} \ll a_{n}$ (resp. $a_{n} \ll b_{n}$ and $b_{n} \ll a_{n}$, as $\left.\mathscr{N}_{n} \rightarrow+\infty\right)$ hold;
4. $a_{n}=o\left(b_{n}\right)$ if $a_{n} / b_{n} \rightarrow 0$ as $n \rightarrow+\infty$ (and analogously for subsequences);
5. $a_{n} \sim b_{n}$ if $a_{n} / b_{n} \rightarrow 1$ as $n \rightarrow+\infty$ (and analogously for subsequences).

### 1.2 Previous Work

### 1.2.1 Leray Measure

The Leray measure in (3) was investigated by Oravecz, Rudnick and Wigman [15]. They found that [15, Theorem 4.1], for every $n \in S$,

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{Z}_{n}\right]=\frac{1}{\sqrt{2 \pi}}, \tag{6}
\end{equation*}
$$

i.e. the expected Leray measure is constant, and moreover [15, Theorem 1.1],

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{Z}_{n}\right)=\frac{1}{4 \pi \mathscr{N}_{n}}+O\left(\frac{1}{\mathscr{N}_{n}^{2}}\right) . \tag{7}
\end{equation*}
$$

In particular, the asymptotic behaviour of the variance, as $\mathscr{N}_{n} \rightarrow+\infty$, is independent of the distribution of lattice points lying on the circle of radius $\sqrt{n}$.

### 1.2.2 Nodal Length

The expected nodal length was computed in [16] to be, for $n \in S$,

$$
\begin{equation*}
\mathbb{E}\left[\mathscr{L}_{n}\right]=\frac{1}{2 \sqrt{2}} \sqrt{E_{n}} . \tag{8}
\end{equation*}
$$

Computing the nodal variance is a subtler issue, and its asymptotic behaviour (in the high-energy limit) was fully characterized in [11] as follows. We start by observing that the set $\Lambda_{n}$ induces a probability measure $\mu_{n}$ on the unit circle $\mathbb{S}^{1}$, given by $\mu_{n}:=\frac{1}{N_{n}} \sum_{\lambda \in \Lambda_{n}} \delta_{\lambda / \sqrt{n}}$, where $\delta_{\theta}$ denotes the Dirac mass at $\theta \in \mathbb{S}^{1}$. One crucial fact is that, although there exists a density-1 subsequence $\left\{n_{j}\right\} \subset S$ such that $\mu_{n_{j}} \Rightarrow$ $d \theta / 2 \pi$, as $j \rightarrow+\infty,{ }^{1}$ there is an infinity of other weak-* adherent points for the sequence $\left\{\mu_{n}\right\}_{n \in S}-$ see [12] for a partial classification. In particular, for every $\eta \in[-1,1]$, there exists a subsequence $\left\{n_{j}\right\} \subset S$ (see $[11,12]$ ) such that

$$
\begin{equation*}
\widehat{\mu_{n_{j}}}(4) \rightarrow \eta, \quad \text { as } j \rightarrow+\infty, \tag{9}
\end{equation*}
$$

where, for a probability measure $\mu$ on the unit circle, the symbol $\widehat{\mu}(4)$ stands for the fourth Fourier coefficient $\widehat{\mu}(4):=\int_{\mathbb{S}^{1}} \theta^{-4} d \mu(\theta)$. Krishnapur, Kurlberg and Wigman in [11] found that, as $\mathscr{N}_{n} \rightarrow+\infty$,

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{L}_{n}\right)=c_{n} \frac{E_{n}}{\mathscr{N}_{n}^{2}}(1+o(1)), \tag{10}
\end{equation*}
$$

where $c_{n}:=\left(1+\widehat{\mu_{n}}(4)^{2}\right) / 512$. Such a result is in stark contrast with (7): indeed, it shows that the asymptotic variance of the nodal length multiplicatively depends on the distribution of lattice points lying on the circle of radius $\sqrt{n}$, via the fluctuations of the squared Fourier coefficient $\widehat{\mu_{n}}(4)^{2}$; this also entails that the order of magnitude of the variance is $E_{n} / \mathscr{N}_{n}^{2}$, since the sequence $\left\{\widehat{\mu_{n}}(4) \mid\right\}_{n}$ is bounded by 1. Plainly, in order to obtain an asymptotic behaviour in (10) that has no multiplicative corrections, one needs to extract a subsequence $\left\{n_{j}\right\} \subset S$ such that $\mathscr{N}_{n_{j}} \rightarrow+\infty$ and $\left|\widehat{\mu_{n_{j}}}(4)\right|$ converges to some $\eta \in[0,1]$; in this case, one deduces that $\operatorname{Var}\left(\mathscr{L}_{n_{j}}\right) \sim c(\eta) E_{n_{j}} / \mathscr{N}_{n_{j}}^{2}$, where $c(\eta):=\left(1+\eta^{2}\right) / 512$. Note that if $\mu_{n_{j}} \Rightarrow \mu$, then $\widehat{\mu_{n_{j}}}(4) \rightarrow \widehat{\mu}(4)$. By (9), the possible values of the constant $c(\eta)$ span therefore the whole interval [ $1 / 512,1 / 128]$.

The second order behavior of the nodal length was investigated in [13]. Let us define, for $\eta \in[0,1]$, the random variable

$$
\begin{equation*}
\mathscr{M}_{\eta}:=\frac{1}{2 \sqrt{1+\eta^{2}}}\left(2-(1+\eta) X_{1}^{2}-(1-\eta) X_{2}^{2}\right), \tag{11}
\end{equation*}
$$

[^76]where $X_{1}, X_{2}$ are i.i.d. standard Gaussians. Note that $\mathscr{M}_{\eta}$ is invariant in law under the transformation $\eta \mapsto-\eta$, so that if $\eta \in[-1,0)$ we define $\mathscr{M}_{\eta}:=\mathscr{M}_{-\eta}$.

Theorem 1.1 in [13] states that for $\left\{n_{j}\right\} \subset S$ such that $\mathscr{N}_{n_{j}} \rightarrow+\infty$ and $\left|\widehat{\mu_{n_{j}}}(4)\right| \rightarrow \eta$, as $j \rightarrow+\infty$, one has that

$$
\begin{equation*}
\tilde{\mathscr{L}}_{n_{j}} \xrightarrow{d} \mathscr{M}_{\eta}, \tag{12}
\end{equation*}
$$

where $\xrightarrow{d}$ denotes convergence in distribution and, for $n \in S$,

$$
\begin{equation*}
\widetilde{\mathscr{L}}_{n}:=\frac{\mathscr{L}_{n}-\mathbb{E}\left[\mathscr{L}_{n}\right]}{\sqrt{\operatorname{Var}\left(\mathscr{L}_{n}\right)}} \tag{13}
\end{equation*}
$$

is the normalized nodal length. Note that (12) is a non-universal and non central limit theorem: indeed, for $\eta \neq \eta^{\prime}$ the (non Gaussian) laws of the random variables $\mathscr{M}_{\eta}$ and $\mathscr{M}_{\eta^{\prime}}$ in (11) have different supports.

### 1.3 Main Results

The main purpose of this paper is to prove quantitative limit theorems for local functionals of nodal sets of arithmetic random waves, such as the Leray measure in (3) and the nodal length in (4). We will work with the 1-Wasserstein distance (see e.g. [14, §C] and the references therein). Given two random variables $X, Y$ whose laws are $\mu_{X}$ and $\mu_{Y}$, respectively, the Wasserstein distance between $\mu_{X}$ and $\mu_{Y}$, written $d_{\mathrm{W}}(X, Y)$, is defined as

$$
d_{\mathrm{W}}(X, Y):=\inf _{(A, B)} \mathbb{E}[|A-B|]
$$

where the infimum runs over all pairs of random variables $(A, B)$ with marginal laws $\mu_{X}$ and $\mu_{Y}$, respectively. We will mainly use the dual representation

$$
\begin{equation*}
d_{\mathrm{W}}(X, Y)=\sup _{h \in \mathscr{H}}|\mathbb{E}[h(X)-h(Y)]| \tag{14}
\end{equation*}
$$

where $\mathscr{H}$ denotes the class of Lipschitz functions $h: \mathbb{R} \rightarrow \mathbb{R}$ whose Lipschitz constant is less or equal than 1. Relation (14) implies in particular that, if $d_{\mathrm{W}}\left(X_{n}, X\right) \rightarrow 0$, then $X_{n} \xrightarrow{d} X$ (the converse implication is false in general). Our first result is a uniform bound for the Wasserstein distance between the normalized Leray measure

$$
\begin{equation*}
\widetilde{\mathscr{Z}}_{n}:=\frac{\mathscr{Z}_{n}-\mathbb{E}\left[\mathscr{Z}_{n}\right]}{\sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}\right)}} \tag{15}
\end{equation*}
$$

and a standard Gaussian random variable.

Theorem 1 We have that, on $S$,

$$
\begin{equation*}
d_{W}\left(\widetilde{\mathscr{Z}}_{n}, Z\right) \ll \mathscr{N}_{n}^{-1 / 2} \tag{16}
\end{equation*}
$$

where $\widetilde{\mathscr{Z}}_{n}$ is defined in (15), and $Z \sim \mathscr{N}(0,1)$ is a standard Gaussian random variable. In particular, if $\left\{n_{j}\right\} \subset S$ is such that $\mathscr{N}_{n_{j}} \rightarrow+\infty$, then $\widetilde{\mathscr{Z}_{n_{j}}} \xrightarrow{d} Z$.

The following theorem deals with nodal lengths, providing a quantitative counterpart to the convergence result stated in (12).

Theorem 2 As $\mathscr{N}_{n} \rightarrow+\infty$, one has that

$$
\begin{equation*}
d_{\mathrm{W}}\left(\tilde{\mathscr{L}}_{n}, \mathscr{M}_{\eta}\right) \ll \mathscr{N}_{n}^{-1 / 4} \vee| | \widehat{\mu_{n}}(4)|-\eta|^{1 / 2} \tag{17}
\end{equation*}
$$

where $\tilde{\mathscr{L}}_{n}$ and $\mathscr{M}_{\eta}$ are defined, respectively, in (12) and (11).
Note that (17) entails the limit theorem (12): it is important to observe that, while the arguments exploited in [13] directly used the variance estimates in [11], the proof of (12) provided in the present paper is basically self-contained, except for the use of a highly non-trivial combinatorial estimate by Bombieri and Bourgain [3], appearing in our proof of Lemma 2 below - see Sect. 5. We also notice that the bound (16) for the Leray measure is uniform on $S$, whereas the bound (17) for the nodal length holds asymptotically, and depends on the angular distribution of lattice points lying on the circle of radius $\sqrt{n}$.

By combining the arguments used in the proofs of Theorems 1 and 2 with the content of [13, Section 4.2], one can also deduce the following multidimensional limit theorem, yielding in particular a form of asymptotic dependence between Leray measures and nodal lenghts.

Corollary 1 Let $\left\{n_{j}\right\} \subset S$ be such that $\mathscr{N}_{n_{j}} \rightarrow+\infty$ and $\left|\widehat{\mu_{n_{j}}}(4)\right| \rightarrow \eta \in[0,1]$, then

$$
\left(\widetilde{\mathscr{Z}}_{n_{j}}, \tilde{\mathscr{L}}_{n_{j}}\right) \xrightarrow{d}\left(Z_{1}, \frac{q(Z)}{\sqrt{1+\eta^{2}}}\right),
$$

where $Z=Z(\eta)=\left(Z_{1}, Z_{2}, Z_{3}, Z_{4}\right)$ is a centered Gaussian vector with covariance matrix

$$
\left(\begin{array}{cccc}
1 & \frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{2} & \frac{3+\eta}{8} & \frac{1-\eta}{8} & 0 \\
\frac{1}{2} & \frac{1-\eta}{8} & \frac{3+\eta}{8} & 0 \\
0 & 0 & 0 & \frac{1-\eta}{8}
\end{array}\right)
$$

and $q$ is the polynomial $q\left(z_{1}, z_{2}, z_{3}, z_{4}\right):=1+z_{1}^{2}-2 z_{2}^{2}-2 z_{3}^{2}-4 z_{4}^{2}$.
The details of the proof are left to the reader.

## 2 Outline of Our Approach

### 2.1 About the Proofs of the Main Results

In order to prove Theorems 1 and 2, we pervasively use chaotic expansion techniques (see Sect.3). Since both $\mathscr{Z}_{n}$ in (3) and $\mathscr{L}_{n}$ in (4) are finite-variance functionals of a Gaussian field, they can be written as a series, converging in $L^{2}(\mathbb{P})$, whose terms can be explicitly found:

$$
\begin{equation*}
\mathscr{Z}_{n}=\sum_{q=0}^{+\infty} \mathscr{Z}_{n}[2 q], \quad \mathscr{L}_{n}=\sum_{q=0}^{+\infty} \mathscr{L}_{n}[2 q] \tag{18}
\end{equation*}
$$

For each $q \geq 0$, the random variable $\mathscr{Z}_{n}[2 q]$ (resp. $\mathscr{L}_{n}[2 q]$ ) is the orthogonal projection of $\mathscr{Z}_{n}$ (resp. $\mathscr{L}_{n}$ ) onto the so-called Wiener chaos of order $2 q$, that will be denoted by $C_{2 q}$. Since $C_{0}=\mathbb{R}$, we have $\mathscr{Z}_{n}[0]=\mathbb{E}\left[\mathscr{Z}_{n}\right]$ and $\mathscr{L}_{n}[0]=\mathbb{E}\left[\mathscr{L}_{n}\right]$; moreover, chaoses of different orders are orthogonal in $L^{2}(\mathbb{P})$.

### 2.1.1 Preliminaries to the Proof of Theorem 1

The main tool in our proof of Theorem 1 is the following result, that will be proved in Sect. 4.

Proposition 1 For $n \in S$ (cf. (7))

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{Z}_{n}[2]\right)=\frac{1}{4 \pi \mathscr{N}_{n}} . \tag{19}
\end{equation*}
$$

Moreover, for every $K \geq 2$,

$$
\begin{equation*}
\sum_{q \geq K} \operatorname{Var}\left(\mathscr{Z}_{n}[2 q]\right) \ll_{K} \int_{\mathbb{T}} r_{n}(x)^{2 K} d x \quad \text { on } S ; \tag{20}
\end{equation*}
$$

in particular, for $K=2$,

$$
\begin{equation*}
\sum_{q \geq 2} \operatorname{Var}\left(\mathscr{Z}_{n}[2 q]\right) \ll \mathscr{N}_{n}^{-2} . \tag{21}
\end{equation*}
$$

It should be noticed that Proposition 1 provides an alternative proof of (7) via chaotic expansions and entails also that, as $\mathscr{N}_{n} \rightarrow+\infty$,

$$
\frac{\mathscr{Z}_{n}-\mathbb{E}\left[\mathscr{Z}_{n}\right]}{\sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}\right)}}=\frac{\mathscr{Z}_{n}[2]}{\sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}[2]\right)}}+o_{\mathbb{P}}(1)
$$

where $o_{\mathbb{P}}(1)$ denotes a sequence converging to 0 in probability. In particular, the Leray measure and its second chaotic component have the same asymptotic behavior, since different order Wiener chaoses are orthogonal. Let us now introduce some more notation. If $\sqrt{n}$ is an integer, we define

$$
\Lambda_{n}^{+}:=\left\{\lambda=\left(\lambda_{1}, \lambda_{2}\right) \in \Lambda_{n}: \lambda_{2}>0\right\} \cup\{(\sqrt{n}, 0)\},
$$

otherwise $\Lambda_{n}^{+}:=\left\{\lambda=\left(\lambda_{1}, \lambda_{2}\right) \in \Lambda_{n}: \lambda_{2}>0\right\}$. Note that $\left|\Lambda_{n}^{+}\right|=\mathscr{N}_{n} / 2$ in both cases. The following elementary result is a further key element in the proof of Theorem 1.

Lemma 1 For $n \in S$

$$
\mathscr{Z}_{n}[2]=-\frac{1}{\sqrt{2 \pi}} \frac{1}{\mathscr{N}_{n}} \sum_{\lambda \in \Lambda_{n}^{+}}\left(\left|a_{\lambda}\right|^{2}-1\right) .
$$

Lemma 1, proven in Sect. 4 below, states that the second chaotic component is (proportional to) a sum of independent random variables. To conclude the proof of Theorem 1, note that we can write

$$
\begin{equation*}
d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}, Z\right) \leq d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}, \widetilde{\mathscr{Z}}_{n}[2]\right)+d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}[2], Z\right), \tag{22}
\end{equation*}
$$

where $\widetilde{\mathscr{Z}}_{n}[2]:=\mathscr{Z}_{n}[2] / \sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}[2]\right)}$. The first term on the right-hand side of (22) may be bounded by (21), whereas for the second term standard results apply, thanks to Lemma 1.

### 2.1.2 Preliminaries to the Proof of Theorem 2

The proof of Theorem 2 is similar to that one of Theorem 1, but contains a number of additional technical difficulties. In [13] it has been shown that $\mathscr{L}_{n}[2]=0$ for every $n \in S$, and moreover that, as $\mathscr{N}_{n} \rightarrow+\infty$,

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{L}_{n}\right) \sim \operatorname{Var}\left(\mathscr{L}_{n}[4]\right) \tag{23}
\end{equation*}
$$

by proving that the asymptotic variance of $\mathscr{L}_{n}[4]$ equals the r.h.s. of (10). The result stated in (23) and the orthogonality properties of Wiener chaoses entail that the fourth chaotic component and the total length have the same asymptotic behavior i.e., as $\mathscr{N}_{n} \rightarrow+\infty$,

$$
\begin{equation*}
\frac{\mathscr{L}_{n}-\mathbb{E}\left[\mathscr{L}_{n}\right]}{\sqrt{\operatorname{Var}\left(\mathscr{L}_{n}\right)}}=\frac{\mathscr{L}_{n}[4]}{\sqrt{\operatorname{Var}\left(\mathscr{L}_{n}[4]\right)}}+o_{\mathbb{P}}(1) \tag{24}
\end{equation*}
$$

where $o_{\mathbb{P}}(1)$ denotes a sequence converging to 0 in probability. Finally, in [13] it was shown that $\mathscr{L}_{n}[4]$ can be written as a polynomial transform of an asymptotically Gaussian random vector, so that the same convergence as in (12) holds when replacing the total nodal length with its fourth chaotic component.

Now let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a 1-Lipschitz function and $\left\{n_{j}\right\}_{j} \subset S$ be such that $\mathscr{N}_{n_{j}} \rightarrow+\infty$ and $\left|\widehat{\mu_{n_{j}}}(4)\right| \rightarrow \eta$, as $j \rightarrow+\infty$. Bearing in mind (14) and (24), we write, by virtue of the triangle inequality,

$$
\begin{equation*}
\left|\mathbb{E}\left[h\left(\tilde{\mathscr{L}}_{n_{j}}\right)-h\left(\mathscr{M}_{\eta}\right)\right]\right| \leq \mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n_{j}}\right)-h\left(\tilde{\mathscr{L}}_{n_{j}}[4]\right)\right|\right]+\left|\mathbb{E}\left[h\left(\tilde{\mathscr{L}}_{n_{j}}[4]\right)-h\left(\mathscr{M}_{\eta}\right)\right]\right|, \tag{25}
\end{equation*}
$$

where $\tilde{\mathscr{L}}_{n_{j}}[4]:=\mathscr{L}_{n_{j}}[4] / \sqrt{\operatorname{Var}\left(\mathscr{L}_{n_{j}}[4]\right)}$. Let us deal with the first term on the r.h.s. of (25).

Proposition 2 Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a 1-Lipschitz function and $\{n\} \subset S$ such that $\mathscr{N}_{n} \rightarrow+\infty$, then

$$
\begin{equation*}
\mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n}\right)-h\left(\tilde{\mathscr{L}}_{n}[4]\right)\right|\right] \ll \mathscr{N}_{n}^{-1 / 4} . \tag{26}
\end{equation*}
$$

In order to prove Proposition 2 in Sect. 5, we need to control the behavior of the variance tail $\sum_{q \geq 3} \operatorname{Var}\left(\mathscr{L}_{n}[2 q]\right)$, and this is done by proving the following general result

Lemma 2 For every $K \geq 3$, on $S$ we have

$$
\begin{equation*}
\sum_{q \geq K} \operatorname{Var}\left(\mathscr{L}_{n}[2 q]\right) \ll_{K} E_{n} \int_{\mathbb{T}} r_{n}(x)^{2 K} d x \tag{27}
\end{equation*}
$$

in particular, if $\mathscr{N}_{n} \rightarrow+\infty$,

$$
\begin{equation*}
\sum_{q \geq 3} \operatorname{Var}\left(\mathscr{L}_{n}[2 q]\right) \ll E_{n} \mathscr{N}_{n}^{-5 / 2} \tag{28}
\end{equation*}
$$

The proof of Lemma 2 is considerably more delicate than that of (20), see Sect. 5, and together with a precise investigation of the fourth chaotic component gives also an alternative proof of (10) via chaotic expansions.

For the second term on the r.h.s. of (25), recall from above that in [13] it was shown that $\mathscr{L}_{n}[4]$ can be written as a polynomial transform $p$ of a random vector, say $W(n)$, which is asymptotically Gaussian. Let us denote by $Z$ this limiting vector. Then, we can reformulate our problem as the estimation of the distributional
distance between $p\left(W\left(n_{j}\right)\right)$ and $p(Z)$, the latter distributed as $\mathscr{M}_{\eta}$ in (11). To prove the following in Sect. 6 we can take advantage of some results in [6, 7].
Proposition 3 Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a 1-Lipschitz function and let $\left|\widehat{\mu_{n_{j}}}(4)\right| \rightarrow \eta \in$ $[0,1]$, as $\mathscr{N}_{n_{j}} \rightarrow+\infty$, then

$$
\begin{equation*}
\left|\mathbb{E}\left[h\left(\tilde{\mathscr{L}}_{n_{j}}[4]\right)-h\left(\mathscr{M}_{\eta}\right)\right]\right| \ll \mathscr{N}_{n_{j}}^{-1 / 4} \vee \| \widehat{\mu_{n_{j}}}(4)|-\eta|^{1 / 2} . \tag{29}
\end{equation*}
$$

Propositions 2 and 3 allow one to prove Theorem 2 in Sect. 6, bearing in mind (14) and (25). We now state and prove a technical result, which is an important tool for the proofs of Theorems 1 and 2.

### 2.2 A Technical Result

Some of the main bounds in our paper will follow from technical estimates involving pairs of cubes contained in the Cartesian product $\mathbb{T} \times \mathbb{T}$, that will be implicitly classified (for every fixed $n \in S$ ) according to the behaviour of the mapping $(x, y) \mapsto \mathbb{E}\left[T_{n}(x) \cdot T_{n}(y)\right]=r_{n}(x-y)$ appearing in (2).

Notation For every integer $M \geq 1$, we denote by $\mathscr{Q}(M)$ the partition of $\mathbb{T}$ obtained by translating in the directions $k / M\left(k \in \mathbb{Z}^{2}\right)$ the square $Q_{0}=Q_{0}(M):=$ $[0,1 / M) \times[0,1 / M)$. Note that, by construction, $|\mathscr{Q}(M)|=M^{2}$.

Now we fix, for the rest of the paper, a small number $\epsilon \in\left(0,10^{-3}\right)$. The following statement unifies several estimates taken from [5, §6.1] (yielding Point 4), and $[11, \S 4.1]$ (yielding Point 5) and [15, §6.1]. A sketch of the proof is provided for the sake of completeness.

Proposition 4 There exists a mapping $M: S \rightarrow \mathbb{N}: n \mapsto M(n)$, as well as sets $G_{0}(n), G_{1}(n) \subset \mathscr{Q}(M(n)) \times \mathscr{Q}(M(n))$ with the following properties:

1. there exist constants $1<c_{1}<c_{2}<\infty$ such that $c_{1} E_{n} \leq M(n)^{2} \leq c_{2} E_{n}$ for every $n \in S$;
2. for every $n \in S, G_{0}(n) \cap G_{1}(n)=\emptyset$ and $G_{0}(n) \cup G_{1}(n)=\mathscr{Q}(M(n)) \times \mathscr{Q}(M(n))$;
3. $\left(Q, Q^{\prime}\right) \in G_{0}(n)$ if and only if for every $(x, y) \in Q \times Q^{\prime}$, and for every choice of $i \in\{1,2\}$ and $(i, j) \in\{1,2\}^{2}$,

$$
\begin{equation*}
\left|r_{n}(x-y)\right|,\left|\partial_{i} r_{n}(x-y) / \sqrt{n}\right|,\left|\partial_{i, j} r_{n}(x-y) / n\right| \leq \epsilon, \tag{30}
\end{equation*}
$$

where $\partial_{i} r_{n}:=\partial / \partial x_{i} r_{n}$ and $\partial_{i, j}:=\partial / \partial_{x_{i} x_{j}} r_{n}$.
4. for every fixed $K \geq 2$, one has that

$$
\begin{equation*}
\left|G_{1}(n)\right| \lll \epsilon, K \quad E_{n}^{2} \int_{\mathbb{T}}\left|r_{n}(x)\right|^{2 K} d x \tag{31}
\end{equation*}
$$

5. adopting the notation (5), one has that

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{L}_{n}\left(Q_{0}\right)\right) \ll 1 / E_{n} \tag{32}
\end{equation*}
$$

6. for every fixed $q \geq 2$, one has that

$$
\begin{equation*}
\int_{\hat{Q}_{0}} r_{n}(x)^{2 q} d x \ll \frac{1}{2 E_{n}(q+1)}\left(1-\left(1-\frac{E_{n}}{M(n)^{2}}\right)^{q+1}\right) \tag{33}
\end{equation*}
$$

where $\hat{Q}_{0}:=Q_{0}-Q_{0}$, and the constant involved in the above estimates is independent of $q$.

Proof (Sketch) The combination of Points 1-4 in the above statement corresponds to a slight variation of [5, Lemma 6.3]. Both estimates (32) and (33) follow from the fact that $\hat{Q}_{0}$ is contained in the union of four adjacent positive singular cubes, in the sense of [15, Definition 6.3]. ${ }^{2}$ Using such a representation of $\hat{Q}_{0}$, in order to prove (32) it is indeed sufficient to apply the same arguments as in [11, §4.1] for deducing that, defining the rescaled correlation 2-points function $K_{2}$ as in [11, formula (29)],

$$
\operatorname{Var}\left(\mathscr{L}_{n}\left(Q_{0}\right)\right)=E_{n} \int_{Q_{0}} \int_{Q_{0}} K_{2}(x-y) d x d y \leq \frac{E_{n}}{M(n)^{2}} \int_{\hat{Q}_{0}} K_{2}(x) d x \ll \frac{1}{E_{n}}
$$

Finally, arguing as in $[15, \S 6.5]$, we infer that $r_{n}(x)^{2} \leq 1-E_{n}\left\|x-x_{0}\right\|^{2}$, where $x_{0}=(0,0)$ and the estimate holds for every $x \in \hat{Q}_{0}$, yielding in turn the relations

$$
\begin{array}{r}
\int_{\hat{Q}_{0}} r_{n}(x)^{2 q} d x \leq \int_{\left\|x-x_{0}\right\| \ll \frac{1}{M}}\left(1-E_{n}\left\|x-x_{0}\right\|^{2}\right)^{q} d x \ll \int_{0}^{\frac{1}{M}} r\left(1-E_{n} r^{2}\right)^{q} d r \\
=\frac{1}{2 E_{n}} \frac{1}{q+1}\left(1-\left(1-\frac{E_{n}}{M(n)^{2}}\right)^{q+1}\right),
\end{array}
$$

and therefore the desired conclusion.

[^77]
## 3 Local Functionals and Wiener Chaos

As mentioned in Sect. 2.1, for the proof of our main results we need the notion of Wiener-Itô chaotic expansions for non-linear functionals of Gaussian fields. In what follows, we will present it in a simplified form adapted to our situation; we refer the reader to [14, §2.2] for a complete discussion.

### 3.1 Wiener Chaos

Let $\phi$ denote the standard Gaussian density on $\mathbb{R}$ and $L^{2}(\mathbb{R}, \mathscr{B}(\mathbb{R}), \phi(t) d t)=$ : $L^{2}(\phi)$ the space of square integrable functions on the real line w.r.t. the Gaussian measure $\phi(t) d t$. The sequence of normalized Hermite polynomials $\left\{(k!)^{-1 / 2} H_{k}\right\}_{k \geq 0}$ is a complete orthonormal basis of $L^{2}(\phi)$; recall [14, Definition 1.4.1] that they are defined recursively as follows: $H_{0} \equiv 1$, and, for $k \geq 1, H_{k}(t)=t H_{k-1}(t)-$ $H_{k-1}^{\prime}(t), t \in \mathbb{R}$. Recall now the definition of the arithmetic random waves (1), and observe that it involves a family of complex-valued Gaussian random variables $\left\{a_{\lambda}: \lambda \in \mathbb{Z}^{2}\right\}$ with the following properties: (i) $a_{\lambda}=b_{\lambda}+i c_{\lambda}$, where $b_{\lambda}$ and $c_{\lambda}$ are two independent real-valued centered Gaussian random variables with variance $1 / 2$; (ii) $a_{\lambda}$ and $a_{\lambda^{\prime}}$ are independent whenever $\lambda^{\prime} \notin\{\lambda,-\lambda\}$, and (iii) $a_{\lambda}=\overline{a_{-\lambda}}$. Consider now the space of all real finite linear combinations of random variables $\xi$ of the form $\xi=z a_{\lambda}+\bar{z} a_{-\lambda}$, where $\lambda \in \mathbb{Z}^{2}$ and $z \in \mathbb{C}$. Let us denote by $\mathbf{A}$ its closure in $L^{2}(\mathbb{P})$; it turns out that $\mathbf{A}$ is a real centered Gaussian Hilbert subspace of $L^{2}(\mathbb{P})$.

Definition 1 Let $q$ be a nonnegative integer; the $q$-th Wiener chaos associated with $\mathbf{A}$, denoted by $C_{q}$, is the closure in $L^{2}(\mathbb{P})$ of all real finite linear combinations of random variables of the form

$$
H_{p_{1}}\left(\xi_{1}\right) \cdot H_{p_{2}}\left(\xi_{2}\right) \cdots H_{p_{k}}\left(\xi_{k}\right)
$$

for $k \geq 1$, where the integers $p_{1}, \ldots, p_{k} \geq 0$ satisfy $p_{1}+\cdots+p_{k}=q$, and $\left(\xi_{1}, \ldots, \xi_{k}\right)$ is a standard real Gaussian vector extracted from $\mathbf{A}$ (note that, in particular, $C_{0}=\mathbb{R}$ ).

It is well-known (see $[14, \S 2.2]$ ) that $C_{q}$ and $C_{m}$ are orthogonal in $L^{2}(\mathbb{P})$ whenever $q \neq m$, and moreover $L^{2}(\Omega, \sigma(\mathbf{A}), \mathbb{P})=\bigoplus_{q \geq 0} C_{q}$; equivalently, every real-valued functional $F$ of $\mathbf{A}$ can be (uniquely) represented in the form

$$
\begin{equation*}
F=\sum_{q=0}^{\infty} F[q] \tag{34}
\end{equation*}
$$

where $F[q]$ is the orthogonal projection of $F$ onto $C_{q}$, and the series converges in $L^{2}(\mathbb{P})$. Plainly, $F[0]=\mathbb{E}[F]$.

### 3.2 Chaotic Expansion of $\mathscr{Z}_{n}$

We can rewrite (3) as

$$
\begin{equation*}
\mathscr{Z}_{n}=\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \varepsilon} \int_{\mathbb{T}} 1_{[-\varepsilon, \varepsilon]}\left(T_{n}(x)\right) d x=: \lim _{\varepsilon \rightarrow 0} \mathscr{Z}_{n}^{\varepsilon}, \tag{35}
\end{equation*}
$$

and hence formally represent the Leray measure as

$$
\begin{equation*}
\mathscr{Z}_{n}=\int_{\mathbb{T}} \delta_{0}\left(T_{n}(x)\right) d x \tag{36}
\end{equation*}
$$

where $\delta_{0}$ denotes the Dirac mass at $0 \in \mathbb{R}$. Let us now consider the sequence of coefficients $\left\{\beta_{2 q}\right\}_{q \geq 0}$ defined as

$$
\begin{equation*}
\beta_{2 q}:=\frac{1}{\sqrt{2 \pi}} H_{2 q}(0) \tag{37}
\end{equation*}
$$

where $H_{2 q}$ denotes the $2 q$-th Hermite polynomial, as before. It can be seen as the sequence of coefficients corresponding to the (formal) chaotic expansion of the Dirac mass.

The following result concerns the chaotic expansion of the Leray measure in (36) and will be proved in the Appendix.
Lemma 3 For $n \in S$, one has that $\mathscr{Z}_{n} \in L^{2}(\mathbb{P})$, and the chaotic expansion of $\mathscr{Z}_{n}$ is

$$
\begin{equation*}
\mathscr{Z}_{n}=\sum_{q=0}^{+\infty} \mathscr{Z}_{n}[2 q]=\sum_{q=0}^{+\infty} \frac{\beta_{2 q}}{(2 q)!} \int_{\mathbb{T}} H_{2 q}\left(T_{n}(x)\right) d x \tag{38}
\end{equation*}
$$

where $\beta_{2 q}$ is given in (37), and the convergence of the above series holds in $L^{2}(\mathbb{P})$.

### 3.3 Chaotic Expansion of $\mathscr{L}_{n}$

We recall now from [13] the chaotic expansion (34) for the nodal length. First, $\mathscr{L}_{n}$ in (4) admits the following integral representation

$$
\begin{equation*}
\mathscr{L}_{n}=\int_{\mathbb{T}} \delta_{0}\left(T_{n}(x)\right)\left|\nabla T_{n}(x)\right| d x \tag{39}
\end{equation*}
$$

where $\delta_{0}$ still denotes the Dirac mass at $0 \in \mathbb{R}$ and $\nabla T_{n}$ the gradient of $T_{n}$; more precisely, $\nabla T_{n}=\left(\partial_{1} T_{n}, \partial_{2} T_{n}\right)$ with $\partial_{i}:=\partial / \partial x_{i}$ for $i=1,2$. The integral in (39)
has to be interpreted in the sense that, for any sequence of bounded probability densities $\left\{g_{k}\right\}$ such that the associated probabilities weakly converge to $\delta_{0}$, one has that $\int_{\mathbb{T}} g_{k}\left(T_{n}(x)\right)\left|\nabla T_{n}(x)\right| d x \rightarrow \mathscr{L}_{n}$ in $L^{2}(\mathbb{P})$. A straightforward differentiation of the definition (1) of $T_{n}$ yields, for $j=1,2$

$$
\begin{equation*}
\partial_{j} T_{n}(x)=\frac{2 \pi i}{\sqrt{\mathscr{N}_{n}}} \sum_{\left(\lambda_{1}, \lambda_{2}\right) \in \Lambda_{n}} \lambda_{j} a_{\lambda} e_{\lambda}(x) \tag{40}
\end{equation*}
$$

Hence the random fields $T_{n}, \partial_{1} T_{n}, \partial_{2} T_{n}$ viewed as collections of Gaussian random variables indexed by $x \in \mathbb{T}$ are all lying in $\mathbf{A}$, i.e. for every $x \in \mathbb{T}$ we have

$$
T_{n}(x), \partial_{1} T_{n}(x), \partial_{2} T_{n}(x) \in \mathbf{A}
$$

It has been proved in [11] that the random variables $T_{n}(x), \partial_{1} T_{n}(x), \partial_{2} T_{n}(x)$ are independent for fixed $x \in \mathbb{T}$, and for $i=1,2$

$$
\begin{equation*}
\operatorname{Var}\left(\partial_{i} T_{n}(x)\right)=\frac{E_{n}}{2} \tag{41}
\end{equation*}
$$

We can write from (39), keeping in mind (41),

$$
\begin{equation*}
\mathscr{L}_{n}=\sqrt{\frac{E_{n}}{2}} \int_{\mathbb{T}} \delta_{0}\left(T_{n}(x)\right)\left|\widetilde{\nabla} T_{n}(x)\right| d x \tag{42}
\end{equation*}
$$

with $\widetilde{\nabla} T_{n}:=\left(\widetilde{\partial}_{1} T_{n}, \widetilde{\partial}_{2} T_{n}\right)$ and for $i=1,2, \widetilde{\partial}_{i}:=\partial_{i} / \sqrt{E_{n} / 2}$. Note that $\widetilde{\partial}_{i} T_{n}(x)$ has unit variance for every $x \in \mathbb{T}$.

Equation (39), or equivalently (42), explicitly represents the nodal length as a (finite-variance) non-linear functional of a Gaussian field. To recall its chaotic expansion, we need (37) and moreover have to introduce the collection of coefficients $\left\{\alpha_{2 n, 2 m}: n, m \geq 1\right\}$, that is related to the Hermite expansion of the norm $|\cdot|$ in $\mathbb{R}^{2}$ :

$$
\begin{equation*}
\alpha_{2 n, 2 m}=\sqrt{\frac{\pi}{2}} \frac{(2 n)!(2 m)!}{n!m!} \frac{1}{2^{n+m}} p_{n+m}\left(\frac{1}{4}\right), \tag{43}
\end{equation*}
$$

where for $N=0,1,2, \ldots$ and $x \in \mathbb{R}$

$$
p_{N}(x):=\sum_{j=0}^{N}(-1)^{j} \cdot(-1)^{N}\binom{N}{j} \frac{(2 j+1)!}{(j!)^{2}} x^{j},
$$

$\frac{(2 j+1)!}{(j!)^{2}}$ being the so-called "swinging factorial" restricted to odd indices. From [13, Proposition 3.2], we have for $q=2$ or $q=2 m+1 \operatorname{odd}(m \geq 1) \mathscr{L}_{n}[q] \equiv 0$, and
for $q \geq 2$

$$
\begin{align*}
& \mathscr{L}_{n}[2 q]=\sqrt{\frac{4 \pi^{2} n}{2}} \sum_{u=0}^{q} \sum_{k=0}^{u} \frac{\alpha_{2 k, 2 u-2 k} \beta_{2 q-2 u}}{(2 k)!(2 u-2 k)!(2 q-2 u)!} \times \\
& \quad \times \int_{\mathbb{T}} H_{2 q-2 u}\left(T_{n}(x)\right) H_{2 k}\left(\widetilde{\partial}_{1} T_{n}(x)\right) H_{2 u-2 k}\left(\widetilde{\partial}_{2} T_{n}(x)\right) d x . \tag{44}
\end{align*}
$$

The Wiener-Itô chaotic expansion of $\mathscr{L}_{n}$ is hence

$$
\begin{aligned}
& \mathscr{L}_{n}=\mathbb{E}\left[\mathscr{L}_{n}\right]+\sqrt{\frac{4 \pi^{2} n}{2}} \sum_{q=2}^{+\infty} \sum_{u=0}^{q} \sum_{k=0}^{u} \frac{\alpha_{2 k, 2 u-2 k} \beta_{2 q-2 u}}{(2 k)!(2 u-2 k)!(2 q-2 u)!} \times \\
& \times \int_{\mathbb{T}} H_{2 q-2 u}\left(T_{n}(x)\right) H_{2 k}\left(\widetilde{\partial}_{1} T_{n}(x)\right) H_{2 u-2 k}\left(\widetilde{\partial}_{2} T_{n}(x)\right) d x
\end{aligned}
$$

with convergence in $L^{2}(\mathbb{P})$.

### 3.3.1 Fourth Chaotic Components

In this part we investigate the fourth chaotic component $\mathscr{L}_{n}[4]$ (from (44) with $q=2$ ), recalling also some facts from [13].

Consider, for $n \in S$, the four-dimensional random vector $W=W(n)$ given by

$$
W(n)=\left(\begin{array}{c}
W_{1}(n) \\
W_{2}(n) \\
W_{3}(n) \\
W_{4}(n)
\end{array}\right):=\frac{1}{\sqrt{\mathscr{N}_{n} / 2}} \sum_{\lambda \in \Lambda_{n}^{+}}\left(\left|a_{\lambda}\right|^{2}-1\right)\left(\begin{array}{c}
1 \\
\lambda_{1}^{2} / n \\
\lambda_{2}^{2} / n \\
\lambda_{1} \lambda_{2} / n
\end{array}\right),
$$

whose covariance matrix is

$$
\Sigma_{n}=\left(\begin{array}{cccc}
1 & \frac{1}{2} & \frac{1}{2} & 0  \tag{45}\\
\frac{1}{2} & \frac{3+\widehat{\mu_{n}}(4)}{1-\frac{\Omega}{\mu_{n}}(4)} & \frac{1}{1-\frac{8}{\mu_{n}}(4)} & 0 \\
\frac{1}{2} & \frac{3+\mu_{n}}{8} & 0 \\
0 & 0 & 0 & \frac{1-\widehat{\mu_{n}}(4)}{8}
\end{array}\right)
$$

see [13, Lemma 4.1]. Note that for every $n \in S$

$$
\begin{equation*}
W_{2}(n)+W_{3}(n)=W_{1}(n) \tag{46}
\end{equation*}
$$

The following will be proved in the Appendix and is a finer version of [13, Lemma 4.2].

Lemma 4 For every $n \in S$,

$$
\begin{equation*}
\mathscr{L}_{n}[4]=\sqrt{\frac{E_{n}}{\mathscr{N}_{n}^{2}}} \frac{1}{\sqrt{512}}\left(W_{1}^{2}-2 W_{2}^{2}-2 W_{3}^{2}-4 W_{4}^{2}+\frac{1}{2} \frac{1}{\mathscr{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left|a_{\lambda}\right|^{4}\right) \tag{47}
\end{equation*}
$$

and moreover,

$$
\begin{equation*}
\operatorname{Var}\left(\mathscr{L}_{n}[4]\right)=\frac{E_{n}}{512 \mathscr{N}_{n}^{2}}\left(1+\widehat{\mu_{n}}(4)^{2}+\frac{34}{\mathscr{N}_{n}}\right) . \tag{48}
\end{equation*}
$$

It is worth noticing that Lemma 2 and (48) immediately give an alternative proof of (10) via chaotic expansion.

We recall here from [13, Lemma 4.3] that, for $\left\{n_{j}\right\} \subseteq S$ such that $\mathscr{N}_{n_{j}} \rightarrow+\infty$ and $\widehat{\mu}_{n_{j}}(4) \rightarrow \eta \in[-1,1]$, as $j \rightarrow \infty$, the following CLT holds:

$$
W\left(n_{j}\right) \xrightarrow{d} Z=Z(\eta)=\left(\begin{array}{l}
Z_{1}  \tag{49}\\
Z_{2} \\
Z_{3} \\
Z_{4}
\end{array}\right)
$$

where $Z(\eta)$ is a centered Gaussian vector with covariance

$$
\Sigma=\Sigma(\eta)=\left(\begin{array}{cccc}
1 & \frac{1}{2} & \frac{1}{2} & 0  \tag{50}\\
\frac{1}{2} & \frac{3+\eta}{8} & \frac{1-\eta}{8} & 0 \\
\frac{1}{2} & \frac{1-\eta}{8} & \frac{3+\eta}{8} & 0 \\
0 & 0 & 0 & \frac{1-\eta}{8}
\end{array}\right)
$$

The eigenvalues of $\Sigma$ are $0, \frac{3}{2}, \frac{1-\eta}{8}, \frac{1+\eta}{4}$ and hence, in particular, $\Sigma$ is singular. Moreover,

$$
\frac{\mathscr{L}_{n_{j}}[4]}{\sqrt{\operatorname{Var}\left(\mathscr{L}_{n_{j}}[4]\right)}} \stackrel{d}{\longrightarrow} \mathscr{M}_{|\eta|},
$$

where $\mathscr{M}_{|\eta|}$ is defined as in (11), see [13, Proposition 2.2].

## 4 Proof of Theorem 1

Note first that, from (37) and (38) for $q=0$

$$
\mathscr{Z}_{n}[0]=\beta_{0}=\frac{1}{\sqrt{2 \pi}},
$$

cf. (6). Let us now focus on the second chaotic component of the Leray measure in (38), by proving Lemma 1.

Proof (Lemma 1) By (37) and (38) for $q=1$, recalling that $H_{2}(t)=t^{2}-1$,

$$
\mathscr{Z}_{n}[2]=-\frac{1}{2 \sqrt{2 \pi}} \int_{\mathbb{T}}\left(T_{n}(x)^{2}-1\right) d x .
$$

Finally, (1) allows us to conclude the proof.
We can now prove Proposition 1.
Proof (Proposition 1) From Lemma 1, straightforward computations based on independence yield that

$$
\operatorname{Var}\left(\mathscr{Z}_{n}[2]\right)=\frac{1}{4 \pi \mathscr{N}_{n}}
$$

that is (19). We can rewrite (20) as

$$
\begin{equation*}
\sum_{q \geq K} \operatorname{Var}\left(\mathscr{Z}_{n}[2 q]\right)=\sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \int_{\mathbb{T}} r_{n}(x)^{2 q} d x \ll \int_{\mathbb{T}} r_{n}(x)^{2 K} d x \tag{51}
\end{equation*}
$$

(note that the first equality in (51) is a direct consequence of (38), [14, Proposition 1.4.2] and stationarity of $T_{n}$ ). Our proof of the second equality in (51), which is (20), uses the content of Proposition 4. We can rewrite the middle term in (51), by stationarity of $T_{n}$, as

$$
\begin{align*}
\sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \int_{\mathbb{T}} r_{n}(x)^{2 q} d x= & \sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \int_{\mathbb{T}} \int_{\mathbb{T}} r_{n}(x-y)^{2 q} d x d y \\
= & \sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)} \int_{Q} \int_{Q^{\prime}} r_{n}(x-y)^{2 q} d x d y \\
& +\sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \sum_{\left(Q, Q^{\prime}\right) \in G_{1}(n)} \int_{Q} \int_{Q^{\prime}} r_{n}(x-y)^{2 q} d x d y \\
= & A(n)+B(n) \tag{52}
\end{align*}
$$

Using Point 3 in Proposition 4 one infers that

$$
\begin{array}{r}
A(n) \leq \sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \epsilon^{2 q-2 K} \quad \sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)} \int_{Q} \int_{Q^{\prime}} r_{n}(x-y)^{2 K} d x d y \\
\leq \sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \epsilon^{2 q-2 K} \int_{\mathbb{T}} r_{n}(x)^{2 K} d x \tag{53}
\end{array}
$$

It is easy to check that, since $\epsilon \in(0,1)$, then

$$
\sum_{q=1}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \epsilon^{2 q}<\infty
$$

(indeed, $\beta_{2 q}^{2} /(2 q)!\asymp 1 / \sqrt{q}$, as $q \rightarrow \infty$ ), finally yielding

$$
\begin{equation*}
A(n) \ll_{\epsilon, K} \int_{\mathbb{T}} r_{n}(x)^{2 K} d x . \tag{54}
\end{equation*}
$$

Let us now focus on $B(n)$. For every pair $\left(Q, Q^{\prime}\right) \in G_{1}(n)$ and every $q \geq 1$, we can use Cauchy-Schwartz inequality and then exploit the stationarity of $T_{n}$ to write

$$
\begin{aligned}
\int_{Q} \int_{Q^{\prime}} r_{n}(x-y)^{2 q} d x d y & =(2 q)!^{-1} \mathbb{E}\left[\int_{Q} H_{2 q}\left(T_{n}(x)\right) d x \int_{Q^{\prime}} H_{2 q}\left(T_{n}(y)\right) d y\right] \\
& \leq(2 q)!^{-1} \operatorname{Var}\left(\int_{Q_{0}} H_{2 q}\left(T_{n}(x)\right) d x\right)=\int_{Q_{0}} \int_{Q_{0}} r_{n}(x-y)^{2 q} d x d y \\
& \leq \int_{Q_{0}} d y \int_{\hat{Q}_{0}} r_{n}(x)^{2 q} d x \ll \frac{1}{E_{n}} \int_{\hat{Q}_{0}} r_{n}(x)^{2 q} d x,
\end{aligned}
$$

where the constant involved in the last estimate is independent of $q$. Using (31) and (33), one therefore deduces that

$$
\begin{align*}
& B(n) \ll \int_{\mathbb{T}} r_{n}(x)^{2 K} d x \times \sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \frac{1}{q+1}\left(1-\left(1-\frac{E_{n}}{M^{2}}\right)^{q+1}\right) \\
& \quad=\int_{\mathbb{T}} r_{n}(x)^{2 K} d x \times\left(\sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \frac{1}{q+1}-\sum_{q=K}^{+\infty} \frac{\beta_{2 q}^{2}}{(2 q)!} \frac{1}{q+1}\left(1-\frac{E_{n}}{M^{2}}\right)^{q+1}\right) . \tag{55}
\end{align*}
$$

Since the series appearing in the above expression are both convergent, substituting (53) and (55) in (52), bearing in mind (51), we immediately have (20). To prove (21), it suffices to recall (from (2)) that for every integer $K \geq 1$

$$
\begin{equation*}
\int_{\mathbb{T}} r_{n}(x)^{2 K} d x=\frac{\left|S_{2 K}(n)\right|}{\mathscr{N}_{n}^{2 K}}, \tag{56}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{2 K}(n)=\left\{\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{2 K}\right) \in \Lambda_{n}^{2 K}: \lambda_{1}+\lambda_{2}+\cdots+\lambda_{2 K}=0\right\} . \tag{57}
\end{equation*}
$$

For $K=2$, from [11] we have

$$
\begin{equation*}
\left|S_{4}(n)\right|=3 \mathscr{N}_{n}\left(\mathscr{N}_{n}-1\right) \tag{58}
\end{equation*}
$$

so that substituting (58) into (20) for $K=2$, bearing in mind (56), we obtain (21).

This section ends with the proof of Theorem 1.
Proof (Theorem 1) We write for (22)

$$
\begin{array}{r}
d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}, Z\right) \leq d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}, \widetilde{\mathscr{Z}}_{n}[2]\right)+d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}[2], Z\right) \\
\leq d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}, \mathscr{Z}_{n}[2] / \sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}\right)}\right)+d_{\mathrm{W}}\left(\mathscr{Z}_{n}[2] / \sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}\right)}, \widetilde{\mathscr{Z}}_{n}[2]\right) \\
+d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}[2], Z\right) . \tag{59}
\end{array}
$$

Bearing in mind (14), the first term on the r.h.s. of (59) can be dealt with as follows

$$
\begin{equation*}
d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}, \mathscr{Z}_{n}[2] / \sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}\right)}\right) \leq \sqrt{\frac{\sum_{q \geq 2} \operatorname{Var}\left(\mathscr{Z}_{n}[2 q]\right)}{\operatorname{Var}\left(\mathscr{Z}_{n}\right)}} \ll \mathscr{N}_{n}^{-1 / 2}, \tag{60}
\end{equation*}
$$

where the last estimate comes from (21), and the trivial lower bound for the total variance $\operatorname{Var}\left(\mathscr{Z}_{n}\right) \geq \operatorname{Var}\left(\mathscr{Z}_{n}[2]\right)$. For the second term on the r.h.s. of (59) we have

$$
\begin{equation*}
d_{\mathrm{W}}\left(\mathscr{Z}_{n}[2] / \sqrt{\operatorname{Var}\left(\mathscr{Z}_{n}\right)}, \widetilde{\mathscr{Z}}_{n}[2]\right) \leq\left|\frac{1}{\sqrt{1+\frac{\sum_{q \geq 2} \operatorname{Var}\left(\mathscr{Z}_{n}[2 q]\right)}{\operatorname{Var}\left(\mathscr{Z}_{n}[2]\right)}}}-1\right| \ll \mathscr{N}_{n}^{-1}, \tag{61}
\end{equation*}
$$

where we used (19) and (21). We have finally to deal with the term $d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}[2], Z\right)$ on the right-hand side of (59). Since $\widetilde{\mathscr{Z}}_{n}[2]$ has unit variance and is an element of the second Wiener chaos associated with A (see Definition 1), we can apply [14, formula (5.2.15)], in order to deduce that

$$
d_{\mathrm{W}}\left(\widetilde{\mathscr{Z}}_{n}[2], Z\right) \leq \sqrt{\kappa_{4}\left(\widetilde{\mathscr{Z}}_{n}[2]\right)},
$$

where $\kappa_{4}(Y)$ indicates the fourth cumulant of a random variable $Y$ (see e.g. [14, Section A.2] and the references therein). Using Lemma 1, one also has that, for $n \in S$,

$$
\widetilde{\mathscr{Z}}_{n}[2]=-\frac{\sqrt{2}}{\sqrt{\mathscr{N}_{n}}} \sum_{\lambda \in \Lambda_{n}^{+}}\left\{\frac{1}{2} u_{\lambda}^{2}+\frac{1}{2} v_{\lambda}^{2}-1\right\},
$$

where $\left\{u_{\lambda}, v_{\lambda}: \lambda \in \Lambda_{n}^{+}\right\}$is a collection of i.i.d. centered standard Gaussian random variables. Exploiting independence together with the homogeneity of cumulants (see again [14, Section A.2]), one infers that

$$
\kappa_{4}\left(\widetilde{\mathscr{Z}}_{n}[2]\right)=\frac{4}{\mathscr{N}_{n}^{2}} \cdot \frac{\mathscr{N}_{n}}{16} \cdot \kappa_{4}\left(Z^{2}\right)=\frac{12}{\mathscr{N}_{n}},
$$

(recall that $Z$ is a centred standard Gaussian random variable) and the desired conclusion follows at once.

## 5 Proof of Proposition 2

In this section we will prove Proposition 2. Let us first give the proof of Lemma 2.
Proof (Lemma 2) Fix $K \geq 3$, and recall the notation (5). In order to simplify the discussion, for every $n \in S$ and given $Q \in \mathscr{Q}(M(n))$, we shall denote by $\mathscr{L}_{n}(Q ; \geq$ $2 K)$, the projection of the random variable $\mathscr{L}_{n}(Q)$ onto the direct sum of chaoses $\bigoplus_{q \geq K} C_{2 q}$. For the l.h.s. of (27) we write

$$
\sum_{q \geq K} \operatorname{Var}\left(\mathscr{L}_{n}[2 q]\right)=\sum_{\left(Q, Q^{\prime}\right)} \operatorname{Cov}\left(\mathscr{L}_{n}(Q ; \geq 2 K), \mathscr{L}_{n}\left(Q^{\prime} ; \geq 2 K\right)\right)
$$

where the sum runs over the cartesian product $\mathscr{Q}(M(n)) \times \mathscr{Q}(M(n))$. We now write $\sum_{\left(Q, Q^{\prime}\right)}=\sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)}+\sum_{\left(Q, Q^{\prime}\right) \in G_{1}(n)}$, and study separately the two terms. By virtue of Cauchy-Schwarz and stationarity of $T_{n}$, one has that

$$
\begin{aligned}
\sum_{\left(Q, Q^{\prime}\right) \in G_{1}(n)} \operatorname{Cov}\left(\mathscr{L}_{n}(Q ; \geq 2 K), \mathscr{L}_{n}\left(Q^{\prime} ; \geq 2 K\right)\right) & \leq\left|G_{1}(n)\right| \operatorname{Var}\left(\mathscr{L}_{n}\left(Q_{0}\right)\right) \\
& \ll E_{n} \int_{\mathbb{T}} r_{n}(x)^{2 K} d x
\end{aligned}
$$

where we have used (31) and (32), together with the fact that, by orthogonality, $\operatorname{Var}\left(\mathscr{L}_{n}(Q ; \geq 2 K)\right) \leq \operatorname{Var}\left(\mathscr{L}_{n}(Q)\right)=\operatorname{Var}\left(\mathscr{L}_{n}\left(Q_{0}\right)\right)$. The rest of the proof follows closely the arguments rehearsed in [5, §6.2.2]. For all $Q \in \mathscr{Q}(M(n))$, we write

$$
\begin{aligned}
\mathscr{L}_{n}(Q ; \geq & 2 K)=\sqrt{\frac{E_{n}}{2}} \sum_{q \geq K} \sum_{i_{1}+i_{2}+i_{3}=2 q} \frac{\beta_{i_{1}} \alpha_{i_{2}, i_{3}}}{i_{1}!i_{2}!i_{3}!} \times \\
& \times \int_{Q} H_{i_{1}}\left(T_{n}(x)\right) H_{i_{2}}\left(\widetilde{\partial}_{1} T_{n}(x)\right) H_{i_{3}}\left(\widetilde{\partial}_{2} T_{n}(x)\right) d x,
\end{aligned}
$$

where the sum runs over all even integers $i_{1}, i_{2}, i_{3} \geq 0$. We have

$$
\begin{align*}
& \left|\sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)} \operatorname{Cov}\left(\mathscr{L}_{n}(Q ; \geq 2 K), \mathscr{L}_{n}\left(Q^{\prime} ; \geq 2 K\right)\right)\right| \\
& \leq E_{n} \sum_{q \geq 2 K} \sum_{i_{1}+i_{2}+i_{3}=2 q} \sum_{a_{1}+a_{2}+a_{3}+=2 q}\left|\frac{\beta_{i_{1}} \alpha_{i_{2}, i_{3}}}{i_{1}!i_{2}!i_{3}!}\right| \cdot\left|\frac{\beta_{a_{1}} \alpha_{a_{2}, a_{3}}}{a_{1}!a_{2}!a_{3}!}\right| \\
& \quad \times \sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)} \int_{Q} \int_{Q^{\prime}} \mathbb{E}\left[H_{i_{1}}\left(T_{n}(x)\right) H_{i_{2}}\left(\tilde{\partial_{1}} T_{n}(x)\right) H_{i_{3}}\left(\tilde{\partial_{2}} T_{n}(x)\right)\right. \\
& \left.\quad \times H_{a_{1}}\left(T_{n}(y)\right) H_{a_{2}}\left(\widetilde{\partial_{1}} T_{n}(y)\right) H_{a_{3}}\left(\widetilde{\partial_{2}} T_{n}(y)\right)\right] d x d y \mid \tag{62}
\end{align*}
$$

For $n \in S$, we now introduce the notation

$$
\left(X_{0}(x), X_{1}(x), X_{2}(x)\right):=\left(T_{n}(x), \widetilde{\partial}_{1} T_{n}(x), \widetilde{\partial}_{2} T_{n}(x)\right), \quad x \in \mathbb{T}
$$

Applying the Leonov-Shyraev formulae for cumulants, in a form analogous to [5, Proposition 2.2], we infer that

$$
\begin{align*}
& \left|\sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)} \operatorname{Cov}\left(\mathscr{L}_{n}(Q ; \geq 2 K), \mathscr{L}_{n}\left(Q^{\prime} ; \geq 2 K\right)\right)\right|  \tag{63}\\
& \leq E_{n} \sum_{q \geq 2 K} \sum_{i_{1}+i_{2}+i_{3}=2 q} \sum_{a_{1}+a_{2}+a_{3}=2 q}\left|\frac{\beta_{i_{1}} \alpha_{i_{2}, i_{3}}}{i_{1}!i_{2}!i_{3}!}\right| \cdot\left|\frac{\beta_{a_{1}} \alpha_{a_{2}, a_{3}}}{a_{1}!a_{2}!a_{3}!}\right| \\
& \quad \times \mathbf{1}_{\left\{i_{1}+i_{2}+i_{3}=a_{1}+a_{2}+a_{3}\right\}}\left|U\left(i_{1}, i_{2}, i_{3} ; a_{1}, a_{2}, a_{3}\right)\right|, \\
& =: E_{n} \times Z, \tag{64}
\end{align*}
$$

where each summand $U=U\left(i_{1}, i_{2}, i_{3} ; a_{1}, a_{2}, a_{3}\right)$ is the sum of at most $(2 q)$ ! terms of the type

$$
\begin{equation*}
u=\sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)} \int_{Q} \int_{Q^{\prime}} \prod_{u=1}^{2 q} R_{l_{u}, k_{u}}(x, y) d x d y \tag{65}
\end{equation*}
$$

with $k_{u}, l_{u} \in\{0,1,2\}$ and, for $l, k=0,1,2$ and $x, y \in \mathbb{T}$, and we set

$$
R_{l, k}(x, y):=\mathbb{E}\left[X_{l}(x) X_{k}(y)\right]=R_{l, k}(x-y)
$$

where the last equality (with obvious notation) emphasises the fact that $R_{l, k}(x, y)$ only depends on the difference $x-y$. We will also exploit the following relation,
valid for every even integer $p$ :

$$
\begin{equation*}
\int_{\mathbb{T}} R_{l, k}(x)^{p} d x \leq \int_{\mathbb{T}} r(x)^{p} d x \tag{66}
\end{equation*}
$$

also, for $x, y \in \mathbb{T}$, one has $\left|R_{l, k}(x-y)\right| \leq 1$, and, for $(x, y) \in Q \times Q^{\prime}$,

$$
\begin{equation*}
\left|R_{l, k}(x-y)\right| \leq \epsilon \tag{67}
\end{equation*}
$$

Using the properties of $G_{0}(n)$ put forward in Proposition 4, as well as the fact that the sum defining $Z$ in (64) involves indices $q \geq 2 K$, one infers that, for $u$ as in (65),

$$
\begin{aligned}
|u| & \leq \epsilon_{1}^{2 q-2 K} \sum_{\left(Q, Q^{\prime}\right) \in G_{0}(n)} \int_{Q} \int_{Q^{\prime}} \prod_{u=1}^{2 K}\left|R_{l_{u}, k_{u}}(x, y)\right| d x d y \\
& \leq \epsilon_{1}^{2 q-2 K} \int_{\mathbb{T}} \prod_{u=1}^{2 K}\left|R_{l_{u}, k_{u}}(x)\right| d x \leq \epsilon_{1}^{2 q-2 K} R_{n}(2 K),
\end{aligned}
$$

where $R_{n}(2 K)=\int_{\mathbb{T}} r_{n}(x)^{2 K} d x$, and we have applied a generalised Hölder inequality together with (66) in order to obtain the last estimate. This relation yields that each of the terms $U$ contributing to $Z$ can be bounded as follows:

$$
\begin{aligned}
& \left|U\left(i_{1}, i_{2}, i_{3} ; a_{1}, a_{2}, a_{3}\right)\right| \\
& \quad \leq(2 q)!\frac{R_{n}(2 K)}{\epsilon^{2 K}} \epsilon^{2 q}=(2 q)!\frac{R_{n}(2 K)}{\epsilon^{2 K}}(\sqrt{\epsilon})^{i_{1}+i_{2}+i_{3}}(\sqrt{\epsilon})^{a_{1}+a_{2}+a_{3}} .
\end{aligned}
$$

This yields that

$$
\begin{aligned}
Z \leq \frac{R_{n}(2 K)}{\epsilon^{2 K}} & \sum_{q \geq 2 K}(2 q)!\sum_{i_{1}+i_{2}+i_{3}=2 q} \sum_{a_{1}+a_{2}+a_{3}=2 q}\left|\frac{\beta_{i_{1}} \alpha_{i_{2}, i_{3}}}{i_{1}!i_{2}!i_{3}!}\right| \times \\
& \left|\frac{\beta_{a_{1}} \alpha_{a_{2}, a_{3}}}{a_{1}!a_{2}!a_{3}!}\right| \times(\sqrt{\epsilon})^{i_{1}+i_{2}+i_{3}}(\sqrt{\epsilon})^{a_{1}+a_{2}+a_{3}}=: \frac{R_{n}(2 K)}{\epsilon^{2 K}} \times S .
\end{aligned}
$$

The fact that $S<\infty$ now follows from standard estimates, such as the ones appearing in [5, end of §6.2.2]. This concludes the proof of (27). To prove (28), it suffices to recall (56) for $K=3$, and use an estimate by Bombieri-Bourgain (see [3, Theorem 1]), stating that $\left|S_{6}(n)\right|=O\left(\mathscr{N}_{n}^{7 / 2}\right)$, as $\mathscr{N}_{n} \rightarrow+\infty$.

We are now ready to prove Proposition 2.

Proof (Proposition 2) By the triangle inequality, for the 1.h.s. of (26) we write

$$
\begin{align*}
& \mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n}\right)-h\left(\tilde{\mathscr{L}}_{n}[4]\right)\right|\right] \leq \mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n}\right)-h\left(\mathscr{L}_{n}[4] / \sqrt{\operatorname{Var}\left(\mathscr{L}_{n}\right)}\right)\right|\right] \\
&+\mathbb{E}\left[\left|h\left(\mathscr{L}_{n}[4] / \sqrt{\operatorname{Var}\left(\mathscr{L}_{n}\right)}\right)-h\left(\tilde{\mathscr{L}}_{n}[4]\right)\right|\right] \tag{68}
\end{align*}
$$

For the first term on the r.h.s. of (68), since $h$ is Lipschitz, from (18) and CauchySchwartz

$$
\begin{aligned}
\mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n}\right)-h\left(\mathscr{L}_{n}[4] / \sqrt{\operatorname{Var}\left(\mathscr{L}_{n}\right)}\right)\right|\right] & \leq \frac{1}{\sqrt{\operatorname{Var(\mathscr {L}_{n})}} \mathbb{E}\left[\left|\sum_{q \geq 3} \mathscr{L}_{n}[2 q]\right|\right]} \\
& \leq \sqrt{\frac{\sum_{q \geq 3} \operatorname{Var}\left(\mathscr{L}_{n}[2 q]\right)}{\operatorname{Var}\left(\mathscr{L}_{n}\right)}} \ll \mathscr{N}_{n}^{1 / 4},
\end{aligned}
$$

where the last upper bound follows from (10) and Lemma 2. For the second term on the r.h.s. of (68), we have again by the Lipschitz property and some standard steps

$$
\begin{array}{r}
\mathbb{E}\left[\left|h\left(\mathscr{L}_{n}[4] / \sqrt{\operatorname{Var}\left(\mathscr{L}_{n}\right)}\right)-h\left(\tilde{\mathscr{L}}_{n}[4]\right)\right|\right] \\
\leq \left\lvert\, \frac{1}{\sqrt{\operatorname{Var(\mathscr {L}_{n})}}-\frac{1}{\sqrt{\operatorname{Var(\mathscr {L}_{n}[4])}} \mid \mathbb{E}\left[\left|\mathscr{L}_{n}[4]\right|\right]}} \begin{aligned}
\sqrt{\operatorname{Var}\left(\mathscr{L}_{n}[4]\right)} & \left|\frac{1}{\sqrt{1+\frac{\sum_{q \geq 3} \operatorname{Var}\left(\mathscr{L}_{n}[2 q]\right)}{\operatorname{Var}\left(\mathscr{L}_{n}[4]\right)}}}-1\right| \mathbb{E}\left[\left|\mathscr{L}_{n}[4]\right|\right]
\end{aligned}\right. \\
\leq\left|\frac{1}{\sqrt{1+\frac{\sum_{q \geq 3} \operatorname{Var}\left(\mathscr{L}_{n}[2 q]\right)}{\operatorname{Var}\left(\mathscr{L}_{n}[4]\right)}}}-1\right| \ll \mathscr{N}_{n}^{-1 / 4},
\end{array}
$$

where the last bound comes from (48) and Lemma 2.

## 6 Proofs of Proposition 3 and Theorem 2

Recall (46), then we can rewrite (47) as

$$
\begin{equation*}
\mathscr{L}_{n}[4]=\sqrt{\frac{E_{n}}{\mathscr{N}_{n}^{2}}} \frac{1}{\sqrt{512}}\left(p(\widehat{W})+\psi_{n}\right) \tag{69}
\end{equation*}
$$

where

$$
\begin{gather*}
\psi_{n}:=\frac{1}{2} \frac{1}{\mathscr{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left(\left|a_{\lambda}\right|^{4}-2\right),  \tag{70}\\
\widehat{W}:=\left(W_{1}, W_{2}, W_{4}\right), \tag{71}
\end{gather*}
$$

and $p$ is the polynomial

$$
\begin{equation*}
p(x, y, z):=1-x^{2}-4 y^{2}+4 x y-4 z^{2} . \tag{72}
\end{equation*}
$$

The following statement is a key step in order to prove Proposition 3.
Lemma 5 Let $h: \mathbb{R} \rightarrow \mathbb{R}$ be a 1-Lipschitz function, define $\widehat{W}$ as in (71) for a fixed $n \in S$, and select $\eta \in[-1,1]$. Then, on $S$,

$$
\begin{equation*}
|\mathbb{E}[h(p(\widehat{W}))]-\mathbb{E}[h(p(\widehat{Z}))]| \ll\left|\widehat{\mu_{n}}(4)-\eta\right|^{1 / 2} \vee \mathscr{N}_{n}^{-1 / 4}, \tag{73}
\end{equation*}
$$

where the constant involving in the previous estimation is independent of $\eta$ and $h$, $p$ is the second degree polynomial defined in (72) and $\widehat{Z}=\widehat{Z}(\eta):=\left(Z_{1}, Z_{2}, Z_{4}\right)$ is defined according to (49).

Proof We will apply an approximation argument from Ch. Döbler's dissertation [6]. Indeed, according to [6, Proposition 2.7.5, Corollary 2.7.6 and Lemma 2.7.7], to every Lipschitz mapping $h$ as in the statement one can associate a collection of real-valued functions $\left\{h_{\rho}: \rho \geq 1\right\}$, such that the following properties are verified for every $\rho$ : (i) $h_{\rho}$ equals the convolution of $h$ with a centered Gaussian density with variance $1 / \rho^{2}$, (ii) $h_{\rho}$ is continuously infinitely differentiable, and $\left\|h_{\rho}^{(m)}\right\|_{\infty} \leq \rho^{m-1}$ (with $h_{\rho}^{(m)}$ denoting the $m$ th derivative of $h_{\rho}$ ), and (iii) for every integrable random variable $X$, one has that $\left|\mathbb{E}\left[h(X)-h_{\rho}(X)\right]\right| \leq \rho^{-1}$. From Point (iii) it follows in particular that

$$
|\mathbb{E}[h(p(\widehat{W}))]-\mathbb{E}[h(p(\widehat{Z}))]| \leq \frac{2}{\rho}+\left|\mathbb{E}\left[F_{\rho}(\widehat{W})\right]-\mathbb{E}\left[F_{\rho}(\widehat{Z})\right]\right|=: \frac{2}{\rho}+B(\rho),
$$

with $F_{\rho}:=h_{\rho} \circ p$. Note that $F_{\rho}$ is an infinitely differentiable mapping, whose partial derivatives have at most polynomial growth. This implies that we can directly apply the same interpolation and integration by parts argument one can find in [14, Proof of Theorem 6.1.2], to deduce that

$$
\begin{aligned}
& B(\rho) \leq \underbrace{\sum_{i, j=1}^{3}\left|\widehat{\Sigma}(i, j)-\widehat{\Sigma}_{n}(i, j)\right| \mathbb{E}\left[\left|\partial_{i, j}^{2} F_{\rho}(\widehat{W}(n))\right|\right]}_{:=I_{1}} \\
& +\underbrace{\sum_{i, j=1}^{3} \sqrt{\mathbb{E}\left[\left|\partial_{i, j}^{2} F_{\rho}(\widehat{W}(n))\right|^{2}\right] \mathbb{E}\left[\left|\widehat{\Sigma}_{n}(i, j)-\left\langle D \widehat{W}_{j}(n),-D L^{-1} \widehat{W}_{i}(n)\right\rangle\right|^{2}\right]}}_{:=I_{2}},
\end{aligned}
$$

where $\partial_{i, j}^{2}:=\partial^{2} / \partial x_{i} \partial x_{j}, D$ denotes the Malliavin derivative (see [14, Definition 1.1.8]), $L^{-1}$ the inverse of the infinitesimal generator of the OrnsteinUhlenbeck semigroup (see [14, §1.3]) and $\langle\cdot, \cdot\rangle$ stands for the inner product of an appropriate real separable Hilbert space $\mathscr{H}$ (whose exact definition is immaterial for the present proof). Standard arguments based on hypercontractivity and Point (ii) discussed above (together with the fact that $\rho \geq 1$ ) yield that $E\left[\left|\partial_{i, j}^{2} F_{\rho}(\widehat{W}(n))\right|^{2}\right]^{1 / 2} \leq C \rho$, for some absolute constant $C$. In view of these facts, relations (45) and (50) imply therefore that

$$
\begin{equation*}
I_{1} \ll\left|\widehat{\mu}_{n}(4)-\eta\right| \tag{74}
\end{equation*}
$$

To deal with $I_{2}$, we can use the upper bound in [14, formula (6.2.6)], together with the fact that each $\widehat{W}_{i}(n)$ belongs to the second Wiener chaos; it hence remains to compute the fourth cumulant $k_{4}\left(\widehat{W}_{i}(n)\right)=\mathbb{E}\left[\widehat{W}_{i}(n)^{4}\right]-3 \mathbb{E}\left[\widehat{W}_{i}(n)^{2}\right]^{2}$ for every $i$ (note that these cumulants are necessarily positive). Standard computations yield that,

$$
\begin{aligned}
\kappa_{4}\left(W_{1}(n)\right) \ll \frac{1}{\mathscr{N}_{n}}, \quad \kappa_{4}\left(W_{2}(n)\right) & \ll \frac{1}{\mathscr{N}_{n}} \frac{1}{\mathscr{N}_{n}} \sum_{\lambda} \frac{\lambda_{1}^{8}}{n^{4}}, \\
\kappa_{4}\left(W_{4}(n)\right) & \ll \frac{1}{\mathscr{N}_{n}} \frac{1}{\mathscr{N}_{n}} \sum_{\lambda} \frac{\lambda_{1}^{4} \lambda_{2}^{4}}{n^{4}},
\end{aligned}
$$

from which we deduce

$$
\begin{equation*}
I_{2} \ll \sqrt{\frac{1}{\mathscr{N}_{n}}} . \tag{75}
\end{equation*}
$$

We have therefore proved the existence of an absolute constant $C$ such that

$$
|\mathbb{E}[h(p(\widehat{W}))]-\mathbb{E}[h(p(\widehat{Z}))]| \leq C\left\{\frac{1}{\rho}+\rho \gamma_{n}\right\},
$$

with $\gamma_{n}:=\left(2 \mathscr{N}_{n}^{1 / 2}\right)^{-1}\left|\widehat{\mu}_{n}(4)-\eta\right| \leq 1$. Since the right-hand side of the previous inequality is maximised at the point $\rho=\gamma_{n}^{-1 / 2}$, we immediately obtain the desired conclusion.

Let us now prove Proposition 3.
Proof (Proposition 3) We can rewrite the l.h.s. of (29) as

$$
\left|\mathbb{E}\left[h\left(\frac{p(\widehat{W})+\psi_{n_{j}}}{\sqrt{1+\widehat{\mu_{n_{j}}}(4)^{2}+34 / \mathscr{N}_{n_{j}}}}\right)-h\left(\frac{p(Z)}{\sqrt{1+\eta^{2}}}\right)\right]\right|
$$

where for $n \in S, \psi_{n}$ is given in (70). By the triangle inequality,

$$
\left.\left.\begin{array}{r}
\mathbb{E}\left[\left|h\left(\frac{p(\widehat{W})+\psi_{n_{j}}}{\sqrt{1+\widehat{\mu_{n_{j}}}(4)^{2}+34 / \mathscr{N}_{n_{j}}}}\right)-h\left(\frac{p(Z)}{\sqrt{1+\eta^{2}}}\right)\right|\right] \\
\leq \mathbb{E}\left[\left|h\left(\frac{p(\widehat{W})+\psi_{n_{j}}}{\sqrt{1+\widehat{\mu_{n_{j}}}(4)^{2}+34 / \mathscr{N}_{n_{j}}}}\right)-h\left(\frac{p(\widehat{W})}{\sqrt{1+\widehat{\mu_{n_{j}}}(4)^{2}+34 / \mathscr{N}_{n_{j}}}}\right)\right|\right] \\
+\mathbb{E}\left[\left|h\left(\frac{p(\widehat{W})}{\sqrt{1+\widehat{\mu_{n_{j}}}(4)^{2}+34 / \mathscr{N}_{n_{j}}}}\right)-h\left(\frac{p(\widehat{W})}{\sqrt{1+\eta^{2}}}\right)\right|\right] \\
+\left|\mathbb{E}\left[h\left(\frac{p(\widehat{W})}{\sqrt{1+\eta^{2}}}\right)-h\left(\frac{p(Z)}{\sqrt{1+\eta^{2}}}\right)\right]\right| \\ \tag{76}
\end{array}\right)\right]: I_{n_{j}}+J_{n_{j}}+K_{n_{j}} .
$$

For the first term we simply have, since $h$ is Lipschitz,

$$
\begin{equation*}
I_{n_{j}} \ll \operatorname{Var}\left(\psi_{n_{j}}\right)=\frac{10}{\mathscr{N}_{n_{j}}}, \tag{77}
\end{equation*}
$$

where the last equality is (85). Let us now deal with $J_{n_{j}}$. By the Lipschitz property,

$$
\left.\begin{align*}
& J_{n_{j}} \leq \sqrt{1+\widehat{\mu_{n_{j}}}}(4)^{2} \\
&=\sqrt{\frac{1+\widehat{\mu_{n_{j}}}}{}(4)^{2}} 1 \frac{1}{\sqrt{1+\eta^{2}}} \left\lvert\, \frac{1}{\sqrt{1+\frac{\widehat{\mu_{n_{j}}}(4)^{2}+34 / \mathscr{N}_{n_{j}}}{}(4)^{2}-\eta^{2}+34 / \mathscr{N}_{n_{j}}}} 1+\eta^{2}\right. \\
& \sqrt{1+\eta^{2}} \tag{78}
\end{align*} \right\rvert\,
$$

Finally, note that Lemma 5 and the equality in law $\mathscr{M}_{\eta}=\mathscr{M}_{-\eta}$ give

$$
K_{n} \ll\left|\widehat{\mu_{n_{j}}}(4)\right|-\left.\eta\right|^{1 / 2} \vee \mathscr{N}_{n_{j}}^{-1 / 4}
$$

Plugging the latter bound, (77) and (78) into (76) we conclude the proof of Proposition 3.

### 6.1 Proof of Theorem 2

Proof (Theorem 2) For every $j \geq 1$, reasoning as in (25),

$$
\begin{aligned}
\mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n_{j}}\right)-h\left(\mathscr{M}_{\eta}\right)\right|\right] & \leq \mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n_{j}}\right)-h\left(\tilde{\mathscr{L}}_{n_{j}}[4]\right)\right|\right] \\
& +\mathbb{E}\left[\left|h\left(\tilde{\mathscr{L}}_{n_{j}}[4]\right)-h\left(\mathscr{M}_{\eta}\right)\right|\right] \\
& \ll \mathscr{N}_{n_{j}}^{-1 / 4} \vee \| \widehat{\mu_{n_{j}}}(4)|-\eta|^{1 / 2},
\end{aligned}
$$

where the last step directly follows from Propositions 2 and 3.

## Appendix

Proof (Lemma 3) From [13, Lemma 3.4], we have that the chaotic expansion of $\mathscr{Z}_{n}^{\varepsilon}$ is

$$
\begin{equation*}
\mathscr{Z}_{n}^{\varepsilon}=\sum_{q=0}^{+\infty} \mathscr{Z}_{n}^{\varepsilon}[2 q]=\sum_{q=0}^{+\infty} \frac{\beta_{2 q}^{\varepsilon}}{(2 q)!} \int_{\mathbb{T}} H_{2 q}\left(T_{n}(x)\right) d x, \tag{79}
\end{equation*}
$$

where $H_{2 q}$ denotes the $2 q$-th Hermite polynomial, and

$$
\begin{equation*}
\beta_{0}^{\varepsilon}=\frac{1}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} \phi(t) d t, \quad \beta_{2 q}^{\varepsilon}=-\frac{1}{\varepsilon} \phi(\varepsilon) H_{2 q-1}(\varepsilon), q \geq 1, \tag{80}
\end{equation*}
$$

$\phi$ still denoting the Gaussian density. Taking the limit for $\varepsilon$ going to 0 in (80) we obtain the collection of coefficients (37), related to the (formal) Hermite expansion of the Dirac mass $\delta_{0}$. Note that

$$
\begin{equation*}
\sum_{q=1}^{+\infty} \frac{\left(\beta_{2 q}\right)^{2}}{(2 q)!} \int_{\mathbb{T}} r_{n}(x)^{2 q} d x=\frac{1}{2 \pi} \int_{\mathbb{T}}\left(\frac{1}{\sqrt{1-r_{n}(x)^{2}}}-1\right) d x<+\infty \tag{81}
\end{equation*}
$$

since the collection $\left\{\left(\beta_{2 q}\right)^{2} /(2 q)!\right\}_{q}$ coincides with the sequence of Taylor coefficients of the function $x \mapsto 1 /\left(2 \pi \sqrt{1-x^{2}}\right)$ around zero; thanks to Lemma 5.3 in [15] we have the finiteness of the integral. Therefore the series

$$
\sum_{q=0}^{+\infty} \frac{\beta_{2 q}}{(2 q)!} \int_{\mathbb{T}} H_{2 q}\left(T_{n}(x)\right) d x
$$

is a well-defined random variable in $L^{2}(\mathbb{P})$, its variance being the series on the l.h.s. of (81). Moreover, from [1, 22.14.16] and (81)

$$
\sum_{q=1}^{+\infty} \frac{\left(\beta_{2 q}^{\varepsilon}-\beta_{2 q}\right)^{2}}{(2 q)!} \int_{\mathbb{T}} r_{n}(x)^{2 q} d x \leq 2 \sum_{q=1}^{+\infty} \frac{\left(\beta_{2 q}\right)^{2}}{(2 q)!} \int_{\mathbb{T}} r_{n}(x)^{2 q} d x<+\infty
$$

that implies, by the dominated convergence theorem, $\mathscr{Z}_{n}^{\varepsilon} \rightarrow \mathscr{Z}_{n}, \varepsilon \rightarrow 0$, in $L^{2}(\mathbb{P})$.

Proof (Lemma 4) From (44) with $q=2$

$$
\begin{array}{r}
\mathscr{L}_{n}[4]=\frac{\sqrt{E_{n}}}{128 \sqrt{2}}\left(8 \int_{\mathbf{T}} H_{4}\left(T_{n}(x)\right) d x-\int_{\mathbf{T}} H_{4}\left(\widetilde{\partial}_{1} T_{n}(x)\right) d x-\int_{\mathbf{T}} H_{4}\left(\widetilde{\partial}_{2} T_{n}(x)\right) d x\right. \\
-8 \int_{\mathbf{T}} H_{2}\left(T_{n}(x)\right) H_{2}\left(\widetilde{\partial}_{1} T_{n}(x)\right) d x-8 \int_{\mathbf{T}} H_{2}\left(T_{n}(x)\right) H_{2}\left(\widetilde{\partial}_{2} T_{n}(x)\right) d x \\
-2 \int_{\mathbf{T}} H_{2}\left(\widetilde{\partial}_{1} T_{n}(x)\right) H_{2}\left(\widetilde{\partial}_{2} T_{n}(x)\right) d x .
\end{array}
$$

Lemmas 5.2 and 5.5 in [13] together with some straightforward computations allow one to write, from (82),

$$
\begin{aligned}
& \mathscr{L}_{n}[4]=\sqrt{\frac{E_{n}}{\mathscr{N}_{n}^{2}}} \frac{1}{128 \sqrt{2}}\left(8 W_{1}^{2}-16 W_{2}^{2}-16 W_{3}^{2}-32 W_{4}^{2}\right. \\
& \left.+\frac{1}{\mathscr{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left|a_{\lambda}\right|^{4}\left(-8+12\left(\left(\frac{\lambda_{1}}{\sqrt{n}}\right)^{2}+\left(\frac{\lambda_{2}}{\sqrt{n}}\right)^{2}\right)^{2}\right)\right) .
\end{aligned}
$$

Recalling that $\lambda_{1}^{2}+\lambda_{2}^{2}=n$, we obtain (47). Let us now note that we can write

$$
=\frac{1}{\mathscr{N}_{n} / 2} \sum_{\lambda, \lambda^{\prime} \in \Lambda_{n}^{+}}\left(1-\frac{2}{n^{2}}\left(\lambda_{1} \lambda_{1}^{\prime}+\lambda_{2} \lambda_{2}^{\prime}\right)^{2}\right)\left(\left|a_{\lambda}\right|^{2}-1\right)\left(\left|a_{\lambda^{\prime}}\right|^{2}-1\right) .
$$

Then it is immediate to compute from (82)

$$
\begin{equation*}
\mathbb{E}\left[W_{1}^{2}-2 W_{2}^{2}-2 W_{3}^{2}-4 W_{4}^{2}\right]=-1 \tag{83}
\end{equation*}
$$

Bearing in mind Lemma 4.1 in [13], still from (82) some straightforward computations lead to

$$
\begin{equation*}
\mathbb{E}\left[\left(W_{1}^{2}-2 W_{2}^{2}-2 W_{3}^{2}-4 W_{4}^{2}\right)^{2}\right]=2+\widehat{\mu_{n}}(4)^{2}+\frac{48}{\mathscr{N}_{n}} \tag{84}
\end{equation*}
$$

From (83) and (84) hence we find

$$
\operatorname{Var}\left(W_{1}^{2}-2 W_{2}^{2}-2 W_{3}^{2}-4 W_{4}^{2}\right)=1+\widehat{\mu_{n}}(4)^{2}+\frac{48}{\mathscr{N}_{n}} .
$$

Recalling that $\left(\sqrt{2}\left|a_{\lambda}\right|\right)^{2}$ is distributed as a chi-square random variable with two degrees of freedom,

$$
\begin{equation*}
\operatorname{Var}\left(\frac{1}{2} \frac{1}{\mathscr{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left|a_{\lambda}\right|^{4}\right)=\frac{10}{\mathscr{N}_{n}} \tag{85}
\end{equation*}
$$

and moreover

$$
\operatorname{Cov}\left(W_{1}^{2}-2 W_{2}^{2}-2 W_{3}^{2}-4 W_{4}^{2}, \frac{1}{2} \frac{1}{\mathscr{N}_{n}} \sum_{\lambda \in \Lambda_{n}}\left|a_{\lambda}\right|^{4}\right)=-\frac{12}{\mathscr{N}_{n}}
$$

This concludes the proof of Lemma 4.
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# Combinatorics on Words and the Theory of Markoff 

Christophe Reutenauer


#### Abstract

This is a survey on the theory of Markoff, in its two aspects: quadratic forms (the original point of view of Markoff), approximation of reals. A link wih combinatorics on words is shown, through the notion of Christoffel words and special palindromes, called central words. Markoff triples may be characterized, by using some linear representation of the free monoid, restricted to these words, and Fricke relations. A double iterated palindromization allows to construct all Markoff numbers and to reformulate the Markoff numbers injectivity conjecture (Frobenius, Sitzungsberichte der Königlich Preussischen Akademie der Wissenschaften zu Berlin 26:458-487, 1913).


## 1 Introduction

In a short article written in Latin in 1875, Christoffel [11] introduced a family of words on a two letter alphabet, that we call Christoffel words. Shortly after, they were also considered by Smith [36], who did not know, as he says and regrets, Christoffel's work. These words were followed in the twentieth century by the theory of Sturmian sequences, introduced in 1940 by Morse and Hedlund [28] in Symbolic Dynamics. More recently, there has been a lot of work, beginning by Jean Berstel and Aldo de Luca, on these words, from the point of view of Combinatorics on Words and also in Discrete Geometry, see among others [2, 7, 23].

Independently from Christoffel, Markoff (= Markov, famous for the Markov processes, but writing his name in the French way) wrote as young student two brilliant articles [26,27] in 1879 and 1880, on the theory called now Theory of Markoff. This theory has two sides: it characterizes on one hand certain quadratic forms, and on the other, certain real numbers, defined by some extremal conditions (by their minima for quadratic forms, and by their rational approximations for

[^78]real numbers). They are constructed using some special integers called Markoff numbers, which are among others characterized by a special Diophantine equation, the Markoff equation.

Looking at the subsequent literature, it is seen that Markoff's theory has visibly fascinated many mathematicians, which have developed, and often reproved one or the other side of the theory: Hurwitz [21], Frobenius [19], Perron [30], Remak [31], Dickson [17], Cassels [9, 10], Cohn [12], Bombieri [5], and the list is much longer. Three books must be cited here: the unavoidable book by Cusick and Flahive [14], the book by Perrine [29] who gives among others a lot of matrix constructions, and the recent book by Aigner [1], celebrating the 100th anniversary of Frobenius’ injectivity conjecture for Markoff numbers.

Markoff constructs the special quadratic forms that appear in his theory by using special patterns of 1 s and 2 s (in the continued fraction expansion); these patterns happen to be Christoffel words. The link between Christoffel words and the theory of Markoff was explicitly noted by Frobenius in 1913 [19], and somewhat forgotten until recently (but it was known to Caroline Series [35]). The scope of the present survey is to present Markoff's theory, from the point of view of Combinatorics on words, especially Christoffel words. In the two final sections, we review some tree constructions, and relate calculations made by Frobenius to the standard factorization of Christoffel words (this seems to be new).

The interested reader will find many results and proofs in the forthcoming book [33]. For the theory of Christoffel and related words, see also Chapter 2 of [25] and the first part of the book [3].

The author thanks the two referees for their useful and kind comments.

## 2 Christoffel Words

A lattice path is a sequence of consecutive elementary steps in the plane; each elementary step is a segment $[(x, y),(x+1, y)]$ or $[(x, y),(x, y+1)]$, with $x, y \in \mathbf{Z}$.

Let $p, q$ be relatively prime natural integers. Consider the segment from some integral point $A$ to $B=A+(p, q)$ and the lattice path from $A$ to $B$ located below this segment and such that the polygon delimited by the segment and the path has no interior integer point.

Given a totally ordered alphabet $\{a<b\}$, the lower Christoffel word of slope $q / p$ is the word in the free monoid ${ }^{1}\{a, b\}^{*}$ coding the above path, where $a$ (resp. $b$ ) codes an horizontal (resp. vertical) elementary step. See Fig. 1, where is represented the path with $(p, q)=(7,4)$ corresponding to the Christoffel word aabaabaabab of slope $4 / 7$. Note that the slope of a Christoffel word is equal to the slope of the

[^79]Fig. 1 The lower Christoffel words aabaabaabab of slope 4/7

segment in the plane delimited by the extreme points of the corresponding discrete path.

We say that the above path, and the lower Christoffel word, discretizes from below the segment $A B$.

The upper Christoffel word of slope $q / p$ is defined similarly, by considering the lattice path located above the segment. Since the rectangle with opposite vertices $A$ and $B$ and sides parallel to the coordinate lines has a symmetry around its center, it follows that the upper Christoffel word of a given slope is the reversal $\tilde{w}$ of the lower Christoffel word $w$ of the same slope. It is known also that a lower Christoffel word $w$ and the corresponding upper Christoffel word $\tilde{w}$ are conjugate ${ }^{2}$ in the free monoid $\{a<b\}^{*}$. See [3] Lemma 2.7.

Clearly, the number of $a$ 's in the lower and upper Christoffel word of slope $q / p$ is $p$, while the number of $b$ 's is $q$. In particular, $|w|_{a},|w|_{b}$ are relatively prime when $w$ is a lower or upper Christoffel word and $w$ cannot be a nontrivial power of another word.

The letters $a$ and $b$ are Christoffel words. The other Christoffel words are called proper. The words $a^{n} b$ and $a b^{n}$, for $n \geq 0$, are lower Christoffel words.

On the path defining the Christoffel word, consider the integral point, not equal to the first nor to the last, which is the closest to the diagonal $A B$ of the rectangle. This defines a factorization of the Christoffel word, called its standard factorization. In the example of Fig. 1, the point is $A+(2,1)$, and the factorization is aab.aabaabab. It follows from a theorem of Borel and Laubie that the two factors are themselves Christoffel words, and that this factorization is unique [3, 6] Theorem 3.3.

[^80]
## 3 Markoff Triples and Numbers

A Markoff triple is a multiset $\{x, y, z\}$ of positive integers satisfying the Markoff equation

$$
x^{2}+y^{2}+z^{2}=3 x y z
$$

Examples are $\{1,1,1\},\{1,1,2\}$ and $\{1,2,5\}$. We sometimes use ordered triples for representing Markoff triples. A Markoff triple is called proper if the three numbers are distinct. Otherwise we call it improper. The improper Markoff triples are $\{1,1,1\}$ and $\{1,1,2\}$. A Markoff number is an element of a Markoff triple.

Consider the monoid homomorphism $\mu$ from the free monoid $\{a, b\}^{*}$ into $S L_{2}(\mathbb{Z})$ defined by

$$
\mu(a)=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right), \mu(b)=\left(\begin{array}{ll}
5 & 2 \\
2 & 1
\end{array}\right) .
$$

The matrix construction of the Markoff triples as shown in the following theorem was obtained by Cohn [12, 13]. He used the third Fricke relation (see the lemma below), having noted the striking analogy between Markoff's equation and this relation. Uniqueness was noticed by Bombieri [5] Theorem 26, and independently by the author [32] Theorem 1.

Theorem 3.1 The mapping sending each Christoffel word $w$ with standard factorization uv onto the multiset $\left\{\frac{1}{3} \operatorname{Tr}(\mu(u)), \frac{1}{3} \operatorname{Tr}(\mu(v)), \frac{1}{3} \operatorname{Tr}(\mu(w))\right\}$ is a bijection from the set of proper lower Christoffel words onto the set of proper Markoff triples.

It is useful to know that for $w$ a lower Christoffel word, one has $\frac{1}{3} \operatorname{Tr}(\mu(w))=$ $\mu(w)_{12}$ (see [3] Lemma 8.7). The Fricke relations are given in the following lemma.

Lemma 3.1 (Fricke relations [18], (6) p. 91) Let $A, B$ be matrices in $S L_{2}(\mathbb{Z})$. Then: $\operatorname{Tr}\left(A^{2} B\right)+\operatorname{Tr}(B)=\operatorname{Tr}(A) \operatorname{Tr}(A B), \operatorname{Tr}\left(A B^{2}\right)+\operatorname{Tr}(A)=\operatorname{Tr}(A B) \operatorname{Tr}(B)$ and $\operatorname{Tr}(A)^{2}+\operatorname{Tr}(B)^{2}+\operatorname{Tr}(A B)^{2}=\operatorname{Tr}(A) \operatorname{Tr}(B) \operatorname{Tr}(A B)+\operatorname{Tr}\left(A B A^{-1} B^{-1}\right)+2$.

It follows from Theorem 3.1 that for each Markoff number $m$, there exists a lower Christoffel word $w$ such that $m=\frac{1}{3} \operatorname{Tr}(\mu(w))=\mu(w)_{12}$. We say that $m$ is the Markoff number associated to the Christoffel word $w$. The so-called conjecture of Frobenius [19], also called Markoff numbers injectivity conjecture, is the following open question ${ }^{3}$ : is the mapping $w \mapsto m$ injective? Of course, the theorem has a striking analogy with this conjecture, since the former asserts that the mapping which to $w$ associates its Markoff triple is bijective. Some partial answers to the

[^81]conjecture have been given (see the book [1] by Martin Aigner), but the general case seems to be very difficult.

The Frobenius conjecture is equivalent to the conjecture that for each Markoff number $m$, there is a unique Markoff triple of which $m$ is the maximum, see [1] p. 39 (this works also for the improper triples). For example, 1, 2,5 are respectively the unique maxima of $(1,1,1), 1,1,2),(1,2,5)$.

## 4 Lagrange Number of a Real Number

Let $x$ be an irrational real number. Consider the set of real numbers $L$ such that the inequality $|x-p / q|<1 / L q^{2}$ holds for infinitely many rational numbers $p / q$.

Define $L(x)$ to be the supremum of all these $L$. It is called the Lagrange number of $x$.

Let $x$ be represented by its infinite continued fraction $\left[a_{0}, a_{1}, a_{2}, \ldots\right]$, and define $x_{n}=\left[a_{n}, a_{n+1}, a_{n+2}, \ldots\right]$; moreover, for $n \geq 1$, define $y_{n}=\left[a_{n}, \ldots, a_{1}\right]$. Finally, for $n \geq 2$, let $\lambda_{n}(x)=x_{n}+y_{n-1}^{-1}$. We have

$$
\begin{align*}
& \lambda_{n}(x)=\left[a_{n}, a_{n+1}, \ldots\right]+\left[a_{n-1}, \ldots, a_{1}\right]^{-1} \\
= & a_{n}+\left[a_{n+1}, a_{n+2}, \ldots\right]^{-1}+\left[a_{n-1}, \ldots, a_{1}\right]^{-1} \\
& =\left[a_{n+1}, a_{n+2}, \ldots\right]^{-1}+\left[a_{n}, a_{n-1}, \ldots, a_{1}\right] . \tag{1}
\end{align*}
$$

For $n=1$, we define by the last equation: $\lambda_{1}(x)=\left[a_{2}, a_{3}, \ldots\right]^{-1}+a_{1}=x_{1}$. The next result is essential for the determination of the Lagrange number of a sequence; it is stated without proof by Hurwitz [21] p. 283, see [1] p. 23 for a proof.

## Theorem 4.1

$$
L(x)=\limsup _{n \rightarrow \infty} \lambda_{n}(x) .
$$

The main tool in the proof is the following classical identity (where $p_{n} / q_{n}$ is the $n$-th convergent of $x$ )

$$
\begin{equation*}
\left|x-\frac{p_{n}}{q_{n}}\right|=\frac{1}{\lambda_{n+1}(x) q_{n}^{2}} . \tag{2}
\end{equation*}
$$

Recall that two irrational real numbers are called equivalent if their expansions into continued fractions coincide after some rank (which may be not the same rank for both numbers). It follows from the previous theorem that in this case they have the same Lagrange number.

## 5 Main Technical Result

Motivated by the previous result, we define for any infinite word $s=a_{0} a_{1} a_{2} \ldots$ over the $\mathbb{P}$ set of positive natural integers

$$
\lambda_{i}(s)=\left[a_{n-1}, a_{n-2}, \ldots, a_{1}\right]^{-1}+\left[a_{n}, a_{n+1}, a_{n+2}, \ldots\right]
$$

The next result has a strong similarity with previous results involving doubly infinite words, as used by Markoff and subsequent authors (for example Dickson and Bombieri). It was however tempting to find a version for infinite words, since continued fractions are such words. This result will be used to prove Markoff's theorems for continued fractions and Markoff's theorem on quadratic forms. Denote by $\chi$ the monoid homomorphism from the free monoid $\{a, b\}^{*}$ into the free monoid $\{1,2\}^{*}$ sending $a$ onto 11 and $b$ onto 22 . For a nonempty word $w=a_{0} \ldots a_{n-1}$, we denote by $w^{\infty}$ the infinite word $b_{0} b_{1} b_{2} b_{3} \cdots$ whose letter $b_{i}$ in position $i$ satisfies $b_{i}=a_{i} \bmod n$.

Theorem 5.1 Let s be an infinite word over $\mathbb{P}$ such that for some $I$ and some $\theta<3$ one has $\lambda_{i}(s)<\theta$ for any $i \geq I$. Then $s=u \chi(w)^{\infty}$ for some lower Christoffel word $w$, and some word $u$ whose length is bounded by a function depending only on $I$ and $\theta$.

This result (except the bounds) may be deduced from similar results for biinfinite words (see for example [1, 5]). A direct proof will be found in the forthcoming book [33].

## 6 Markoff's Theorem for Approximations

For the results in these sections, see among others [10] Theorem III p.41, [5] Theorem 1 and [1] Theorem p. 185 (and also [33]).

If $s=b_{0} b_{1} b_{2} b_{3} \cdots$ is an infinite word on $\mathbb{P}$, we denote by $[s]$ the real number whose expansion into continued fractions is $\left[b_{0}, b_{1}, b_{2}, b_{3}, \ldots\right]$.

Theorem 6.1 Let $x$ be an irrational real number. Then its Lagrange number $L(x)$ is $<3$ if and only if $x$ is equivalent to some number $x_{w}=\left[\chi(\tilde{w})^{\infty}\right]$ (or equivalently to $\left[\chi(w)^{\infty}\right]$ ) for some lower Christoffel word $w$. In this case, let $m$ be the Markoff number $\mu(w)_{12}=\frac{1}{3} \operatorname{Tr}(\mu(w))$ associated to $w$. Then $L(x)=L\left(x_{w}\right)=\sqrt{9-\frac{4}{m^{2}}}$ and $x_{w}=\frac{p-s}{2 m}+\frac{1}{2} \sqrt{9-\frac{4}{m^{2}}}$ with $\mu(w)=\left(\begin{array}{cc}p & q \\ r & s\end{array}\right)$ and therefore $m=q=\frac{1}{3}(p+s)$.

Note that for some technical reasons, we have chosen $x_{w}$ as in the statement. One could choose $\left[\chi(w)^{\infty}\right]$ instead, at the cost of transposing $\mu(w)$, or taking upper Christoffel words instead of lower ones. This is not fundamental.

Markoff's theorem is often stated as a series of progressively better approximations, with exceptions, the first exception being the golden ratio and the numbers equivalent to it. Formally, this is the following result. Informally, see the examples following it.

Corollary 6.1 Let M be a finite set of Markoff numbers, such that for any Markoff numbers $n, m$, if $n<m$ and $m \in M$, then $n \in M$. Let $W$ be the finite set of all lower Christoffel words corresponding to the Markoff numbers in $M$ (in other words, $W=$ $\left\{w \in W \mid \mu(w)_{12} \in M\right\}$ ). Let $m$ be the smallest Markoff number not in $M$. Then for each irrational real number not equivalent to any $x_{w}, w \in W$, there are infinitely many rational approximations $p / q$ of $x$ such that $|x-p / q|<1 / \sqrt{9-\frac{4}{m^{2}}} q^{2}$.

We give three examples. First, let $M=\emptyset$. Then $m=1, W=\emptyset$ and $\sqrt{9-\frac{4}{m^{2}}}=\sqrt{5}$. We obtain that each real irrational number has infinitely many rational approximations satisfying $|x-p / q|<1 / \sqrt{5} q^{2}$. This is a theorem of Hurwitz [21], Satz 1 p. 279, that we state as corollary.

Corollary 6.2 For each real number $x$ there are infinitely many rational fractions $\frac{p}{q}$ such that $|x-p / q|<1 / \sqrt{5} q^{2}$.

Now let $M=\{1\}$. Then $m=2, W=\{a\}, \sqrt{9-\frac{4}{m^{2}}}=\sqrt{8}$. Moreover $x_{a}=\frac{\sqrt{5}+1}{2}$, the golden ratio. We obtain that each real irrational number $x$ not equivalent to $x_{a}$ has infinitely many rational approximations $p / q$ satisfying $|x-p / q|<1 / \sqrt{8} q^{2}$.

Finally, let $M=\{1,2\}$. Then $W=\{a, b\}, m=5, \sqrt{9-\frac{4}{m^{2}}}=\frac{\sqrt{221}}{5}, x_{b}=$ $1+\sqrt{2}$. We obtain that each irrational real number not equivalent to $x_{a}$ nor to $x_{b}$ has infinitely many rational approximations satisfying $|x-p / q|<1 / \frac{\sqrt{221}}{5} q^{2}$.

## 7 Markoff's Theorem for Quadratic Forms

For the results in these sections, see among others [10] Theorem II p.39, [17] Theorem 62 p. 79 and seq., [14] theorem 6 p. 10 (and also [33]).

A real binary quadratic form is a polynomial $f(x, y)=\alpha x^{2}+\beta x y+\gamma y^{2}$ in the variables $x, y$ and real coefficients $\alpha, \beta, \gamma$ not all zero. Its discriminant is $d(f)=\beta^{2}-4 \alpha \gamma$. If the latter number is positive, the form is called indefinite.

We are interested here in the greatest lower bound of such a form, defined by $L(f)=\inf \{\mid f(x, y \mid, x, y \in \mathbb{Z},(x, y) \neq(0,0)\}$. We say that the lower bound is attained if there exist $(x, y) \in \mathbb{Z}^{2} \backslash(0,0)$ such that $L(f)=f(x, y)$. If the coefficients of $f$ are integers (the interesting case), then the bound is clearly attained.

Two quadratic forms are equivalent if each of them is obtained from the other by a change of variables over $\mathbb{Z}$.

Let $w$ be a lower Christoffel word and let $\mu(w)=\left(\begin{array}{cc}p & m \\ r & s\end{array}\right)$, where $m$ is the Markoff number associated to $w$ and therefore $m=\frac{1}{3}(p+s)$. Define the associated Markoff quadratic form by $f_{w}(x, y)=m x^{2}+(s-p) x y-r y^{2}$.

Theorem 7.1 Let $f(x, y)$ be a indefinite binary quadratic form. Assume that its greatest lower bound $L(f)$ and its discriminant $d(f)$ satisfy the inequality $\sqrt{d(f)}<3 L(f)$. Then $f$ is equivalent to a multiple of some Markoff form $f_{w}$. Let $m$ be the Markoff number associated to the lower Christoffel word $w$. One has $d\left(f_{w}\right)=9-4 m^{2}, L\left(f_{w}\right)=f_{w}(1,0)=m$, so that the lower bounds of $f_{w}$ and $f$ are attained, and $\frac{\sqrt{d(f)}}{L(f)}=\frac{\sqrt{d\left(f_{w}\right)}}{L\left(f_{w}\right)}=\sqrt{9-\frac{4}{m^{2}}}$.

Remark 7.1 The first inequality in the theorem implies that $L(f)$ does not vanish (that is, there is no pair $(x, y) \neq(0,0)$ of integers such that $f(x, y)=0)$. If we consider only quadratic forms satisfying this, then we see below (Corollary 7.2) that $\sqrt{d(f]} / L(f)$ is always at least equal to $\sqrt{5}$ (which is smaller that 3 ). Markoff's theorem is about such quadratic forms satisfying $\sqrt{d(f]} / L(f)<3$. Note that there exist quadratic forms with $\sqrt{d(f]} / L(f)$ arbitrarily large: this set of real numbers, for all possible $f$, is called the Markoff spectrum, see [14].

This theorem is also stated as a series of progressively better inequalities, with exceptions, as follows.

Corollary 7.1 Let M be a finite set of Markoff numbers, such that for any Markoff numbers $n, m$, if $n<m$ and $m \in M$, then $n \in M$. Let $W$ be the finite set of all lower Christoffel words corresponding to the Markoff numbers in $M$ (in other words, $W=\left\{w \in W \mid \mu(w)_{12} \in M\right\}$ ). Let $m$ be the smallest Markoff number not in $M$. The for each indefinite binary quadratic form $f(x, y)$, not equivalent to a multiple of any form $f_{w}, w \in W$, one has $\sqrt{d(f)} \geq \sqrt{9-\frac{4}{m^{2}}} L(f)$.

We give several examples. First, let $M=\emptyset$. Then $m=1, W=\emptyset$ and $\sqrt{9-\frac{4}{m^{2}}}=\sqrt{5}$. We obtain a result due to Korkine and Zolotareff [24].

Corollary 7.2 Let $f(x, y)$ be a indefinite binary quadratic form. Then $\sqrt{d(f)} \geq$ $\sqrt{5} L(f)$.

Now let $M=\{1\}$. Then $m=2, W=\{a\}, \sqrt{9-\frac{4}{m^{2}}}=\sqrt{8}$. We have $\mu(a)=$ $\left(\begin{array}{ll}2 & 1 \\ 1 & 1\end{array}\right)$ so that $f_{a}=x^{2}-x y-y^{2}$. Thus we obtain the following result, also due to Korkine and Zolotareff [24].

Corollary 7.3 Let $f(x, y)$ be a indefinite binary quadratic form. If $f$ is not equivalent to a multiple of the form $f_{a}=x^{2}-x y-y^{2}$, then $\sqrt{d(f)} \geq \sqrt{8} L(f)$.

These two results are mentioned by Markoff [26], who gives them as the motivation of his own work. The next example is $M=\{1,2\}$. Then $W=\{a, b\}$, $m=5, \sqrt{9-\frac{4}{m^{2}}}=\frac{\sqrt{221}}{5}, x_{b}=1+\sqrt{2}$. Since $\mu(b)=\left(\begin{array}{ll}5 & 2 \\ 2 & 1\end{array}\right)$, we have $f_{b}=2 x^{2}-4 x y-2 y^{2}$. Thus, for each form not equivalent to a multiple of $f_{a}=x^{2}-x y-y^{2}$ nor of $f_{b}=2 x^{2}-4 x y-2 y^{2}$, one has $\sqrt{d(f)} \geq \frac{\sqrt{221}}{5} L(f)$.

## 8 Several Binary Complete Infinite Trees

The set of Markoff triples may be organized as the set of nodes of an infinite binary tree; this follows from an operation on triples, already present in Markoff's work, that transforms each triple in three other ones: in the tree this corresponds to going to its parent, or to one of its two children. Other trees appear in the literature. All these trees are specialization of the first one, which we define now.

The nodes of the first tree are the pairs $(u, v)$ where $u v$ is a lower Christoffel word with its standard factorization. It was introduced by Jean Berstel and Aldo de Luca in [2]. Its root is $(a, b)$ and the tree is constructed using the rule given in Fig. 2.

We call this tree the tree of Christoffel pairs, see Fig. 3.


Fig. 2 The rule for constructing the tree of Christoffel pairs


Fig. 3 The tree of Christoffel pairs


Fig. 4 The tree of Christoffel words


Fig. 5 The tree of Markoff triples

The second tree, the tree of (lower) Christoffel words is obtained from the previous one by replacing each node $(u, v)$ by $u v$. Its nodes are exactly all lower Christoffel words. See Fig. 4.

This tree may constructed directly by taking as root $a b$, and any other node $w$ is obtained as follows: consider the path from $w$ towards the root.
(i) Suppose that $w$ is not on the two extreme branches of the tree; then this path has north-west steps and north-east steps; let $u$ be the node after the first north-west step and $v$ be the node after the first north-east step. Then $w=u v$.
(ii) If $w$ is on the left (respectively right) extreme branch, then no north-west (respectively north-east) step exists. Choose $u=a$ and $v$ as in (i) (respectively $u$ as in (i) and $v=b$ ).

For example, the node $w=a^{2} b a b a b$ is the product of the nodes $u=a^{2} b a b$ and $v=a b$.

The third tree is called the tree of Markoff triples. It is obtained by replacing each node $(u, v)$ in the tree of Christoffel pairs by the triple $\left(\mu(u)_{12}, \mu(u v)_{12}, \mu(v)_{12}\right)=$ $\left(\frac{1}{3} \operatorname{Tr}(\mu(u)), \frac{1}{3} \operatorname{Tr}(\mu(u v)), \frac{1}{3} \operatorname{Tr}(\mu(v))\right)$. By Theorem 3.1, the nodes of this tree are the proper Markoff triples, each of which is represented by some ordered triple. See Fig. 5.


Fig. 6 The rule for building the tree of Markoff triples


Fig. 7 The Stern-Brocot tree

This tree may be constructed directly by the rule given in Fig. 6, as follows from the Fricke relations, see Lemma 3.1.

The fourth tree, the Stern-Brocot tree, is obtained, following [2], from the tree of Christoffel pairs by replacing each node $(u, v)$ by the slope of the word $u v$, that is the quotient of its number of $b$ 's divided by its number of $a$ 's. The nodes of the Stern-Brocot tree are the positive rational numbers. See Fig. 7.

The Stern-Brocot tree may be constructed directly, by mimicking the direct construction of the tree of Christoffel pairs: its root is $\frac{1}{1}$; consider the path from some other node $\frac{q}{p}$ to the root, and let $\frac{q^{\prime}}{p^{\prime}}$ (resp. $\frac{q^{\prime \prime}}{p^{\prime \prime}}$ ) be the node immediately after the first north-west (resp. north-east) step in this path (if no such step exists, then take $\frac{0}{1}$ resp. $\frac{1}{0}$ ). Then $\frac{q}{p}$ is the mediant of $\frac{q^{\prime}}{p^{\prime}}$ and $\frac{q^{\prime \prime}}{p^{\prime \prime}}$, that is $p=p^{\prime}+p^{\prime \prime}$ and $q=q^{\prime}+q^{\prime \prime}$. For example, $\frac{3}{4}$ is the mediant of $\frac{2}{3}$ and $\frac{1}{1}$, and $\frac{1}{3}$ is the mediant of $\frac{0}{1}$ and $\frac{1}{2}$.

The Stern-Brocot tree is a variant of the notion of continued fractions. It contains all semi-convergents of any real number. See [20].

The fifth tree is the Raney tree of [2] (see also [8]). It is obtained from the tree of Christoffel pairs by replacing each node $(u, v)$ by the rational number $\frac{|u|}{|v|}$. The nodes of the Raney tree are the positive rational numbers (Fig. 8).

This tree may be constructed directly by applying the following rule: the root is $\frac{1}{1}$; if $\frac{q}{p}$ is a node, then its left child is $\frac{q}{p+q}$ and its right child is $\frac{p+q}{p}$. This follows directly from the rule for constructing the tree of Christoffel pairs, see Fig. 2.


Fig. 8 The Raney tree

## 9 Frobenius Congruences Through Christoffel Words

In [19] p.602, Frobenius establishes several congruences related to a given Markoff triple, see also [1] p.33. We show that these congruences may be obtained through the standard factorization of Christoffel words.

Consider the monoid homomorphism $\omega$ from the free monoid $\{a, b\}^{*}$ into $S L_{2}(\mathbb{Z})$ defined by

$$
\omega(a)=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right), \omega(b)=\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right) .
$$

This homomorphism is related to the homomorphism $\mu$ of Sect. 3 as follows.
Lemma 9.1 Let $P=\left(\begin{array}{ll}1 & 1 \\ 1 & 0\end{array}\right)$. Then for any word $x \in\{a, b\}^{*}$, one has $\mu(x)=$ $P^{-1}(\omega \circ G(x)) P$ where $G$ is the endomorphism of the free monoid $\{a, b\}^{*}$ sending $a$ onto $a$ and $b$ onto $a b$. Moreover $P^{-1}\binom{3}{2}=\binom{2}{1}$ and $\left(\begin{array}{lll}1 & 1\end{array}\right) P=\left(\begin{array}{ll}2 & 1\end{array}\right)$.

We borrowed the notation $G$ (meaning "gauche") from the notations for Sturmian morphisms as presented by Berstel and Séébold in [25].
Proof Clearly, $\left(\begin{array}{ll}1 & 1\end{array}\right) P=\left(\begin{array}{ll}2 & 1\end{array}\right)$. One has $P^{-1}=\left(\begin{array}{cc}0 & 1 \\ 1 & -1\end{array}\right)$. Hence $P^{-1}\binom{3}{2}=$ $\binom{2}{1}$. Since $x \mapsto P^{-1}(\omega \circ G(x)) P$ and $\mu$ are homomorphisms, it suffices to show
that they coincide for $x=a$ and $x=b$. One has

$$
\begin{gathered}
P^{-1} \omega(G(a)) P=\left(\begin{array}{cc}
0 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right) \\
\quad=\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)=\mu(a)
\end{gathered}
$$

and

$$
\begin{gathered}
P^{-1} \omega(G(b)) P=\left(\begin{array}{cc}
0 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 2
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right) \\
=\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)\left(\begin{array}{ll}
2 & 1 \\
3 & 1
\end{array}\right)=\left(\begin{array}{ll}
5 & 2 \\
2 & 1
\end{array}\right)=\mu(b) .
\end{gathered}
$$

It is easy to see that if $w=a m b$ is a lower Christoffel word, then $m$ is a palindrome. These palindromes are called central words. We use below the iterated palindromization mapping, denoted Pal: it is a bijection from $\{a, b\}^{*}$ onto the set of central words. One defines first the palindromic closure $u^{(+)}$of a word: it is the shortest palindrome having $u$ as prefix; it is determined by the equalities $u=p s$, $u^{(+)}=p s \tilde{p}$, where $s$ is the longest palindromic suffix of $u$ and where $\tilde{p}$ is the reversal of $p$. Then Pal is defined recursively by $\operatorname{Pal}(1)=1$ (the empty word) and $\operatorname{Pal}(u x)=(\operatorname{Pal}(u) x)^{(+)}$for any word $u$ and any letter $x$. All these notions and results are due to Aldo de Luca [15].

For example, for the lower Christoffel word aabaabaabab, the associated central word is the palindrome abaabaaba, which is equal to $\operatorname{Pal}(a b a a)$ : indeed, $\operatorname{Pal}(a)=a^{(+)}=a, \operatorname{Pal}(a b)=(a \underline{b})^{+}=a b a, \operatorname{Pal}(a b a)=(a b \underline{a} \underline{a})^{+}=a b a a b a$ and $\operatorname{Pal}(a b a a)=(a b \underline{a a b a a})^{+}=a b a a b a a b a$, where the longest palindromic suffixes have been underlined.

The next result, which characterizes Markoff numbers, is due to Laurent Vuillon and the author [34].

Corollary 9.1 Let $v$ be any word in $\{a, b\}^{*}$ and $w$ be the Christoffel word $w=$ $a \operatorname{Pal}(v) b$. Then the Markoff number $\mu(w)_{12}$ is equal to the length of the lower Christoffel word $a($ Pal $\circ \theta \circ \operatorname{Pal}(a v)) b$.

Here $\theta$ denote the endomorphism of the free monoid that sends $a$ onto $a b$ and $b$ onto $b a$, called the Thue-Morse substitution. Note that the mapping $\theta \circ P a l$ is the iterated anti-palindromization mapping (denoted Anti Pal) of [16], Theorem 7.1: an anti-palindrome in $\{a, b\}^{*}$ is a word which is equal to the word obtained by exchanging $a$ and $b$ in its reversal; for example $a b b a a b$. One defines Anti Pal
similarly to $P a l$, replacing in its definition palindromes by anti-palindromes. Hence, the previous result says that the mapping $v \mapsto 2+|\operatorname{Pal} \circ \operatorname{Anti} \operatorname{Pal}(v)|$ is a surjection form the free monoid onto the set of Markoff numbers (distinct form 1,2). The question of its injectivity is precisely the Frobenius conjecture (see [34]).

We use below the following result (see e.g. Corollary 3.2 in [4]).
let $v$ be the monoid homomorphism from the free monoid $\{a, b\}^{*}$ into the multiplicative monoid $S L_{2}(\mathbb{N})$ defined by

$$
v(a)=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), v(b)=\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right) .
$$

Proposition 9.1 Let $w=a \operatorname{Pal}(v) b$ be a lower Christoffel word and $w=w_{1} w_{2}$ be its standard factorization. Let $v(v)=\left(\begin{array}{cc}p & q \\ r & s\end{array}\right)$. Then the lengths of the words $w_{1}$, $w_{2}$ and $w_{1} w_{2}$ are respectively $p+r, q+s$ and $p+q+r+s$.

Proof of Corollary 9.1 In view of the previous proposition, it is enough to show that $\mu(a \operatorname{Pal}(v) b)_{12}=\operatorname{Sv}(\theta(\operatorname{Pal}(a v))$ where $S$ sends each matrix onto the sum of its entries.

Note that $v \theta$ is equal to $\omega$. Indeed,

$$
\nu \theta(a)=\nu(a b)=\nu(a) \nu(b)=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right)=\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)=\omega(a) .
$$

Similarly $v \theta(b)=\omega(b)$.
Hence we have $S v \theta \operatorname{Pal}(a v)=\operatorname{S\omega Pal(av)}$. Now we use the formula of Justin [22]: $\operatorname{Pal}(a v)=G(\operatorname{Pal}(v)) a$. Thus

$$
S \omega \operatorname{Pal}(a v)=S(\omega G(\operatorname{Pal}(v)) \omega(a))=\left(\begin{array}{ll}
1 & 1
\end{array}\right) \omega G(\operatorname{Pal}(v))\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right)\binom{1}{1} .
$$

Note that the product of the two last matrices is $\binom{3}{2}$. Now, for any word $x$, we have

$$
\left(\begin{array}{ll}
1 & 1
\end{array}\right) \omega G(x)\binom{3}{2}=\left(\begin{array}{ll}
1 & 1
\end{array}\right) P P^{-1} \omega G(x) P P^{-1}\binom{3}{2} .
$$

This is equal by Lemma 9.1 to

$$
\left(\begin{array}{ll}
2 & 1
\end{array}\right) P^{-1} \omega G(x) P\binom{2}{1}=\left(\begin{array}{ll}
2 & 1
\end{array}\right) \mu(x)\binom{2}{1}
$$

Moreover,

$$
\begin{aligned}
\mu(a \operatorname{Pal}(v) b)_{12} & =\left(\begin{array}{ll}
1 & 0
\end{array}\right)\left(\begin{array}{ll}
2 & 1 \\
1 & 1
\end{array}\right) \mu \operatorname{Pal}(v)\left(\begin{array}{ll}
5 & 2 \\
2 & 1
\end{array}\right)\binom{0}{1} \\
& =\left(\begin{array}{ll}
2 & 1
\end{array}\right) \mu \operatorname{Pal}(v)\binom{2}{1} .
\end{aligned}
$$

Corollary 9.2 Consider a lower Christoffel word $w=w_{1} w_{2}$ with its standard factorization, and $\left(m, m_{1}, m_{2}\right)=\left(\mu(w)_{12}, \mu\left(w_{1}\right)_{12}, \mu\left(w_{2}\right)_{12}\right)$ be the corresponding Markoff triple. Let $w=a \operatorname{Pal}(v) b$. Consider the Christoffel word $u=a(P a l \circ \theta \circ$ $\operatorname{Pal}(a v)) b$ and let its standard factorization be $u=u_{1} u_{2}$. Then the unique solution $x \in\{0,1, \ldots, m-1\}$ of the congruence $m_{1} x \equiv m_{2} \bmod m\left(r e s p . m_{2} x \equiv m_{1}\right.$ $\bmod m)$ is $x=\left|u_{2}\right|\left(\operatorname{resp} x=\left|u_{1}\right|\right)$.

Since the length of $u$ is $m$, by Corollary 9.1, the sum of the two solutions of the congruences is $m$ : modulo $m$ they are opposite. Moreover, by squaring we obtain $m_{i}^{2} x^{2} \equiv m_{j}^{2} \bmod m,\{i, j\}=\{1,2\}$. By the Markoff equation we have $m_{1}^{2} \equiv-m_{2}^{2}$, so that $x$ is a square root of -1 modulo $m$.

An example is the following: $w=a b b, w_{1}=a b, w_{2}=b,\left(m, m_{1}, m_{2}\right)=$ $(29,5,2), 29^{2}+5^{2}+2^{2}=870=3 \cdot 29 \cdot 5 \cdot 2, v=b, \operatorname{Pal}(a b)=a b a$, $\theta \operatorname{Pal}(a b)=a b b a a b, \operatorname{Pal\theta } \operatorname{Pal}(a b)=a b a b a a b a b a a b a b a b a a b a b a a b a b a$, $u=a \operatorname{Pal\theta Pal}(a b) b=$ aababaababaabababaababaababab, $u_{1}=$ aababaababaababab, $u_{2}=$ aababaababab, $\left|u_{1}\right|=17,\left|u_{2}\right|=12, m_{1} \cdot\left|u_{2}\right|=$ $5 \cdot 12=60=2 \cdot 29+2 \equiv 2=m_{2} \bmod 29, m_{2} \cdot\left|u_{1}\right|=2 \cdot 17=34=$ $29+5 \equiv 5=m_{1} \bmod 29,\left|u_{1}\right|^{2}=289=-1+10 \cdot 29 \equiv-1 \bmod 29$, $\left|u_{2}\right|^{2}=144=-1+5 \cdot 29 \equiv-1 \bmod 29$.

Proof Uniqueness follows from the fact that in a Markoff triple, the numbers are pairwise relatively prime ([1] Corollary 3.4). Let $\omega(\operatorname{Pal}(a v))=\left(\begin{array}{cc}h & i \\ j & k\end{array}\right)$. It follows from the proposition and from the equality $v \theta=\omega$ that the lengths of $u_{1}$ and $u_{2}$ are respectively $h+j$ and $i+k$. From Lemma 9.1, we have $\omega(t)=P \mu G^{-1}(t) P^{-1}$ for any word $t$. By Justin's formula $G^{-1}(\operatorname{Pal}(a v))=G^{-1} G(\operatorname{Pal}(v)) G^{-1}(a)=$ $\operatorname{Pal}(v) a$. Thus

$$
\omega(\operatorname{Pal}(a v))=P \mu(\operatorname{Pal}(v)) \mu(a) P^{-1}=P \mu(a)^{-1} \mu(a \operatorname{Pal}(v) b) \mu(b)^{-1} \mu(a) P^{-1} .
$$

Since $\mu(a)=P^{2}$, we have $P \mu(a)^{-1}=P^{-1}$ and $\mu(b)^{-1} \mu(a) P^{-1}=\mu(b)^{-1} P=$

$$
\begin{aligned}
& \left(\begin{array}{cc}
1 & -2 \\
-2 & 5
\end{array}\right)\left(\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right)=\left(\begin{array}{cc}
-1 & 1 \\
3 & -2
\end{array}\right) . \text { Let } \mu(w)=\left(\begin{array}{ll}
p & q \\
r & s
\end{array}\right) . \text { Thus } \\
& \omega(\operatorname{Pal}(a v))=\left(\begin{array}{cc}
0 & 1 \\
1 & -1
\end{array}\right)\left(\begin{array}{cc}
p & q \\
r & s
\end{array}\right)\left(\begin{array}{cc}
-1 & 1 \\
3 & -2
\end{array}\right) \\
& =\left(\begin{array}{cc}
r & s \\
p-r & q-s
\end{array}\right)\left(\begin{array}{cc}
-1 & 1 \\
3 & -2
\end{array}\right)=\left(\begin{array}{cc}
-r+3 s & r-2 s \\
-p+r+3 q-s & p-r-2 q+2 s
\end{array}\right) .
\end{aligned}
$$

It follows that the length of $u_{1}$ is $-p+3 q$ and that of $u_{2}$ is $p-2 q$. Now, let $\mu\left(w_{1}\right)=$ $\left(\begin{array}{ll}p_{1} & q_{1} \\ r_{1} & s_{1}\end{array}\right)$ and $\mu\left(w_{2}\right)=\left(\begin{array}{ll}p_{2} & q_{2} \\ r_{2} & s_{2}\end{array}\right)$. We have $\mu(w)=\mu\left(w_{1}\right) \mu\left(w_{2}\right)$ and thus (since the determinants are equal to 1) $\mu\left(w_{1}\right)=\mu(w) \mu\left(w_{2}\right)^{-1}=\left(\begin{array}{cc}p & q \\ r & s\end{array}\right)\left(\begin{array}{cc}s_{2} & -q_{2} \\ -r_{2} & p_{2}\end{array}\right)$, from which follows $q_{1}=-p q_{2}+q p_{2}$. Similarly $q_{2}=-p_{1} q+q_{1} p$. Note that $m=q, m_{1}=q_{1}, m_{2}=q_{2}$. We deduce that $m_{1}\left|u_{2}\right|-m_{2}=q_{1}(p-2 m)-q_{2}=$ $p_{1} m-2 q_{1} m=m\left(p_{1}-2 q_{1}\right)$. Likewise $m_{2}\left|u_{1}\right|-m_{1}=q_{2}(-p+3 m)-q_{1}=$ $-m p_{2}+3 m q_{2}=m\left(3 q_{2}-p_{2}\right)$.
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# An Algebraic Approach to Integration of Geometric Rough Paths 

Danyu Yang


#### Abstract

We build a connection between rough path theory and a non-commutative algebra, and interpret the integration of geometric rough paths as an example of a non-abelian Young integration. We identify a class of slowly-varying one-forms, and prove that the class is stable under basic operations.


Consider two Lie groups $G_{1}$ and $G_{2}$, and a differentiable function $f: G_{1} \rightarrow G_{2}$. For a time interval $[S, T]$ and a differentiable path $X:[S, T] \rightarrow G_{1}$, the integration of the exact one-form $d f$ along $X$ can be defined as:

$$
\int_{r=S}^{T} d f d X_{r}:=\int_{X_{S}}^{X_{T}} d f=f\left(X_{S}\right)^{-1} f\left(X_{T}\right) \in G_{2}
$$

When $f$ and $X$ are only continuous, $\int_{r=S}^{T} d f d X_{r}$ can also be defined as $f\left(X_{S}\right)^{-1} f\left(X_{T}\right)$.

Consider a time-varying exact one-form $\left(d f_{t}\right)_{t}$ with $f_{t}: G_{1} \rightarrow G_{2}$ indexed by $t \in[S, T]$, and $X:[S, T] \rightarrow G_{1}$. If the following limit exists in $G_{2}$ :

$$
\lim _{|D| \rightarrow 0, D \subset[S, T]} \int_{r=t_{0}}^{t_{1}} d f_{t_{0}} d X_{r} \int_{r=t_{1}}^{t_{2}} d f_{t_{1}} d X_{r} \cdots \int_{r=t_{n-1}}^{t_{n}} d f_{t_{n-1}} d X_{r}
$$

[^82]where $D=\left\{t_{k}\right\}_{k=0}^{n}, S=t_{0}<\cdots<t_{n}=T, n \geq 1$ with $|D|:=$ $\max _{k=0}^{n-1}\left|t_{k+1}-t_{k}\right|$, then the integral $\int_{r=S}^{T} d f_{r} d X_{r}$ is defined to be the limit. The integral can be viewed as an non-abelian counterpart of Young integral [30].

We interpret the integration of Lipschitz one-forms along geometric rough paths developed by Lyons [16] as an integration of time-varying exact one-forms along group-valued paths. The interpretation is in the language of Malvenuto-Reutenauer Hopf algebra of permutations [20,21]. In particular, we view the dichotomization of the associative multiplication in a dendriform algebra [14] as an abstract integration by parts formula.

## Notation

| $S(x)$ | the signature of a continuous bounded variation path $x$ |
| :---: | :---: |
| K | a commutative ring with unit $1_{K}$ |
| V | a vector space over $K$ |
| $T((V))$ | formal tensor series of $V$; an associative algebra with the operation of tensor product |
| $\triangle$ | homomorphism of $K$-algebras $T((V)) \rightarrow T((V)) \otimes T((V))$ given by $\Delta v=v \otimes 1_{K}+1_{K} \otimes v$ for each $v \in V$ with the operation on $T((V))$ given by tensor product |
| $G(V)$ | group-like elements in $T((V))$, i.e. the set of elements $a \in T((V))$ that satisfy $\Delta a=a \otimes a$ |
| $B V(J, V)$ | the set of continuous bounded variation paths $J \rightarrow V$ |
| A | a (possibly infinite) set of non-commutative indeterminates |
| $A^{*}$ | the free monoid generated by $A$ |
| $e$ | the empty sequence in $A^{*}$ |
| $\|w\|$ | the number of letters in $w \in A^{*}$ |
| $K\langle A\rangle$ | the set of non-commutative polynomials on $A$ over $K$ |
| $K\langle\langle A\rangle\rangle$ | the set of formal series on $A$ over $K$ |
| $(s, w),(p, w)$ | the coefficient of $w \in A^{*}$ in $s \in K\langle\langle A\rangle\rangle$ and in $p \in K\langle A\rangle$ |
| ш | shuffle product $K\langle A\rangle \times K\langle A\rangle \rightarrow K\langle A\rangle$ |
| $\delta^{\prime}$ | deconcatenation coproduct $K\langle A\rangle \rightarrow K\langle A\rangle \otimes K\langle A\rangle$ |
| conc | concatenation product $K\langle\langle A\rangle\rangle \times K\langle\langle A\rangle\rangle \rightarrow K\langle\langle A\rangle\rangle$ |
| $\delta$ | homomorphism of $K$-algebras $K\langle\langle A\rangle\rangle \rightarrow K\langle\langle A\rangle\rangle \otimes K\langle\langle A\rangle\rangle$ given by $\delta(a)=a \otimes e+e \otimes a$ for each $a \in A$ with the operation on $K\langle\langle A\rangle\rangle$ given by concatenation |
| $G(A)$ | group-like elements in $K\langle\langle A\rangle\rangle$, i.e. the set of elements $s \in K\langle\langle A\rangle\rangle$ that satisfy $\delta s=s \otimes s$ |
| MR | Malvenuto-Reutenauer Hopf algebra of permutations |
| $S_{n}$ | the symmetric group of order $n$ for $n \geq 1$, and $S_{0}=\{\lambda\}$ |
| $1_{n}$ | the identity element of $S_{n}$ for $n \geq 1$, and $1_{0}:=\lambda \in S_{0}$ |
| $S$ | $\cup_{n \geq 0} S_{n}$ permutations |

$$
\begin{array}{ll}
*^{\prime} & \mathbb{Z} S \times \mathbb{Z} S \rightarrow \mathbb{Z} S \text { the product of MR } \\
\Delta^{\prime} & \mathbb{Z} S \rightarrow \mathbb{Z} S \otimes \mathbb{Z} S \text { the coproduct of MR } \\
\prec, \succ & \text { dendriform algebra operators on } K\langle A\rangle \text { and on } \mathbb{Z} S \\
m_{\succ}(, \ldots,) & m_{\succ}\left(p_{1}\right):=p_{1}, \\
& m_{\succ}\left(p_{1}, \ldots, p_{n}\right):=\left(\cdots\left(p_{1} \succ p_{2}\right) \succ \cdots \succ p_{n-1}\right) \succ p_{n}, \\
& \text { for } p_{i}, i=1, \ldots, n, \text { in } K\langle A\rangle \text { or in } \mathbb{Z} S
\end{array}
$$

## 1 Background: Rough Path Theory

The theory of rough path [16] provides a mathematical tool for modelling the interaction and evolution of highly oscillating systems that include but are not restricted to Brownian motion and semi-martingales.

In its basic form, the theory is related to the classical integration developed by Young [30]. Young proved that, for $x:[0,1] \rightarrow \mathbb{C}$ of finite $p$-variation and $y$ : $[0,1] \rightarrow \mathbb{C}$ of finite $q$-variation, $p \geq 1, q \geq 1, p^{-1}+q^{-1}>1$, the Stieltjes integral

$$
\int_{t=0}^{1} x_{t} d y_{t}
$$

is well defined ${ }^{1}$ as the limit of Riemann sums. The definition of $p$-variation dates back to Wiener [28]:

$$
\|x\|_{p-v a r,[0,1]}:=\sup _{D \subset[0,1]}\left(\sum_{k, t_{k} \in D}\left\|x_{t_{k+1}}-x_{t_{k}}\right\|^{p}\right)^{\frac{1}{p}}
$$

where the supremum is over all finite partitions $D=\left\{t_{k}\right\}_{k=0}^{n}, 0=t_{0}<\cdots<t_{n}=$ $1, n \geq 1$. The condition given by Young is sharp: the Riemann-Stieltjes integral $\int x d y$ does not necessarily exist when $p^{-1}+q^{-1}=1$ [30]. Lyons [15] demonstrated that similar obstacles exist in stochastic integration, and one needs to consider $x$ and $y$ as a "pair" " in a fairly strong way".

From a different perspective, Chen [4-6] investigated the iterated integration of one-forms and developed a theory of cohomology for loop spaces. One of the major objects he studied is non-commutative formal series with coefficients given by the iterated integrals of a path. For a time interval $[S, T]$, let $x:[S, T] \rightarrow \mathbb{R}^{d}$ be a smooth path, and let $X_{1}, \ldots, X_{d}$ be non-commutative indeterminates. Consider the

[^83]formal power series:
$$
\theta(x):=1+\sum_{n \geq 1, i_{j} \in\{1, \ldots, d\}} w_{i_{1} \cdots i_{n}} X_{i_{1}} \cdots X_{i_{n}}
$$
where
$$
w_{i_{1} \cdots i_{n}}:=\int \cdots \int_{S<u_{1}<\cdots<u_{n}<T} d x_{u_{1}}^{i_{1}} \cdots d x_{u_{n}}^{i_{n}}
$$

The space of paths in $\mathbb{R}^{d}$ has an associative multiplication given by concatenation, and the set of formal series has an associative multiplication given by the bilinear extension of the concatenation of finite sequences. Chen [4] proved that $\theta$ is an algebra homomorphism from paths to formal series. Based on [5] $\theta$ takes values in a group whose elements are algebraic exponentials of Lie series, and the multiplication in the group is given by Campbell-Baker-Hausdorff formula.

In [16], Lyons developed the theory of rough paths. He observed that, in controlled systems, both the driving path and the solution path evolve in a group (denoted as $G$ ) rather than in a vector space. He also identified a family of metrics on group-valued paths such that the Itô map that sends a driving path to the solution path is continuous. Elements in $G$ are algebraic exponentials of Lie series. A geometric $p$-rough path is a continuous path in $G$ with finite $p$-variation.

For a continuous bounded variation path, there exists a canonical lift of the path to a geometric rough path given by the sequence of indefinite iterated integrals. The sequence of definite iterated integrals is called the signature of the continuous bounded variation path.

The following is Definition 1.1 by Hambly and Lyons [12].
Definition 1 (Signature) Let $x$ be a path of bounded variation on [ $S, T$ ] with values in a vector space $V$. Then its signature is the sequence of definite iterated integrals

$$
\begin{aligned}
X_{S, T} & =\left(1+X_{S, T}^{1}+\cdots+X_{S, T}^{k}+\cdots\right) \\
& =\left(1+\int_{S<u<T} d x_{u}+\cdots+\int_{S<u_{1}<\cdots<u_{k}<T} d x_{u_{1}} \otimes \cdots \otimes d x_{u_{k}}+\cdots\right)
\end{aligned}
$$

regarded as an element of an appropriate closure of the tensor algebra $T(V)=$ $\bigoplus_{n=0}^{\infty} V^{\otimes n}$.

The signature is invariant under reparametrisations of the path.
Following [12] $X_{S, T}$ is also denoted by $S(x)$ where $S$ is the signature mapping that sends a continuous bounded variation path $x$ to the sequence of definite iterated integrals.

Notation 1 Denote by $S: x \mapsto S(x)$ the signature mapping.

The signature provides an efficient and effective description of the information encoded in paths, and two paths with the same signature have the same effect on all controlled systems. An important problem in the theory of rough path is the 'uniqueness of signature' problem: to describe the kernel of the signature mapping. This problem dates back to Chen [6] where he proved that the map $\theta$ (signature) provides a faithful representation for a family of paths that are piecewise regular, continuous and irreducible. In [12] Hambly and Lyons established quantitative estimates of a path in terms of its signature, and proved the uniqueness of signature result for continuous bounded variation paths. In [3] Boedihardjo, Geng, Lyons and Yang extended the result to weakly geometric rough paths over Banach spaces. There are also progresses in the direction of machine learning, where rough paths have been introduced as a new feature set for streamed data [19, 29].

Let $K$ be a commutative ring with unit $1_{K}$. Let $V$ be a $K$-vector space.
Notation 2 Let $T((V))$ denote the formal tensor series on $V$ over $K$.
$x \in T((V))$ if and only if $x=\sum_{k=0}^{\infty} x^{k}$ for $x^{k} \in V^{\otimes k}, k \geq 1$ and $x^{0} \in$ $K . T((V))$ is the completion of $T(V)$ in a distance [2, Chapter 1, Section 3]. For $x, y \in T((V))$, define their product $x y \in T((V))$ as $(x y)^{k}:=\sum_{j=0}^{k} x^{j} \otimes y^{k-j}$. The product is associative with a unit. Let $\Delta$ denote the homomorphism of $K$-algebras $T((V)) \rightarrow T((V)) \otimes T((V))$ given by $\Delta v=1_{K} \otimes v+v \otimes 1_{K}$ for each $v \in V$ with the operation on $T((V))$ given by tensor product.

Definition 2 The set of group-like elements in $T((V))$ is the set of elements $a \in$ $T((V))$ that satisfy $\triangle a=a \otimes a$.

Notation 3 Let $G(V)$ denote the set of group-like elements in $T((V))$.
It is well known that $G(V)$ is a group [24, Theorem 3.2].
Let $V$ be a Banach space. A time interval is an interval of the form $[S, T]$ for $0 \leq S \leq T<\infty$. For a time interval $J$, let $B V(J, V)$ denote the set of continuous bounded variation paths $J \rightarrow V$. For $x \in B V\left(J_{1}, V\right)$ and $y \in B V\left(J_{2}, V\right)$, let $x * y$ denote the concatenation of $x$ with $y$ obtained by translating the starting point of $y$ to be the end point of $x$, and let $\overleftarrow{x}$ denote the time-reversal of $x$. Based on Chen [4], the image of $B V(J, V)$ under $S$ is a subgroup of $G(V)$ :

$$
S(x * y)=S(x) S(y) \text { and } S(\overleftarrow{x})=S(x)^{-1}
$$

Suppose the tensor powers of $V$ are equipped with admissible norms [18, Definition 1.25]. Following [3, Definition 2.1], we equip $G(V)$ with the metric

$$
d(a, b):=\max _{k \in \mathbb{N}}\left\|\pi_{k}\left(a^{-1} b\right)\right\|^{\frac{1}{k}}
$$

for $a, b \in G(V)$, where $\pi_{k}$ denotes the projection of $T((V))$ to $V^{\otimes k}$. Based on [16, Definition 1.2.2] for a time interval $J, \omega:\{(s, t) \mid s \leq t, s \in J, t \in J\} \rightarrow \mathbb{R}$ is a
control if $\omega$ is non-negative, super-additive: $\omega(s, t) \leq \omega(s, u)+\omega(u, t)$ for every $s \leq u \leq t$, continuous and vanishes on the diagonal.

The following definition is based on [16, Definition 1.2.2].
Definition 3 (Geometric Rough Paths) For a time interval $J$ and a Banach space $V, X: J \rightarrow G(V)$ is called a geometric $p$-rough path for some $p \geq 1$, if there exists a control $\omega:\{(s, t) \mid s \leq t, s \in J, t \in J\} \rightarrow \mathbb{R}$ such that

$$
\|X\|_{p-v a r,[s, t]}^{p} \leq \omega(s, t)
$$

for every $s \leq t$, where

$$
\|X\|_{p-v a r,[s, t]}^{p}:=\sup _{D \subset[s, t]_{k, t_{k} \in D}} \sum_{t_{k}} d\left(X_{t_{k+1}}\right)^{p}
$$

with the supremum over all $D=\left\{t_{k}\right\}_{k=0}^{n}, s=t_{0}<\cdots<t_{n}=t, n \geq 1$.

## 2 Background: Shuffle Algebra and Malvenuto-Reutenauer Algebra

The introduction of shuffles dates back to Eilenberg and MacLane [8]. The shuffle product can be expressed in terms of permutations based on the MalvenutoReutenauer Hopf algebra (denoted by MR) introduced in [20, 21]. MR is a $\mathbb{Z}$-Hopf algebra on permutations $S:=\cup_{n \geq 0} S_{n}$ with $S_{0}=\{\lambda\}$, and is non-commutative.

We first review the shuffle Hopf algebra and its dual space based on Reutenauer [24, Section 1.5]. Let $A$ be a (possibly infinite) set, and let $K$ be a commutative $\mathbb{Q}$-algebra. Let $K\langle A\rangle$ denote the set of non-commutative polynomials on $A$ over $K$. Let $A^{*}$ denote the free monoid generated by $A . A^{*}$ is the set of finite sequences of elements in $A$ including the empty sequence denoted by $e$. The operation on $A^{*}$ is given by associative concatenation:

$$
\left(a_{1} \cdots a_{n}\right)\left(a_{n+1} \cdots a_{n+m}\right):=a_{1} \cdots a_{n+m}
$$

for $a_{i} \in A$, with $e \in A^{*}$ the identity element. There is a natural embedding $A \hookrightarrow$ $A^{*}$. Based on Ree [23] and Schützenberger [26], define $ш: K\langle A\rangle \times K\langle A\rangle \rightarrow K\langle A\rangle$ as the $K$-bilinear map given recursively by

$$
w_{1} a_{1} \amalg w_{2} a_{2}:=\left(w_{1} a_{1} \amalg w_{2}\right) a_{2}+\left(w_{1} \amalg w_{2} a_{2}\right) a_{1}
$$

for $w_{i} \in A^{*}, a_{i} \in A$, where $w a$ denotes the concatenation of $w \in A^{*}$ with $a \in A$, and $e \amalg w=w Ш e:=w$ for $w \in A^{*}$. The product $\amalg$ is associative and commutative, with unit $u(k)=k e$ for $k \in K$. Let $\delta^{\prime}: K\langle A\rangle \rightarrow K\langle A\rangle \otimes K\langle A\rangle$ denote the
deconcatenation coproduct, that is the $K$-linear map given by

$$
\delta^{\prime}\left(a_{1} \cdots a_{n}\right):=\sum_{k=0}^{n} a_{1} \cdots a_{k} \otimes a_{k+1} \cdots a_{n}
$$

for $a_{i} \in A, n \geq 1$, and $\delta^{\prime}(e):=e \otimes e$. The counit $\epsilon$ is the projection of $K\langle A\rangle$ to the space spanned by $e \in A^{*} .\left(K\langle A\rangle, ш, u, \delta^{\prime}, \epsilon\right)$ is a Hopf algebra [24, p.31] which we call the shuffle Hopf algebra.

Let $K\langle\langle A\rangle\rangle$ denote the set of formal series on $A$ over $K$. An element $s \in K\langle\langle A\rangle\rangle$ can be written in the form $s=\sum_{w \in A^{*}}(s, w) w$ for $(s, w) \in K$. The concatenation product conc : $K\langle\langle A\rangle\rangle \otimes K\langle\langle A\rangle\rangle \rightarrow K\langle\langle A\rangle\rangle$ is the $K$-bilinear map given by

$$
(\operatorname{conc} \circ(s \otimes t), w):=\sum_{u v=w}(s, u)(t, v)
$$

for $w \in A^{*}$. The map $\delta: K\langle\langle A\rangle\rangle \rightarrow K\langle\langle A\rangle\rangle \otimes K\langle\langle A\rangle\rangle$ is the homomorphism of $K$-algebras given by $\delta(a):=e \otimes a+a \otimes e$ for each $a \in A$ with the operation on $K\langle\langle A\rangle\rangle$ given by concatenation, and is of the explicit form [24, p.25]

$$
\delta(s)=\sum_{w_{1}, w_{2} \in A^{*}}\left(s, w_{1} \amalg w_{2}\right) w_{1} \otimes w_{2}
$$

for $s \in K\langle\langle A\rangle\rangle . K\langle\langle A\rangle\rangle$ is nearly a Hopf algebra, but the map $\delta$ does not necessarily take values in $K\langle\langle A\rangle\rangle \otimes K\langle\langle A\rangle\rangle$ and the sum in $\delta(s)=\sum_{(s)} s_{(1)} \otimes s_{(2)}$ can be infinite [24, p.38].

There is a pairing between $K\langle\langle A\rangle\rangle$ and $K\langle A\rangle$ as vector spaces given by

$$
(s, p):=\sum_{w \in A^{*}}(s, w)(p, w)
$$

for $s \in K\langle\langle A\rangle\rangle$ and $p \in K\langle A\rangle$. Then the following identities hold [24, p.26]:

$$
\begin{aligned}
(s, p \amalg q) & =(\delta s, p \otimes q) \\
(c o n c \circ(s \otimes t), p) & =\left(s \otimes t, \delta^{\prime} p\right)
\end{aligned}
$$

for $s, t \in K\langle\langle A\rangle\rangle$ and $p, q \in K\langle A\rangle$.
Definition 4 Group-like elements in $K\langle\langle A\rangle\rangle$ are elements $s \in K\langle\langle A\rangle\rangle$ that satisfy $\delta s=s \otimes s$.

Notation 4 Let $G(A)$ denote the set of group-like elements in $K\langle\langle A\rangle\rangle$.
$G(A)$ is the set of algebraic exponentials of Lie series on $A$ over $K$ [24, Theorem 3.2], and $G(A)$ is a group [24, Corollary 3.3]. When a vector space $V$ has a basis $A, G(V)$ can be represented as $G(A)$. The set of group-like elements
in $K\langle\langle A\rangle\rangle$ is the set of characters of the shuffle algebra on $K\langle A\rangle$ [24, Theorem 3.2]: $s \in G(A)$ if and only if $(s, p)(s, q)=(s, p ш q)$ for every $p, q \in K\langle A\rangle$.

Let End ( $K\langle A\rangle$ ) denote the $K$-module of linear endomorphisms of $K\langle A\rangle$. Based on Reutenauer [24, Proposition 1.10], End $(K\langle A\rangle)$ becomes a $K$-associative algebra with the convolution product $*^{\prime}$ given by

$$
f *^{\prime} g:=Ш \circ(f \otimes g) \circ \delta^{\prime}
$$

for $f, g \in \operatorname{End}(K\langle A\rangle)$. There is an embedding of permutations $\mathbb{Z} S=\bigoplus_{n \geq 0} \mathbb{Z} S_{n}$ in End $(K\langle A\rangle)$ given by

$$
\sigma \cdot\left(a_{1} \cdots a_{n}\right):=\delta_{n, m} a_{\sigma(1)} \cdots a_{\sigma(n)}
$$

for $\sigma \in S_{m}$ and $a_{i} \in A$. The product $*^{\prime}$ is closed on $\mathbb{Z} S$. The multiplication of MR is the $\mathbb{Z}$-bilinear map $*^{\prime}: \mathbb{Z} S \times \mathbb{Z} S \rightarrow \mathbb{Z} S$, and is of the explicit form [21]:

$$
\sigma *^{\prime} \rho=\sigma \amalg \bar{\rho}
$$

for $\sigma \in S_{n}$ and $\rho \in S_{m}$, where permutations are considered as words with $\bar{\rho}(i):=$ $n+\rho(i)$. The product $*^{\prime}$ is associative with identity element $\lambda \in S_{0}$. The coproduct on MR is the $\mathbb{Z}$-linear map $\Delta^{\prime}: \mathbb{Z} S \rightarrow \mathbb{Z} S \otimes \mathbb{Z} S$ given by

$$
\Delta^{\prime}:=(\mathrm{st} \otimes \mathrm{st}) \circ \delta^{\prime}
$$

where 'st' denotes the unique increasing map that sends a sequence of $k$ nonrepeating integers to $\{1,2, \ldots, k\}$ for $k \geq 1$, e.g. st $(283)=132$. The counit is the projection of $\mathbb{Z} S$ to the space $\mathbb{Z} S_{0}$. Based on [20-22] MR is a Hopf algebra that is self-dual, free and cofree, so is neither commutative nor cocommutative.

For $f \in \operatorname{End}(K\langle A\rangle)$, define the adjoint map $f^{*} \in \operatorname{End}(K\langle\langle A\rangle\rangle)$ as

$$
\left(f^{*} s, p\right):=(s, f p)
$$

for every $s \in K\langle\langle A\rangle\rangle$ and $p \in K\langle A\rangle$. As a sub-algebra of $\operatorname{End}(K\langle A\rangle)$, MR induces a sub-algebra of End $(K\langle\langle A\rangle\rangle)$. Proposition 1 below states that $G(A)$ is a subgroup of the group of characters of MR: for $s \in G(A)$,

$$
\begin{aligned}
\widehat{s}:\left(\mathbb{Z} S, *^{\prime}\right) & \rightarrow(K\langle\langle A\rangle\rangle, \text { conc }) \\
\sigma & \mapsto \sigma^{*} s
\end{aligned}
$$

is an algebra homomorphism. Proposition 1 is closely related to the cotensor algebra [25, p.248].

For $w \in A^{*}$, let $|w|$ denote the number of letters in $w$.

Proposition 1 For $s \in G(A)$, define a $\mathbb{Z}$-linear map $\widehat{s}: \mathbb{Z} S \rightarrow K\langle\langle A\rangle\rangle$ as

$$
\begin{equation*}
\widehat{s}(\sigma):=\sum_{w \in A^{*}}(s, \sigma \cdot w) w \tag{1}
\end{equation*}
$$

Then

$$
\text { conc } \circ(\widehat{s}(\sigma) \otimes \widehat{s}(\rho))=\widehat{s}\left(\sigma *^{\prime} \rho\right)
$$

for $\sigma, \rho \in \mathbb{Z} S$.
Proof Since $\sigma *^{\prime} \rho:=Ш \circ(\sigma \otimes \rho) \circ \delta^{\prime}$,

$$
\left(\sigma *^{\prime} \rho\right) \cdot w=(\sigma \cdot u) ш(\rho \cdot v)
$$

for $\sigma \in S_{n}, \rho \in S_{m}, w \in A^{*}, w=u v,|u|=n,|v|=m$. Since $s \in G(A)$ is a character of the shuffle algebra on $K\langle A\rangle$,

$$
\left(s,\left(\sigma *^{\prime} \rho\right) \cdot w\right)=(s,(\sigma \cdot u) Ш(\rho \cdot v))=(s, \sigma \cdot u)(s, \rho \cdot v) .
$$

The statement follows.

## 3 Dendriform Algebra and Iterated Integration

In a study of Hall basis [26], Schützenberger introduced a binary operator $T$, and expressed shuffle product as the symmetrization of $T$. Based on Chen's representation of paths [5], Ree [23] introduced the algebra for study of Lie polynomials. Ree gave a recursive definition of the shuffle product as the sum of two operations (operator $T$ ). The dichotomization of shuffle product has been applied in control theory by Kawski and Sussmann [13] and by others.

The dichotomization of the shuffle product is incorporated in an algebraic framework developed by Loday [14] in his work on cohomology for dialgebras. A dual dialgebra is a dendriform algebra [14]. A dendriform algebra is an associative algebra whose multiplication allows a consistent dichotomization [14, (i) (ii) (iii) p.8]. Ebrahimi-Fard [7] studied a relation between dendriform algebra and RotaBaxter algebra (see Aguiar [1] for the weight zero case), and built a link between dendriform algebra and abstract integration.

The shuffle algebra has a dendriform algebra structure ${ }^{2}$ (with $\amalg=\prec+\succ$ ), and is the free commutative dendriform algebra [14, Section 7], i.e. $a \succ b:=b \prec a$ for

[^84]all elements $a, b$. We view the dichotomization of the associative multiplication of a dendriform algebra as an abstract integration by parts formula, and view dendriform operations as abstract iterated integrations.

Notation 5 Denote $\succ:(K\langle A\rangle \times K\langle A\rangle) \backslash(K e \times K e) \rightarrow K\langle A\rangle$ as the $K$-bilinear map given by

$$
\begin{aligned}
& \left(a_{1} \cdots a_{n}\right) \succ\left(a_{n+1} \cdots a_{n+m}\right) \\
:= & \left(\left(a_{1} \cdots a_{n}\right) \text { Ш }\left(a_{n+1} \cdots a_{n+m-1}\right)\right) a_{n+m}
\end{aligned}
$$

for $a_{i} \in A, m \geq 1$, where for $w \in A^{*}$ and $a \in A$, wa denotes the concatenation of $w \in A^{*}$ with $a \in A ;\left(a_{1} \cdots a_{n}\right) \succ e:=0 \in K$ for $a_{i} \in A, n \geq 1$.

In defining the integration of geometric rough paths, Lyons considered an ordered shuffle to define almost multiplicative functionals [16, p.285, Definition 3.2.2]. The ordered shuffle can be viewed as iterated applications of $\succ$. Consider $p_{1}, \ldots, p_{n} \in$ $K\langle A\rangle$ that satisfy $\left(p_{i}, e\right)=0, i=1, \ldots, n$, where $p=\sum_{w \in A^{*}}(p, w) w$ and $e$ is the empty sequence in $A^{*}$. Define [25, Notation 2.3]

$$
\begin{aligned}
m_{\succ}\left(p_{1}\right) & :=p_{1} \\
m_{\succ}\left(p_{1}, \ldots, p_{n}\right) & :=\left(\cdots\left(p_{1} \succ p_{2}\right) \succ \cdots \succ p_{n-1}\right) \succ p_{n}
\end{aligned}
$$

The following Lemma helps to prove that indefinite integrals of one-forms along geometric rough paths are geometric rough paths.

Let $1_{n}$ denote the identity element of $S_{n}$ for $n \geq 1$, and $1_{0}:=\lambda \in S_{0}$.
Lemma 1 Let $p_{1}, \ldots, p_{n+m} \in K\langle A\rangle$ satisfy $\left(p_{i}, e\right)=0, i=1, \ldots, n+m$. Then

$$
\begin{aligned}
& m_{\succ}\left(p_{1}, \ldots, p_{n}\right) Ш m_{\succ}\left(p_{n+1}, \ldots, p_{n+m}\right) \\
= & \sum_{\rho \in 1_{n} *^{\prime} 1_{m}} m_{\succ}\left(p_{\rho(1)}, \ldots, p_{\rho(n+m)}\right) .
\end{aligned}
$$

Lemma 1 holds for a general commutative dendriform algebra. The proof is based on a recursive definition of the shuffle product for elements of the form $m_{\succ}\left(p_{1}, \ldots, p_{n}\right)$ : for $a_{i}, p_{i} \in K\langle A\rangle,\left(p_{i}, e\right)=0$,

$$
\begin{align*}
& \left(a_{1} \succ p_{1}\right) ш\left(a_{2} \succ p_{2}\right)  \tag{2}\\
= & \left(\left(a_{1} \succ p_{1}\right) ш a_{2}\right) \succ p_{2}+\left(\left(a_{2} \succ p_{2}\right) ш a_{1}\right) \succ p_{1} .
\end{align*}
$$

Proof Suppose $n=1$. When $n=1, m=1$, the statement holds. Suppose the statement holds when $n=1, m=k$. Then when $n=1, m=k+1$ the statement holds based on (2) with $a_{1}=e$, and based on the expression of $*^{\prime}$ as a shifted shuffle product and the recursive definition of shuffle product. Since shuffle product is commutative, the statement holds when $n=1$ or $m=1$.

Suppose the equality holds when $n \leq i$ or $m \leq i$ for some $i \geq 1$. Further suppose that the statement holds when $n=i+1, m \leq j$ for some $j \geq i$ (it holds when $j=i$ since $m \leq i$ ). Then when $n=i+1, m=j+1$, the statement holds based on (2) and the inductive hypothesis ( $n=i, m=j+1$ and $n=i+1, m=j$ ), and based on the expression of $*^{\prime}$ as a shifted shuffle product and the recursive definition of shuffle product. Hence the statement holds when $n=i+1, m \geq 1$. Since shuffle product is commutative, the statement holds when $n \leq i+1$ or $m \leq i+1$.

The operation $\succ: K\langle A\rangle \times K\langle A\rangle \rightarrow K\langle A\rangle$ induces an operation on End $(K\langle A\rangle)$ given by, for $f$ and $g$ in $\operatorname{End}(K\langle A\rangle)$,

$$
f \succ g:=\succ \circ(f \otimes g) \circ \delta^{\prime}
$$

where $\delta^{\prime}$ denotes the deconcatenation coproduct. Permutations induce elements in End ( $K\langle A\rangle$ ), and $\succ$ is closed on permutations [25]:
Notation 6 Let $\succ:(\mathbb{Z} S \times \mathbb{Z} S) \backslash\left(\mathbb{Z} S_{0} \times \mathbb{Z} S_{0}\right) \rightarrow \mathbb{Z} S$ denote the $\mathbb{Z}$-bilinear map given by

$$
\sigma \succ \rho:=\sigma \succ \bar{\rho}
$$

for $\sigma \in S_{n}, \rho \in S_{m}$, where permutations are viewed as words with $\bar{\rho}(i):=n+\rho(i)$.
Malvenuto-Reutenauer algebra is a dendriform algebra (with $*^{\prime}=\prec+\succ$ ) [14]. With (1) $\in S_{1}$, define

$$
\begin{aligned}
\mathscr{I}: \mathbb{Z} S & \rightarrow \mathbb{Z} S \\
\sigma & \mapsto \sigma \succ(1) .
\end{aligned}
$$

$\mathscr{I}$ can be viewed as an abstract integration. Since $\Delta^{\prime}(1)=(1) \otimes \lambda+\lambda \otimes(1)$ for $\lambda \in S_{0}$, based on [25, p.248, Definition 1.2 (b)], for $\sigma \in \mathbb{Z} S$,

$$
\Delta^{\prime} \mathscr{I}(\sigma) \mathscr{I}(\sigma) \otimes \lambda+\sum_{(\sigma)} \sigma_{(1)} \otimes \mathscr{I}\left(\sigma_{(2)}\right) .
$$

Proposition 2 below helps to prove that slowly-varying one-forms are closed under iterated integration (Proposition 5).
Proposition 2 For $s \in G(A)$, define $\widehat{s}: \mathbb{Z} S \rightarrow K\langle\langle A\rangle\rangle$ as in Proposition 1. Then for $n_{1} \geq 0, n_{2} \geq 1$,

$$
\begin{align*}
& \widehat{\operatorname{conc} \circ(s \otimes t)}\left(1_{n_{1}} \succ 1_{n_{2}}\right)-\widehat{s}\left(1_{n_{1}} \succ 1_{n_{2}}\right)  \tag{3}\\
= & \sum_{\substack{k_{1}=0, \ldots, n_{1} \\
k_{2}=0, \ldots, n_{2}-1}} \rho_{k_{1}, k_{2}} \cdot\left(\operatorname{conc} \circ\left(\widehat{s}\left(1_{k_{1}} *^{\prime} 1_{k_{2}}\right) \otimes \widehat{t}\left(1_{n_{1}-k_{1}} \succ 1_{n_{2}-k_{2}}\right)\right)\right)
\end{align*}
$$

for $s, t \in G(A)$, where $\sigma \cdot\left(a_{1} \cdots a_{n}\right):=a_{\sigma(1)} \cdots a_{\sigma(n)}$ for $\sigma \in S_{n}$ and $a_{i} \in A ; \rho_{k_{1}, k_{2}} \in S_{n_{1}+n_{2}}$ is given by changing the order of two sub-sequences $\left(k_{1}+1, \ldots, k_{1}+k_{2}\right)$ and $\left(k_{1}+k_{2}+1, \ldots, n_{1}+k_{2}\right)$ in $\left(1, \ldots, n_{1}+n_{2}\right)$.

Remark 1 The equality (3) can be expressed as

$$
\begin{equation*}
\left.\left(\int x^{n_{1}} d x^{n_{2}}\right)\right|_{x=s} ^{s t}=\left.\left(\int(s x)^{n_{1}} d(s x)^{n_{2}}\right)\right|_{x=1} ^{t}, \tag{4}
\end{equation*}
$$

where $x^{n}:=\widehat{x}\left(1_{n}\right)$, and is a change of variable formula for iterated integration. When $s$ and $t$ are signature of continuous bounded variation paths, the iterated integrals in (4) can be defined classically.

Proof Recall [25, Definition 1.2]:

$$
\begin{equation*}
\delta^{\prime}(u \succ v)=(u \succ v) \otimes e+\sum_{\left|v_{(2)}\right| \geq 1}\left(u_{(1)} \amalg v_{(1)}\right) \otimes\left(u_{(2)} \succ v_{(2)}\right) \tag{5}
\end{equation*}
$$

for $u, v \in A^{*},|v| \geq 1$, where $\delta^{\prime}(u)=\sum_{(u)} u_{(1)} \otimes u_{(2)}$ and $\delta^{\prime}(v)=\sum_{(v)} v_{(1)} \otimes v_{(2)}$. Since $1_{n_{1}} \succ 1_{n_{2}}:=\succ \circ\left(1_{n_{1}} \otimes 1_{n_{2}}\right) \circ \delta^{\prime}$, for $w \in A^{*}, w=u v,|u|=n_{1},|v|=n_{2}$,

$$
\left(\operatorname{conc} \circ(s \otimes t),\left(1_{n_{1}} \succ 1_{n_{2}}\right) \cdot w\right)
$$

$$
=(\operatorname{conc} \circ(s \otimes t), u \succ v)
$$

$$
\left.=\left(s \otimes t, \delta^{\prime}(u \succ v)\right) \text { (duality between conc and } \delta^{\prime}\right)
$$

$$
=(s, u \succ v)+\sum_{\left|v_{(2)}\right| \geq 1}\left(s, u_{(1)} \uplus v_{(1)}\right)\left(t, u_{(2)} \succ v_{(2)}\right) \text { (based on (5) ) }
$$

$$
=\left(s,\left(1_{n_{1}} \succ 1_{n_{2}}\right) \cdot w\right)
$$

$$
+\sum_{\left|v_{(2)}\right| \geq 1}\left(s,\left(1_{\left|u_{(1)}\right|} *^{\prime} 1_{\left|v_{(1)}\right|}\right) \cdot\left(u_{(1)} v_{(1)}\right)\right)\left(t,\left(1_{\left|u_{(2)}\right|} \succ 1_{\left|v_{(2)}\right|}\right) \cdot\left(u_{(2)} v_{(2)}\right)\right)
$$

for $s, t \in G(A)$.
The proof of Proposition 2 is based on a consistent relation between dendriform operations and the coproduct as at (5). A dendriform Hopf algebra [25, Definition 1.2] is a dendriform algebra that has a consistent coproduct, i.e. dendriform operations and the coproduct satisfy conditions of the form (5). We view the consistent relations in the form of (5) as an abstract change of variable formula for iterated integration.

Although expressed in terms of shuffles/permutations, core arguments in this section (in particular Proposition 2) can be applied to a general dendriform Hopf algebra.

## 4 Integration of Geometric Rough Paths

We first consider an example that is simple and important.
For two Banach spaces $V$ and $U$, let $L(V, U)$ denote the set of continuous linear mappings from $V$ to $U$. Consider a (degree-n) polynomial one-form $p: V \rightarrow$ $L(V, U)$, which is a polynomial taking values in $L(V, U)$. For $v, w, v_{0} \in V$,

$$
p(v)(w)=\sum_{k=0}^{n}\left(D^{k} p\right)\left(v_{0}\right) \frac{\left(v-v_{0}\right)^{\otimes k}}{k!}(w),
$$

where $p(v) \in L(V, U)$ and $p(v)(w) \in U$. The value of $p(v)(w)$ does not depend on $v_{0}$.

We lift the polynomial one-form $p$ to an exact one-form $G(V) \rightarrow G(U)$, where $G(U)$ denotes the set of group-like elements in $T((U))$. This idea comes from Lyons and the author [17]. In [17, Theorem 5, Theorem 6], polynomial one-forms are lifted to closed one-forms from a group to a vector space, and the first level rough integral is reduced to an inhomogeneous Young integral. Here we consider exact one-forms between two Lie groups, and interpret the full integration of geometric rough paths. The interpretation is in the language of MR dendriform algebra.

Let $x \in B V([S, T], V)$ such that $x_{S}=0$. Then

$$
\begin{aligned}
& \int_{r=S}^{T} p\left(x_{r}\right) d x_{r} \\
= & \sum_{k=0}^{n}\left(D^{k} p\right)(0) \int_{r=S}^{T} \frac{\left(x_{r}\right)^{\otimes k}}{k!} \otimes d x_{r} \\
= & \sum_{k=0}^{n}\left(D^{k} p\right)(0) \int_{S<u_{1}<\cdots<u_{k+1}<T} d x_{u_{1}} \otimes \cdots \otimes d x_{u_{k+1}} \\
= & : \sum_{k=0}^{n}\left(D^{k} p\right)(0) X_{S, T}^{k+1}
\end{aligned}
$$

where the first equality is the Taylor expansion of $p$; the second equality is based on the integration by parts formula and based on the symmetry of $D^{k} p$. Then $\int p(x) d x$ is expressed as a finite linear combination of iterated integrals of $x$.

Notation 7 For a polynomial one-form $p: V \rightarrow L(V, U)$ of degree $n$, define $f_{p}: G(V) \rightarrow U$ as

$$
f_{p}(g):=\sum_{k=0}^{n}\left(D^{k} p\right)(0) g^{k+1}
$$

where $g=\sum_{k \geq 0} g^{k}$ with $g^{k} \in V^{\otimes k}$.
$f_{p}$ is defined on $T((V))$ not only on group-like elements. For $x \in$ $B V([S, T], V)$, denote $X_{t}:=\exp \left(x_{S}\right) S\left(\left.x\right|_{[S, t]}\right)$, where $\exp \left(x_{S}\right)$ denotes the algebraic exponential of $x_{S}$ in $T((V)),\left.x\right|_{[S, t]}$ denotes the restriction of $x$ to $[S, t]$, and $S\left(\left.x\right|_{[S, t]}\right)$ denotes the signature of $\left.x\right|_{[S, t]}$. Then

$$
\begin{equation*}
\int_{r=S}^{T} p\left(x_{r}\right) d x_{r}=f_{p}\left(X_{T}\right)-f_{p}\left(X_{S}\right) \tag{6}
\end{equation*}
$$

When $x_{S}=0, f_{p}\left(X_{S}\right)=0$ and the equality holds based on the calculation above. When $x_{S} \neq 0$, let $\eta$ be the straight line path that joins 0 to $x_{S}$, represented as $\eta(t)=t x_{S}, t \in[0,1]$. By using $S(\eta)=\exp \left(x_{S}\right)$ [4] and the additive property of integrals, the equality (6) still holds. The left hand side of (6) does not depend on the continuous bounded variation path $\eta$ that joins 0 to $x_{S}$.

Then based on fundamental theorem of calculus and change of variable formula,

$$
f_{p}\left(X_{T}\right)-f_{p}\left(X_{S}\right)=\int_{X_{S}}^{X_{T}} d f_{p}=\int_{r=S}^{T} d f_{p} d X_{r}
$$

As a result, the polynomial one-form $p: V \rightarrow L(V, U)$ is lifted to an exact oneform $d f_{p}$ for $f_{p}: G(V) \rightarrow U$ such that

$$
\int_{r=S}^{T} p\left(x_{r}\right) d x_{r}=\int_{r=S}^{T} d f_{p} d X_{r}
$$

for each $x \in B V([S, T], V)$.
The lifting of a path to a rough path is necessary. A rough path can be viewed as a basis of controlled systems, and integration/differential equation can be viewed as a transformation between bases of controlled systems. The metric on rough path space can be $p$-variation for $p<\infty$, which requires much less than the metric needed to define iterated integrals that is $p<2$. When $p \geq 2$, basis systems of order $1, \ldots,[p]$ are selected to postulate iterated integrals and satisfy an abstract 'integration by parts formula' (defines a character of shuffle algebra for each fixed time). The algebraic structure is important to interpret the limit behavior of controlled systems. For example, physical Brownian motion in a magnetic field can be described by Brownian motion with a 'non-canonical' Lévy area [10].

Consider the lift of the classical integral $\int p(x) d x$ to $f_{p}: G(V) \rightarrow U$. The function $f_{p}$ takes values in Banach space $U$ same as the integral $\int p(x) d x$. The full rough integral is a mapping between group-valued paths, and $f_{p}: G(V) \rightarrow U$ can be lifted to a function $F_{p}: G(V) \rightarrow G(U)$ such that

$$
S\left(\left.\int_{r=S}^{\cdot} p\left(x_{r}\right) d x_{r}\right|_{[S, T]}\right)=F_{p}\left(X_{S}\right)^{-1} F_{p}\left(X_{T}\right)
$$

for each $x \in B V([S, T], V)$, where $\int_{r=S}^{*} p\left(x_{r}\right) d x_{r}$ denotes the integral path $t \mapsto$ $\int_{r=S}^{t} p\left(x_{r}\right) d x_{r}$ for $t \in[S, T]$ and $X_{t}:=\exp \left(x_{S}\right) S\left(\left.x\right|_{[S, t]}\right)$. The lift of $f_{p}$ to $F_{p}$ is closely related to Definition 3.2.2 Lyons [16, p.285] recalled in Definition 5 below. The lift can also be interpreted in terms of iterated integrals of controlled paths introduced by Gubinelli [11, p.101, Theorem 1]. We view $f_{p}$ and $F_{p}$ as functions that only depend on $p$, with a consistent parallel translation (see (13) below).

We construct $F_{p}$ from $f_{p}$ based on MR dendriform algebra of permutations (with $*^{\prime}=\prec+\succ$ ). For $l=1,2, \ldots$, denote

$$
\sigma_{l}:=\sum_{\substack{k_{i}=0, \ldots, n \\ i=1, \ldots, l}}\left(D^{k_{1}} p\right)(0) \otimes \cdots \otimes\left(D^{k_{l}} p\right)(0) m_{\succ}\left(1_{k_{1}+1}, \ldots, 1_{k_{l}+1}\right) .
$$

For simplicity, we assume that $V$ has a (possibly infinite) basis given by a set $A$, and let $G(V)$ be the set of group-like elements in $K\langle\langle A\rangle\rangle$.

Notation 8 For a polynomial one-form $p: V \rightarrow L(V, U)$ of degree $n$, define $F_{p}: G(V) \rightarrow T((U))$ as

$$
\begin{equation*}
F_{p}(s):=1+\sum_{l=1}^{\infty} F_{p}(s)^{l}, s \in G(V), \tag{7}
\end{equation*}
$$

where $F_{p}(s)^{l} \in U^{\otimes l}$ is given by

$$
F_{p}(s)^{l}:=\sum_{\substack{k_{i}=0, \ldots, n \\ i=1, \ldots, l}}\left(D^{k_{1}} p\right)(0) \otimes \cdots \otimes\left(D^{k_{l}} p\right)(0) \widehat{s}\left(m_{\succ}\left(1_{k_{1}+1}, \ldots, 1_{k_{l}+1}\right)\right)
$$

with $\widehat{s}$ defined at (1).
The following proposition helps to prove that the indefinite integral of a polynomial one-form along a geometric rough path is again a geometric rough path.

Proposition $3 F_{p}: G(V) \rightarrow T((U))$ is a lift of $f_{p}: G(V) \rightarrow U$, and $F_{p}$ takes values in $G(U)$ the group-like elements in $T((U))$.

Proof $F_{p}$ is a lift of $f_{p}$ because $f_{p}(s)=F_{p}(s)^{1}$ for $s \in G(V)$.
Let $\succ$ resp. $\succ^{\prime}$ denote the dendriform operation of MR resp. shuffle algebra. For $\rho \in S_{j}$ and integers $n_{1} \geq 1, \ldots, n_{j} \geq 1$, denote $\overline{1_{n_{1}}}(i):=i, \overline{1_{n_{l+1}}}(i):=$ $\sum_{r=1}^{l} n_{r}+i$ for $l=0, \ldots, j-1$, and denote

$$
\rho \cdot m_{\succ}\left(1_{n_{1}}, \ldots, 1_{n_{j}}\right):=m_{\succ}\left(\overline{1_{n_{\rho(1)}}}, \ldots, \overline{1_{n_{\rho(j)}}}\right)
$$

For integers $n_{1} \geq 1, \ldots, n_{k+j} \geq 1$, denote $\overline{1_{n_{1}}}(i):=i, \overline{1_{n_{l+1}}}(i):=\sum_{r=1}^{l} n_{r}+i$ for $l=0, \ldots, k+j-1$. Based on Lemma 1 and Proposition 1, for $s \in G(V), \widehat{s}$ defined at (1) satisfies

$$
\begin{aligned}
& \operatorname{conc} \circ\left(\widehat{s}\left(m_{\succ}\left(1_{n_{1}}, \ldots, 1_{n_{k}}\right)\right) \otimes \widehat{s}\left(m_{\succ}\left(1_{n_{k+1}}, \ldots, 1_{n_{k+j}}\right)\right)\right) \\
= & \widehat{s}\left(m_{\succ}\left(1_{n_{1}}, \ldots, 1_{n_{k}}\right) *^{\prime} m_{\succ}\left(1_{n_{k+1}}, \ldots, 1_{n_{k+j}}\right)\right) \quad(\text { Lemma 1) } \\
= & \widehat{s}\left(m_{\succ}\left(\overline{1_{n_{1}}}, \ldots, \overline{1_{n_{k}}}\right) ш m_{\succ}\left(\overline{1_{n_{k+1}}}, \ldots, \overline{1_{n_{k+j}}}\right)\right) \quad\left(*^{\prime}\right. \text { as shifted shuffle) } \\
= & \widehat{s}\left(\sum_{\rho \in 1_{k^{*} 1_{j}}} m_{\succ}\left(\overline{1_{n_{\rho(1)}}}, \ldots, \overline{1_{n_{\rho(k+j)}}}\right)\right) \quad \text { (Proposition 1) } \\
= & : \widehat{s}\left(\left(1_{k} *^{\prime} 1_{j}\right) \cdot m_{\succ}\left(1_{n_{1}}, \ldots, 1_{n_{k+j}}\right)\right) .
\end{aligned}
$$

The projection of $F_{p}(s)$ to $U^{\otimes l}$ is $F_{p}(s)^{l}$. For $\rho \in S_{l}$, based on the equality $\sum_{w}(s, w) \rho^{-1} \cdot w=\sum_{w}(s, \rho \cdot w) w$, we have

$$
\rho^{-1} \cdot\left(F_{p}(s)^{l}\right)=\sum_{\substack{k_{i}=0, \ldots, n \\ i=1, \ldots, l}}\left(D^{k_{1}} p\right)(0) \otimes \cdots \otimes\left(D^{k_{l}} p\right)(0) \widehat{s}\left(\rho \cdot m_{\succ}\left(1_{k_{1}+1}, \ldots, 1_{k_{l}+1}\right)\right)
$$

Then based on the calculation above,

$$
\begin{equation*}
F_{p}(s)^{k} \otimes F_{p}(s)^{j}=\sum_{1_{k} *^{\prime} 1_{j}} \rho^{-1} \cdot\left(F_{p}(s)^{k+j}\right) \tag{8}
\end{equation*}
$$

where $\otimes$ is the tensor product in $T((U))$. That the equality (8) holds for all $k \geq$ $0, j \geq 0$ is equivalent to $F_{p}(s) \in G(U)$.

For $x \in B V([S, T], V)$, denote $X_{t}:=\exp \left(x_{S}\right) S\left(\left.x\right|_{[S, t]}\right)$. Define $y \in$ $B V([S, T], U)$ as $y_{t}:=\int_{r=S}^{t} p\left(x_{r}\right) d x_{r}$, and denote $Y_{t}:=S\left(\left.y\right|_{[S, t]}\right)$. The exact one-form $d F_{p}$ is a lift of the polynomial one-form $p$ :

$$
Y_{S}^{-1} Y_{T}=F_{p}\left(X_{S}\right)^{-1} F_{p}\left(X_{T}\right)=\int_{r=S}^{T} d F_{p} d X_{r} .
$$

When $x_{S}=0, F_{p}\left(X_{S}\right)=1$ and the equality holds. When $x_{S} \neq 0$, let $\eta$ denote the straight line path that connects 0 to $x_{S}$. Based on Chen's identity, the equality $Y_{S}^{-1} Y_{T}=F_{p}\left(X_{S}\right)^{-1} F_{p}\left(X_{T}\right)$ still holds, and $Y_{S}^{-1} Y_{T}$ does not depend on the choice of continuous bounded variation path $\eta$ that connects 0 to $x_{S}$.

Generally, for a continuous path $X:[S, T] \rightarrow G(V)$, the integral of $p$ along $X$ can be defined as

$$
\int_{r=S}^{T} p\left(x_{r}\right) d X_{r}:=F_{p}\left(X_{S}\right)^{-1} F_{p}\left(X_{T}\right),
$$

where $x$ denotes the projection of $X$ to a path in $V$. In particular, when $X$ is a geometric rough path, the integral can be defined this way. This integral is related to the definition of almost multiplicative functional defined by Lyons [16, Definition 3.2.2].

The integration of polynomial one-forms provides basic ingredients for the integration of general regular one-forms. Classically the smoothness of a function is expressed in terms of polynomials. Based on Stein [27, Chapter VI], a function $\theta$ on a closed subset $F \subseteq \mathbb{R}^{n}$ is $\operatorname{Lip}(\gamma)$ for some $\gamma \in(k, k+1]$ if there exists a family of functions $\theta^{j}, j=1, \ldots, k+1$, with $\theta^{1}=\theta$, such that if

$$
\theta^{j}(x)=\sum_{|j+l| \leq k+1} \frac{\theta^{j+l}(y)}{l!}(x-y)^{l}+R_{j}(x, y)
$$

then $\left|\theta^{j}(x)\right| \leq M$ and $\left|R_{j}(x, y)\right| \leq M|x-y|^{\gamma+1-|j|}$ for all $x, y \in F,|j| \leq$ $k+1$. Based on Lyons [16] Lipschitz one-forms are Lipschitz functions in the sense of Stein, taking values in continuous linear mappings.

The following is Definition 3.2.2 [16, p.285].
Definition 5 (Lyons) For any multiplicative functional $X_{s, t}$ in $\Omega G(V)^{p}$ define

$$
Y_{s, t}^{i}=\sum_{l_{1}, \ldots, l_{i}=1}^{[p]} \theta^{l_{1}}\left(x_{s}\right) \otimes \cdots \otimes \theta^{l_{i}}\left(x_{s}\right) \sum_{\pi \in \Pi_{\underline{l}}} \pi\left(X_{s, t}^{\|!\underline{l}\|}\right)
$$

$\Omega G(V)^{p}$ denotes the set of multiplicative functionals of finite $p$-variation taking values in the step- $[p]$ truncation of $G(V)$ [16, p.258, Definition 2.3.1]. Based on [16, p.284], $\underline{l}=\left(l_{1}, \ldots, l_{i}\right)$ and $\|\underline{l}\|=\sum_{j=1}^{i} l_{j}$. Denote $K_{j+1}:=K_{j}+l_{j+1}$ with $K_{0}:=0 . \Pi_{\underline{l}}$ is the set of permutation $\pi$ of order $\|\underline{l}\|$ that satisfy $\pi^{-1}\left(K_{j}+1\right)<$ $\left.\cdots<\pi^{-1} \overline{( } K_{j}+l_{j+1}\right)$ and $\pi^{-1}\left(K_{j}\right)<\pi^{-1}\left(K_{j+1}\right)$ for $j=0, \ldots, i-1$. Each $\pi \in S_{n}$ acts linearly on $V^{\otimes n}$ given by $\pi\left(v_{1} \otimes \cdots \otimes v_{n}\right):=v_{\pi(1)} \otimes \cdots \otimes v_{\pi(n)}$ for $v_{i} \in V, i=1,2, \ldots, n . X_{s, t}^{\| l} \|$ denotes the $\|\underline{l}\|$ th component of $X_{s, t}$, and is an element in $V^{\otimes \|}\|l\|$.

The following is Theorem 3.2.1 [16].

Theorem 9 (Lyons, Existence of Integral) For any multiplicative functional $X_{s, t}$ in $\Omega G(V)^{p}$ and any one-form $\theta \in \operatorname{Lip}\left(\gamma-1,\left\{X_{u}, u \in[s, t]\right\}\right)$ with $\gamma>p$ the sequence $Y_{s, t}=\left(1, Y_{s, t}^{1}, \ldots, Y_{s, t}^{[p]}\right)$ defined above is almost multiplicative and of finite $p$-variation; if $X_{s, t}$ is controlled by $\omega$ on $J$ where $\omega$ is bounded by $L$, and the $\operatorname{Lip}(\gamma-1)$ norm of $\theta$ is bounded by $M$, then the almost multiplicative and $p$ variation properties of $Y$ are controlled by multiples of $\omega$ which depend only on $\gamma, p, L, M$.

The multiplicative functional associated with $Y$ obtained in Theorem 9 is defined to be the integral of the one-form $\theta$ along geometric rough path $X$ [16, p.274, Theorem 3.3.1, and p.288, Definition 3.2.3]. Denote the integral as $\int \theta(x) d X$. Based on [16, p.274, Theorem 3.3.1],

$$
\begin{equation*}
\int_{r=0}^{1} \theta\left(x_{r}\right) d X_{r}:=\lim _{|D| \rightarrow 0, D \subset[0,1]} Y_{t_{0}, t_{1}} \cdots Y_{t_{n-1}, t_{n}} \tag{9}
\end{equation*}
$$

Based on the lift of polynomial one-form $p$ to exact one-form $d F_{p}$, the integral $\int \theta(x) d X$ can be interpreted in terms of time-varying exact one-forms.

Let $X:[0,1] \rightarrow G(V)$ be a geometric $p$-rough path, and let $\theta: V \rightarrow L(V, U)$ be a Lip $(\gamma)$ one-form for $\gamma>p-1$. Let $x$ denote the projection of $X$ to a path in $V$. For $x_{s} \in V$, define polynomial one-form $p_{x_{s}}: V \rightarrow L(V, U)$ as

$$
\begin{equation*}
p_{x_{s}}(v)(w)=\sum_{k=0}^{[p]-1} \theta^{k}\left(x_{s}\right) \frac{\left(v-x_{s}\right)^{\otimes k}}{k!}(w) \tag{10}
\end{equation*}
$$

for $v, w \in V$. For the polynomial one-form $p_{x_{s}}$, define $F_{p_{x s}}$ as at (7). The almost multiplicative functional $Y_{s, t}$ in Definition 5 can be expressed as

$$
\begin{equation*}
Y_{s, t}=\prod_{\leq[p]}\left(F_{p_{x_{s}}}\left(X_{s}\right)^{-1} F_{p_{x_{s}}}\left(X_{t}\right)\right) \tag{11}
\end{equation*}
$$

for every $s \leq t$, where $\prod_{\leq[p]}$ denotes the step- $[p]$ truncation of elements in $T((U))$. The equality (11) follows from a generalized Chen's identity about the multiplicativity of rough path liftings of controlled paths/effects (see Sect. 6 for details). The generalized Chen's identity can be proved based on the uniqueness of the continuous lifting (Proposition 5).

Theorem 10 For a geometric p-rough path $X:[0,1] \rightarrow G(V)$ and $a \operatorname{Lip}(\gamma-1)$ one-form $\theta: V \rightarrow L(V, U)$ for $\gamma>p$, let $\int_{r=0}^{1} \theta\left(x_{r}\right) d X_{r}$ denote the integral
defined by Lyons in [16]. Then with $p_{x_{s}}$ defined at (10) and $F_{p_{x_{s}}}$ defined at (7),

$$
\begin{align*}
& \int_{r=0}^{1} \theta\left(x_{r}\right) d X_{r} \\
= & \lim _{|D| \rightarrow 0, D \subset[0,1]} \int_{r=t_{0}}^{t_{1}} d F_{p_{x_{t_{0}}}} d X_{r} \cdots \int_{r=t_{n-1}}^{t_{n}} d F_{p_{x_{t_{n-1}}}} d X_{r}  \tag{12}\\
= & : \int_{r=0}^{1} d F_{p_{x_{r}}} d X_{r}
\end{align*}
$$

where $D=\left\{t_{k}\right\}_{k=0}^{n}, 0=t_{0}<\cdots<t_{n}=1, n \geq 1$ with $|D|:=\max _{k}\left|t_{k+1}-t_{k}\right|$.
The equality is based on (9) and (11). By applying the neo-classical inequality [16, Lemma 2.2.2] to the multiplicative functional $r \mapsto F_{p_{x_{s}}}\left(X_{r}\right), r \in[s, t]$, it can be proved that the difference between $F_{p_{x_{s}}}\left(X_{s}\right)^{-1} F_{p_{x_{s}}}\left(X_{t}\right)$ and $Y_{s, t}$ is bounded by a term of the form $\omega(s, t)^{\kappa}$ for a control $\omega$ and $\kappa>1$. Based on the Lipscthiz condition on $\theta, \omega$ and $\kappa$ can be chosen to be independent of the interval $[s, t]$. Then the existence of the limit (12) follows from the existence of the integral $\int \theta(x) d X$ in (9), which is obtained in Theorem 3.2.1 [16] i.e. Theorem 9.

There is a minor difference between geometric rough paths $\Omega G(V)^{p}$ in [16] and that defined in Definition 3 (paths in Definition 3 are also called weakly geometric rough paths). The integration $\int_{r=0}^{1} d F_{p_{x_{r}}} d X_{r}$ in Theorem 10 can be applied to both classes of rough paths.

The integration of time-varying exact one-forms exists in a general setting. Consider two Lie groups $G_{1}$ and $G_{2}$, and a path $X:[S, T] \rightarrow G_{1}$. Suppose $f_{t}: G_{1} \rightarrow G_{2}$ is a family of functions indexed by $t \in[S, T]$. If the limit exists in $G_{2}$ :

$$
\lim _{|D| \rightarrow 0, D=\left\{t_{k}\right\}_{k=0}^{n} \subset[S, T]} \int_{r=t_{0}}^{t_{1}} d f_{t_{0}} d X_{r} \int_{r=t_{1}}^{t_{2}} d f_{t_{1}} d X_{r} \cdots \int_{r=t_{n-1}}^{t_{n}} d f_{t_{n-1}} d X_{r}
$$

where $\int_{r=s}^{t} d f_{s} d X_{r}:=f_{s}\left(X_{s}\right)^{-1} f_{s}\left(X_{t}\right)$, then the integral

$$
\int_{r=S}^{T} d f_{r} d X_{r}
$$

is defined to be the limit. A sufficient condition for the existence of the integral is given in Theorem 12 below based on Feyel, de la Pradelle and Mokobodzki [9]. The integral can be viewed as a non-abelian analogue of Young's integral [30].

The integration of time-varying exact one-forms can be explained by the parallel translation on a principal bundle of functions between two Lie groups. Consider a principal bundle $P$ on $G_{1}$ that associates each $a \in G_{1}$ with the set of functions

$$
\begin{gather*}
P_{a}:=\left\{f \mid f: G_{1} \rightarrow G_{2}, f\left(1_{G_{1}}\right)=1_{G_{2}}\right\} . \text { For } f \in P_{a} \text { and } b \in G_{1}, \text { define } \\
f_{b} \in P_{a b}  \tag{13}\\
g \in G_{1} \mapsto f(b)^{-1} f(b g) \in G_{2}
\end{gather*}
$$

The $\left\{f_{b} \mid b \in G_{1}\right\}$ defined are consistent:

$$
\left(f_{b}\right)_{c}=f_{b c}
$$

for $b, c \in G_{1}$. The parallel translation is consistent with the integration of exact one-forms: $\int_{r=S}^{T} d f d X_{r}=f\left(X_{S}\right)^{-1} f\left(X_{T}\right)=f_{X_{S}}\left(X_{S}^{-1} X_{T}\right)$ for $X:[S, T] \rightarrow$ $G_{1}$. In the integration of time-varying exact one-forms $\int_{r=S}^{T} d f_{r} d X_{r},\left\{f_{t}\right\}_{t \in[S, T]}$ are compared after parallel translation.

For a fixed continuous path $X:[S, T] \rightarrow G_{1}$, consider a condition on exact one-forms $\left(d f_{t}\right)_{t}$ for $f_{t}: G_{1} \rightarrow G_{2}$ that guarantees the existence of the integral $\int_{r=S}^{T} d f_{r} d X_{r}$. Theorem 12 below gives a condition that roughly states that, if onestep discrete approximations are comparable to two-steps discrete approximations up to a small error, then the integral exists as the limit of Riemann products. When $X$ is a geometric $p$-rough path, the condition on $\left(d f_{t}\right)_{t}$ can be further specified, and the condition can be viewed as an inhomogeneous analogue of Young's condition [30, p.264]. Such a condition is closely related to the notion of weakly controlled paths introduced by Gubinelli [11]. The following is Definition 1 [11].

Definition 6 (Gubinelli, weakly controlled paths) Fix an interval $I \subseteq \mathbb{R}$ and let $X \in \mathscr{C}^{\gamma}(I, V)$. A path $Z \in \mathscr{C}^{\gamma}(I, V)$ is said to be weakly controlled by $X$ in $I$ with a reminder of order $\eta$ if there exists a path $Z^{\prime} \in \mathscr{C}^{\eta-\gamma}\left(I, V \otimes V^{*}\right)$ and a process $R_{Z} \in \Omega C^{\eta}(I, V)$ with $\eta>\gamma$ such that

$$
\delta Z^{\mu}=Z^{\prime \mu \nu} \delta X^{\nu}+R_{Z}^{\mu}
$$

If this is the case we will write $\left(Z, Z^{\prime}\right) \in \mathscr{D}_{X}^{\gamma, \eta}(I, V)$ and we will consider on the linear space $\mathscr{D}_{X}^{\gamma, \eta}(I, V)$ the semi-norm

$$
\|Z\|_{\mathscr{D}(X, \gamma, \eta), I}:=\left\|Z^{\prime}\right\|_{\infty, I}+\left\|Z^{\prime}\right\|_{\eta-\gamma, I}+\left\|R_{Z}\right\|_{\eta, I}+\|Z\|_{\gamma, I}
$$

$\mathscr{C}^{\gamma}(I, V)$ denotes the set of $\gamma$-Hölder paths $I \rightarrow V$ for a Banach space $V$. $\Omega C^{\eta}(I, V)$ denotes the set of maps $R:\{(s, t) \mid s \in I, t \in I\} \rightarrow V$ that satisfy

$$
\|R\|_{\eta, I}:=\sup _{s \in I, t \in I} \frac{\left\|R_{s, t}\right\|}{|t-s|^{\eta}}<\infty
$$

$\|R\|_{\infty, I}$ denotes the supremum norm of $R$ on $I$. For $Z \in \mathscr{C}^{\gamma}(I, V), \delta Z \in$ $\Omega C^{\gamma}(I, V)$ is given by $(\delta Z)_{s, t}:=Z_{t}-Z_{s}$, and denote $\|Z\|_{\gamma, I}:=\|\delta Z\|_{\gamma, I}$. $\mu$ and $v$ are indices of vectors in $V . V^{*}$ denotes the linear dual of $V$. For $Z^{\prime} \in \mathscr{C}^{\eta-\gamma}\left(I, V \otimes V^{*}\right)$ and $X \in C^{\gamma}(I, V), Z^{\prime} \delta X \in \Omega C^{\eta}(I, V)$ is given by $\left(Z^{\prime} \delta X\right)_{s, t}:=Z_{s}^{\prime}(\delta X)_{s, t}$.

For a fixed geometric rough path $X$, we consider a class of integrable one-forms whose indefinite integrals are called effects (see Sect. 6 for more details). The set of effects of $X$ is a subset of the paths controlled by $X$. The relationship between controlled paths and effects is comparable to that between the integrand and the integral. In the integration of one-form $\int \alpha(x) d X, t \mapsto \alpha\left(x_{t}\right)$ is a controlled path; $t \mapsto \int_{r=0}^{t} \alpha\left(x_{r}\right) d X_{r}$ is an effect so a controlled path. A controlled path can also be interpreted as a time-varying exact one-form, and its varying speed can be a little quicker than that of an effect. One benefit of working with effects is that basic operations (multiplication, composition with regular functions, integration, iterated integration) are continuous operations in the space of one-forms in operator norm. In particular, the lifting of an effect to a geometric rough path is continuous. In [17] effects are employed to give a short proof of the unique solvability and stability of the solution to differential equations driven by rough paths, and the differences between adjacent Picard iterations decay factorially in operator norm.

## 5 Integration of Time-Varying Exact One-Forms

For continuous $x:[0,1] \rightarrow \mathbb{C}$ of finite $p$-variation and continuous $y$ : $[0,1] \rightarrow \mathbb{C}$ of finite $q$-variation $p^{-1}+q^{-1}>1, p \geq 1, q \geq 1$, Young [30] defined the Stieltjes integral $\int_{r=0}^{1} x_{r} d y_{r}$ as the limit of Riemann sums. Lyons [16] defined the integration of one-forms along geometric rough paths by constructing a multiplicative functional from an almost multiplicative functional.

Based on Feyel, La Pradelle and Mokobodzki [9], let $M$ be a monoid with a unit element $I$, and $M$ is complete under a distance $d$ that satisfies

$$
\begin{equation*}
d(x z, y z) \leq|z| d(x, y), d(z x, z y) \leq|z| d(x, y) \tag{14}
\end{equation*}
$$

for $x, y, z \in M$, where $z \mapsto|z|$ is a Lipschitz function on $M$ with $|I|=1$.
Let $L$ denote the Lipschitz constant of $z \mapsto|z|$.
Suppose $V:[0, T) \rightarrow \mathbb{R}$ is a strong control function, i.e. $V(0)=0$, nondecreasing, and there exists a $\theta>2$ such that for every $t$

$$
\bar{V}_{\theta}(t):=\sum_{n \geq 0} \theta^{n} V\left(t 2^{-n}\right)<\infty
$$

For example, $V(t)=t^{\alpha}$ when $\alpha>1$ is a strong control function.

Suppose $\mu:\{(s, t) \mid 0 \leq s \leq t<T\} \rightarrow(M, d)$ is continuous, $\mu(t, t)=I$ for every $t$, and

$$
\begin{equation*}
d(\mu(s, t), \mu(s, u) \mu(u, t)) \leq V(t-s) \tag{15}
\end{equation*}
$$

for every $s \leq u \leq t$. A map $v:\{(s, t) \mid 0 \leq s \leq t<T\} \rightarrow(M, d)$ is called multiplicative if $v(s, t)=v(s, u) v(u, t)$ for every $s \leq u \leq t$.

Theorem 11 (Feyel, La Pradelle, Mokobodzki) There exists a unique continuous multiplicative function $v$ such that $d(\mu(s, t), v(s, t)) \leq C_{\theta, L} \bar{V}_{\theta}(t-s)$ for every $s \leq t$.

Let $G_{1}$ and $G_{2}$ be two groups, and suppose $G_{2}$ is complete under a distance $d$ that satisfies (14). Let $X:[0, T] \rightarrow G_{1}$. Suppose $f_{t}: G_{1} \rightarrow G_{2}$ is a family of functions indexed by $t \in[0, T]$. Define $\mu:\{(s, t) \mid 0 \leq s \leq t<T\} \rightarrow\left(G_{2}, d\right)$ as

$$
\begin{equation*}
\mu(s, t):=f_{s}\left(X_{s}\right)^{-1} f_{s}\left(X_{t}\right) \in G_{2} \tag{16}
\end{equation*}
$$

for $s \leq t$. Suppose (15) holds for this $\mu$ and a strong control function $V$.
Let $v:\{(s, t) \mid 0 \leq s \leq t<T\} \rightarrow\left(G_{2}, d\right)$ denote the multiplicative function associated with $\mu$ at (16) obtained by Theorem 11.
Theorem 12 Define $\int_{r=0}^{r} d f_{r} d X_{r}:[0, T] \rightarrow G_{2}$ as $\int_{r=0}^{t} d f_{r} d X_{r}:=v(0, t)$ for every t. Then $\int_{r=0}^{r} d f_{r} d X_{r}$ is the unique continuous path $y:[0, T] \rightarrow G_{2}$ such that $y_{0}=1_{G_{2}}$ and $d\left(y_{s}^{-1} y_{t}, \int_{r=s}^{t} d f_{s} d X_{r}\right) \leq C_{\theta, L} \bar{V}_{\theta}(t-s)$ for every $s \leq t$.

## 6 Effects of a Geometric Rough Path

### 6.1 Definition

The set of effects of a geometric rough path is a subset of the paths controlled by the geometric rough path. Similar to controlled paths, effects are stable under basic operations. Integrals of one-forms and solutions to differential equations are effects so are controlled paths.

For $k=1, \ldots,[p]$, let $L\left(V^{\otimes k}, U\right)$ denote the set of continuous linear maps from $V^{\otimes k}$ to $U$.
Notation 13 Let $E^{U}$ denote the vector bundle on $G(V)$ that associates each $a \in$ $G(V)$ with the vector space:

$$
E_{a}^{U}:=\left\{\phi \mid \phi: G(V) \rightarrow U, \phi=\sum_{k=1}^{[p]} \phi^{k}, \phi^{k} \in L\left(V^{\otimes k}, U\right)\right\}
$$

where $\phi^{k}(x):=\phi^{k} x^{k}$ for $x \in G(V), x=\sum_{k \geq 0} x^{k}, x^{k} \in V^{\otimes k}$.
$E_{a}^{U}$ can be considered as the space of 'polynomials' up to degree- $[p]$ that has no 'constant', and can be viewed as a polynomial approximation to the 'tangent space' of functions $\left\{f_{a} \mid f: G(V) \rightarrow U\right\}$ with $f_{a}(x):=f(a x)-f(a), x \in G(V)$.

The parallel translation on $E^{U}$ is given by
Notation 14 For $p \in E_{a}^{U}$ and $b \in G(V)$, define $p_{b} \in E_{a b}^{U}$ as

$$
p_{b}(x):=p(b x)-p(b)
$$

for $x \in G(V)$.
Then $\left(p_{b}\right)_{c}=p_{b c}$ for $b, c \in G(V)$.
For $\phi \in E_{a}, \phi=\sum_{k=1}^{[p]} \phi^{k}$, denote

$$
\|\phi\|:=\max _{k=1, \ldots,[p]}\left\|\phi^{k}\right\| \text { and }\|\phi\|_{k}:=\left\|\phi^{k}\right\|
$$

where $\left\|\phi^{k}\right\|$ denotes the norm of $\phi^{k}$ as a linear operator.
Definition 7 (Operator Norm) Let $X:[0,1] \rightarrow G(V)$ be a geometric p-rough path for some $p \geq 1$, and let $U$ be a Banach space. Suppose

$$
\beta \in\left(X, E_{X}^{U}\right) \text { i.e. } \beta: X_{t} \mapsto \beta\left(X_{t}\right) \in E_{X_{t}}^{U}
$$

For $t \in[0,1]$ and $a \in G(V)$, define

$$
\begin{aligned}
\left(\beta\left(X_{t}\right)\right)_{a} & \in E_{X_{t} a}^{U} \\
x & \mapsto \beta\left(X_{t}\right)(a x)-\beta\left(X_{t}\right)(a), x \in G(V) .
\end{aligned}
$$

For a control $\omega$ and $\theta>1$, define the operator norm

$$
\|\beta\|_{\theta}^{\omega}:=\sup _{t \in[0,1]}\left\|\beta\left(X_{t}\right)\right\|+\max _{k=1, \ldots,[p]} \sup _{0 \leq s<t \leq 1} \frac{\left\|\beta\left(X_{t}\right)-\left(\beta\left(X_{s}\right)\right)_{X_{s}^{-1} X_{t}}\right\|_{k}}{\omega(s, t)^{\theta-\frac{k}{p}}} .
$$

Definition 8 (Slowly-Varying One-Form) Let $X:[0,1] \rightarrow G(V)$ be a geometric $p$-rough path for some $p \geq 1$, and let $U$ be a Banach space. Then $\beta \in\left(X, E_{X}^{U}\right)$ is called a slowly varying one-form, if there exists a control $\omega$ and $\theta>1$ such that $\|\beta\|_{\theta}^{\omega}<\infty$.

For each $t \in[0,1], \beta\left(X_{t}\right)$ can be viewed as a continuous linear mapping from monomials (components of rough paths) to the vector space $U$.

For a control $\omega$ and $\theta>1$, the set of slowly varying one-forms along $X$ with finite operator norm $\|\cdot\|_{\theta}^{\omega}$ forms a Banach space.

Suppose $\beta \in\left(X, E_{X}^{U}\right)$ is a slowly-varying one-form. Let $\beta\left(X_{t}\right)_{X_{t}^{-1}}, t \in$ $[0,1]$ be considered as functions $G(V) \rightarrow U$ index by $t$. Define

$$
\begin{aligned}
& \int_{r=0}^{1} \beta\left(X_{r}\right) d X_{r} \\
: & =\int_{r=0}^{1} d\left(\beta\left(X_{r}\right)_{X_{r}^{-1}}\right) d X_{r} \\
:= & \lim _{|D| \rightarrow 0, D \subset[0,1]_{k, t_{k} \in D}} \sum\left(\beta\left(X_{t_{k}}\right)_{X_{t_{k}}^{-1}}\left(X_{t_{k+1}}\right)-\beta\left(X_{t_{k}}\right)_{X_{t_{k}}^{-1}}\left(X_{t_{k}}\right)\right) \\
= & \lim _{|D| \rightarrow 0, D \subset[0,1]} \sum_{k, t_{k} \in D} \beta\left(X_{t_{k}}\right)\left(X_{t_{k}, t_{k+1}}\right)
\end{aligned}
$$

where the last equality is based on $\beta\left(X_{t_{k}}\right)\left(1_{G(V)}\right)=0$. The integral exists based on the slowly varying condition on $\beta$.
Definition 9 (Effects) Let $X:[0,1] \rightarrow G(V)$ be a geometric $p$-rough path for some $p \geq 1$, and let $\beta \in\left(X, E_{X}^{U}\right)$ be a slowly varying one-form. Then for $\xi \in U$, the integral path

$$
t \mapsto \xi+\int_{r=0}^{t} \beta\left(X_{r}\right) d X_{r}, t \in[0,1]
$$

is called an effect of $X$.
Theorem 15 Suppose $\beta \in\left(X, E_{X}^{U}\right)$ is a slowly-varying one-form such that $\|\beta\|_{\theta}^{\omega}<\infty$ for a control $\omega$ and $\theta>1$. Define $h:[0,1] \rightarrow U$ as

$$
h_{t}:=\int_{r=0}^{t} \beta\left(X_{r}\right) d X_{r}, t \in[0,1] .
$$

Then with control $\hat{\omega}:=\omega+\|X\|_{p-v a r}^{p}$,

$$
\left\|h_{t}-h_{s}-\beta_{s}\left(X_{s}\right)\left(X_{s, t}\right)\right\| \leq C_{p, \theta, \hat{\omega}(0, T)}\|\beta\|_{\theta}^{\omega} \hat{\omega}(s, t)^{\theta}
$$

for every $s \leq t$, and

$$
\|h\|_{p-v a r,[0, T]} \leq C_{p, \theta, \hat{\omega}(0, T)}\|\beta\|_{\theta}^{\omega} .
$$

The first estimate can be proved similarly to Young [30, p.254, result 5]; the second follows from the first.

### 6.2 Stability of Effects Under Basic Operations

Consider the set of effects of a geometric rough path. Effects are closed under basic operations (multiplication, composition with regular functions, integration, iterated integration); the proof is similar to that for controlled paths as Proposition 4 on p. 100 and Theorem 1 on p. 101 by Gubinelli [11]. For effects these operations are continuous in the space of one-forms in operator norm.

Fix a geometric $p$-rough path $X:[0,1] \rightarrow G(V)$ for some $p \geq 1$.

### 6.2.1 Composition with Regular Functions

The stability of effects under composition with regular functions follows from the fact that polynomials are closed under composition.

For Banach spaces $U$ and $W$, denote by $C^{\gamma}(U, W)$ the set of functions $\varphi: U \rightarrow$ $W$ that are $\lfloor\gamma\rfloor$-times Fréchet differentiable $(\lfloor\gamma\rfloor:=\max \{n \mid n \in \mathbb{N}, n<\gamma\})$ with the $\lfloor\gamma\rfloor$ th derivative $(\gamma-\lfloor\gamma\rfloor)$-Hölder, uniformly on any bounded set. For $R>0$, denote

$$
\|\varphi\|_{\gamma, R}:=\max _{k=0,1, \ldots,\lfloor\gamma\rfloor}\left\|\left(D^{k} \varphi\right)\right\|_{\infty, R}+\left\|\left(D^{\lfloor\gamma\rfloor} \varphi\right)\right\|_{(\gamma-\lfloor\gamma\rfloor)-\text { Höl, }, R}
$$

where $\|\cdot\|_{\infty, R}$ resp. $\|\cdot\|_{(\gamma-\lfloor\gamma\rfloor) \text {-Höl, } R}$ is the uniform resp. Hölder norm on $\{u \in U \mid\|u\| \leq R\}$.

For $\phi\left(X_{t}\right) \in E_{X_{t}}^{U}$ and $l=1, \ldots,[p]$, define the 'truncated polynomial':

$$
\begin{aligned}
& \prod_{\leq[p]}\left(\phi\left(X_{t}\right)^{\otimes l}\right) \in E_{X_{t}}^{U^{\otimes l}} \\
& x \mapsto \sum_{\substack{k_{1}+\cdots+k_{l} \leq[p] \\
k_{i}=1, \ldots,[p]}}\left(\phi^{k_{1}}\left(X_{t}\right) \otimes \cdots \otimes \phi^{k_{l}}\left(X_{t}\right)\right)\left(\left(1_{k_{1}} *^{\prime} \cdots *^{\prime} 1_{k_{l}}\right) \cdot\left(x^{k_{1}+\cdots+k_{l}}\right)\right)
\end{aligned}
$$

for $x \in G(V)$, where $\phi=\sum_{k=1}^{[p]} \phi^{k}, \phi^{k} \in L\left(V^{\otimes k}, U\right)$ and $x=\sum_{k \geq 0} x^{k}, x^{k} \in$ $V^{\otimes k}$.

Proposition 4 Suppose $\beta_{1} \in\left(X, E_{X}^{U}\right)$ is a slowly-varying one-form and $\left\|\beta_{1}\right\|_{\omega_{1}}^{\theta_{1}}<$ $\infty$ for a control $\omega_{1}$ and $\theta_{1}>1$. Denote $h_{t}:=\int_{0}^{t} \beta_{1}\left(X_{t}\right) d X_{t}, t \in[0,1]$. For $\varphi \in C^{\gamma}(U, W), \gamma>p$, define $\beta \in\left(X, E_{X}^{W}\right)$ as

$$
\beta\left(X_{t}\right)(x):=\sum_{l=1}^{[p]} \frac{1}{l!}\left(D^{l} \varphi\right)\left(h_{t}\right)\left(\prod_{\leq[p]}\left(\beta_{1}\left(X_{t}\right)^{\otimes l}\right)\right)(x)
$$

for $x \in G(V)$. Then with $\omega:=\omega_{1}+\|X\|_{p-v a r}^{p}$ and $\theta:=\min \left(\theta_{1}, \frac{\gamma}{p}, \frac{[p]+1}{p}\right)$,

$$
\begin{equation*}
\|\beta\|_{\theta}^{\omega} \leq C_{p, \theta, \omega(0,1)}\|\varphi\|_{\gamma,\|h\|_{\infty}} \max \left(\left\|\beta_{1}\right\|_{\theta_{1}}^{\omega_{1}},\left(\left\|\beta_{1}\right\|_{\theta_{1}}^{\omega_{1}}\right)^{[p]}\right) \tag{17}
\end{equation*}
$$

where $\|h\|_{\infty}:=\sup _{t \in[0,1]}\left\|h_{t}\right\|$, and

$$
\int_{r=0}^{t} \beta\left(X_{r}\right) d X_{r}=\varphi\left(h_{t}\right)-\varphi\left(h_{0}\right) \text { for } t \in[0,1]
$$

Remark 2 Effects are closed under pointwise tensor multiplication and form an algebra. For Banach spaces $U_{i}, i=1,2$, consider $\varphi:\left(U_{1}, U_{2}\right) \rightarrow U_{1} \otimes U_{2}$ given by $\left(u_{1}, u_{2}\right) \mapsto u_{1} \otimes u_{2}$. Then $D^{3} \varphi \equiv 0$.
Proof For $l=1, \ldots,[p]$,

$$
\left(\phi^{\otimes l}\right)_{a}(x)=\left(\phi(a)+\phi_{a}(x)\right)^{\otimes l}-\phi^{\otimes l}(a)
$$

for $x \in G(V)$.
We rescale $\varphi$ by $\|\varphi\|_{\gamma,\|h\|_{\infty}}^{-1}$ and assume $\|\varphi\|_{\gamma,\|h\|_{\infty}}=1$. Denote $X_{s, t}:=X_{s}^{-1} X_{t}$. For $s \leq t$,

$$
\begin{aligned}
& \left(\beta\left(X_{t}\right)-\left(\beta\left(X_{s}\right)\right)_{X_{s, t}}\right)(x) \\
= & \sum_{l=1}^{[p]} \frac{1}{l!}\left(\left(D^{l} \varphi\right)\left(h_{t}\right)-\sum_{j=0}^{[p]-l} \frac{1}{j!}\left(D^{j+l} \varphi\right)\left(h_{s}\right)\left(h_{t}-h_{s}\right)^{\otimes l}\right) \\
& \times\left(\prod_{\leq[p]}\left(\beta_{1}\left(X_{t}\right)^{\otimes l}\right)\right)(x) \\
& +\sum_{l=1}^{[p]} \sum_{j=0}^{[p]-l} \frac{1}{l!} \frac{1}{j!}\left(D^{l+j} \varphi\right)\left(h_{s}\right)\left(\left(h_{t}-h_{s}\right)^{\otimes j}-\beta\left(X_{s}\right)\left(X_{s, t}\right)^{\otimes j}\right) \\
& \times\left(\prod_{\leq[p]}\left(\beta_{1}\left(X_{t}\right)^{\otimes l}\right)\right)(x)
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{l=1}^{[p]} \frac{1}{l!}\left(D^{l} \varphi\right)\left(h_{s}\right) \prod_{\leq[p]}\left(\left(\beta_{1}\left(X_{s}\right)\left(X_{s, t}\right)+\beta_{1}\left(X_{t}\right)\right)^{\otimes l}\right. \\
& \left.-\left(\beta_{1}\left(X_{s}\right)\left(X_{s, t}\right)+\left(\beta_{1}\left(X_{s}\right)\right)_{X_{s, t}}\right)^{\otimes l}\right)(x)
\end{aligned}
$$

for $x \in G(V)$. Then the estimate (17) follows from Theorem 15. Based on comparison of local expansions,

$$
\int_{r=0}^{t} \beta\left(X_{r}\right) d X_{r}=\varphi\left(h_{t}\right)-\varphi\left(h_{0}\right), t \in[0,1] .
$$

### 6.2.2 Iterated Integration

Let $U_{i}, i=1,2$ be two Banach spaces. For $\phi_{i} \in E_{X_{t}}^{U_{i}}, i=1,2$, define the 'truncated iterated integration':

$$
\begin{aligned}
\prod_{\leq[p]}\left(\phi_{1} \succ \phi_{2}\right) & \in E_{X_{t}}^{U_{1} \otimes U_{2}} \\
x & \mapsto \sum_{\substack{k_{1}+k_{2} \leq[p] \\
k_{i}=1, \ldots,[p]}}\left(\phi_{1}^{k_{1}} \otimes \phi_{2}^{k_{2}}\right)\left(\left(1_{k_{1}} \succ 1_{k_{2}}\right) \cdot\left(x^{k_{1}+k_{2}}\right)\right)
\end{aligned}
$$

for $x \in G(V)$, where $\phi_{i}=\sum_{k=1}^{[p]} \phi_{i}^{k}, \phi_{i}^{k} \in L\left(V^{\otimes k}, U_{i}\right)$ and $x=\sum_{k \geq 0} x^{k}$, $x^{k} \in V^{\otimes k}$.
Proposition 5 For $i=1,2$, let $\beta_{i} \in\left(X, E_{X}^{U_{i}}\right)$ be a slowly-varying one-form such that $\left\|\beta_{i}\right\|_{\theta_{i}}^{\omega_{i}}<\infty$ for a control $\omega_{i}$ and $\theta_{i}>1$. Define $\beta \in\left(X, E_{X}^{U_{1} \otimes U_{2}}\right)$ as

$$
\beta\left(X_{t}\right):=\left(\int_{r=0}^{t} \beta_{1}\left(X_{r}\right) d X_{r}\right) \otimes \beta_{2}\left(X_{t}\right)+\prod_{\leq[p]}\left(\beta_{1}\left(X_{t}\right) \succ \beta_{2}\left(X_{t}\right)\right)
$$

for $t \in[0,1]$. Then with $\omega:=\omega_{1}+\omega_{2}+\|X\|_{p-v a r}^{p}$ and $\theta:=\min \left(\theta_{1}, \theta_{2}\right)$,

$$
\begin{equation*}
\|\beta\|_{\theta}^{\omega} \leq C_{p, \theta, \omega(0,1)}\left\|\beta_{1}\right\|_{\theta_{1}}^{\omega_{1}}\left\|\beta_{2}\right\|_{\theta_{2}}^{\omega_{2}} . \tag{18}
\end{equation*}
$$

Remark 3 Let $\beta_{2}\left(X_{t}\right)(x):=x^{1}$ for $t \in[0,1]$ and $x \in G(V), x=\sum_{k \geq 0} x^{k}, x^{k} \in$ $V^{\otimes k}$. Then the $\beta$ defined above corresponds to the integration of $\beta_{1}$, and integration is a continuous operation on slowly-varying one-forms.

Proof Based on Proposition 2, for $\phi^{i} \in E_{X_{t}}^{U_{i}}, i=1,2$ and $a \in G(V)$,

$$
\left(\left(\phi^{1}\right)_{a} \succ\left(\phi^{2}\right)_{a}\right)(x)=\left(\phi^{1} \succ \phi^{2}\right)_{a}(x)-\phi^{1}(a) \otimes\left(\phi^{2}\right)_{a}(x)
$$

for $x \in G(V)$.
Denote $X_{s, t}:=X_{s}^{-1} X_{t}$. For $s \leq t$,

$$
\begin{aligned}
& \left(\beta\left(X_{t}\right)-\left(\beta\left(X_{s}\right)\right)_{X_{s, t}}\right)(x) \\
= & \int_{r=0}^{s} \beta_{1}\left(X_{r}\right) d X_{r} \otimes\left(\beta_{2}\left(X_{t}\right)-\left(\beta_{2}\left(X_{s}\right)\right)_{X_{s, t}}\right)(x) \\
& +\left(\int_{r=s}^{t} \beta_{1}\left(X_{r}\right) d X_{r}-\beta_{1}\left(X_{s}\right)\left(X_{s, t}\right)\right) d X_{r} \otimes \beta_{2}\left(X_{t}\right)(x) \\
& +\beta_{1}\left(X_{s}\right)\left(X_{s, t}\right) \otimes\left(\beta_{2}\left(X_{t}\right)-\left(\beta_{2}\left(X_{s}\right)\right)_{X_{s, t}}\right)(x) \\
& +\prod_{\leq[p]}\left(\left(\beta_{1}\left(X_{t}\right) \succ \beta_{2}\left(X_{t}\right)\right)-\left(\left(\beta_{1}\left(X_{s}\right)\right)_{X_{s, t}} \succ\left(\beta_{2}\left(X_{s}\right)\right)_{X_{s, t}}\right)\right)(x)
\end{aligned}
$$

for $x \in G(V)$. Then the estimate (18) holds based on the definition of the operator norm and Theorem 15.
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[^9]:    ${ }^{1}$ Note that this Lie algebra is precisely the one appearing in the famous Milnor-Moore theorem in Hopf algebra theory [41].

[^10]:    ${ }^{2}$ Here we consider $C^{r}([0,1], \mathbf{L}(G))$ as a locally convex vector space with the pointwise operations and the topology of uniform convergence of the function and its derivatives on compact sets.

[^11]:    ${ }^{3}$ This is only a glimpse at Tannaka-Krein duality, which admits a generalisation to compact topological groups (using complex representative functions, see [26, Chapter 7, §30] and cf. [23, p. 46] for additional information in the Lie group case). Also we recommend [28, Chapter 6] for more information on compact Lie groups.

[^12]:    ${ }^{4}$ To be exact: The class of integrators depending only on the affine structure (cf. [38]).
    ${ }^{5}$ Silva spaces arise as special inductive limits of Banach spaces, see [15] for more information. They are also often called (DFS)-space in the literature, as they can be characterised as the duals of Fréchet-Schwartz spaces.

[^13]:    ${ }^{6}$ We are not aware of a literature reference of this fact apart from the forthcoming book by Glöckner and Neeb [22]. To roughly sketch the argument from [22]: Using the regular representation of $A$ one embeds $B \otimes_{\mathbb{K}} A$ in the matrix algebra $M_{n}(B)$ (where $n=\operatorname{dim} A$ ). Now as $A$ is a commutant in $\operatorname{End}_{\mathbb{K}}(A)$, the same holds for $B \otimes A$ in $M_{n}(B)$. The commutant of a set in a CIA is again a CIA, whence the assertion follows as matrix algebras over a CIA are again CIAs (cf. [45, Corollary 1.2]).

[^14]:    ${ }^{7}$ BCH-Lie groups derive their name from the fact that there is a neighborhood in their Lie algebra on which the Baker-Campbell-Hausdorff series converges and yields an analytic map. See Definition 35.

[^15]:    ${ }^{8}$ One only has to observe that a function into the Lie subgroup is absolutely continuous if and only if it is absolutely continuous as a function into the larger group. On the author's request, a suitable version of [20, Theorem G] for $L^{1}$-regularity will be made available in a future version of [19].

[^16]:    ${ }^{9}$ See [11, Section 5.5] for some explicit examples of this procedure, e.g. for the KPZ equation.

[^17]:    ${ }^{10}$ The problem here is that the bounded linear operators do not admit a good topological structure if the spaces are not normable. In particular, the chain rule will not hold for Fréchet-differentiability in general for these spaces (cf. [31]).

[^18]:    ${ }^{11}$ If $E$ and $F$ are Fréchet spaces, real analytic maps in the sense just defined coincide with maps which are continuous and can be locally expanded into a power series. See [18, Proposition 4.1].

[^19]:    ${ }^{12}$ Note that apart from the locallity and several key arguments, the proof follows the general idea of the similar statement [5, Lemma B.10]. For the readers convenience we repeat the arguments to exhibit how properties of the Lie group exponential replace the functional calculus used in [5].
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[^21]:    ${ }^{1}$ In this paper we assume all Lie groups and Lie algebras to be finite dimensional. Note however, that many of our techniques carry over to Lie groups modelled on Hilbert spaces, [9].

[^22]:    ${ }^{2}$ Every homogeneous space $G / H$ is a principal $H$-bundle, whence there are smooth horizontal lifts of smooth curves (depending on some choice of connection, cf. e.g. [23, Chapter 5.1]).
    ${ }^{3}$ In the setting of manifolds on Fréchet spaces (with which we deal here) our setting of calculus is equivalent to the so called convenient calculus (see [15]). Convenient calculus defines a map $f$ to be smooth if it "maps smooth curves to smooth curves", i.e. $f \circ c$ is smooth for any smooth curve c. This yields a calculus on infinite-dimensional spaces where smoothness does not necessarily imply continuity (though this does not happen on Fréchet spaces), we refer to [15] for a detailed exposition. Note that both calculi can handle smooth maps on intervals $[a, b]$, see e.g. [13, 1.1] and [15, Chapter 24].
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[^24]:    ${ }^{5}$ A submanifold $N$ of a (possibly infinite-dimensional) manifold $M$ is called split if it is modeled on a closed subvectorspace $F$ of the model space $E$ of $M$, such that $F$ is complemented, i.e. $E=F \oplus G$ as topological vector spaces (see [12, Section 1]).

[^25]:    ${ }^{6}$ See [12] for more information on immersions between infinite-dimensional manifolds.

[^26]:    ${ }^{7}$ Note that there might be different reductive structures on a homogeneous manifold. We refer to [20, Section 5.1] for examples and further references.

[^27]:    ${ }^{8}$ An alternative representation of $\mathbf{G}_{p, n}$ is given by considering symmetric matrices $P, n \times n$, with $\operatorname{rank}(P)=p$ and $P^{2}=P,[14]$.
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[^29]:    ${ }^{1}$ For our purposes, a quantity $X$ is $O(\epsilon)$ if $|X| \leq C \epsilon$ for a (possibly) $N$-dependent constant $C$ if $\epsilon$ is sufficiently small.

[^30]:    ${ }^{2}$ The QR algorithm with shifts is the accelerated version of the QR algorithm that is used in practice.

[^31]:    ${ }^{3}$ See Appendix A in [5] for a precise description of the matrix ensembles considered in Theorem 1.

[^32]:    ${ }^{4}$ A priori the histogram for a palm tree in one person's mind may be very different from that in another person's mind. Yet the results of Bakhtin and Correll in [1], where the participants produce the same decision time distributions, indicate that this is not so. And indeed, if there was a way to show that the histograms individuals form to catalog a palm tree, say, were all the same, this would have the following implication: The palm tree has an objective existence, and not a subjective one, which varies from person to person.
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[^34]:    ${ }^{1}$ Which can be seen as securities lending or borrowing rates in a "repo market" (cf. [7]).

[^35]:    ${ }^{2}$ Indeed, each $U$ in $\mathbb{H}_{\lambda}^{2}\left(=L^{2}\left(\Omega \times[0, T], \mathscr{P}, \lambda_{t} d P \otimes d t\right)\right)$ can be identified with $U \mathbf{1}_{t \leq \vartheta}$, since $U \mathbf{1}_{t \leq \vartheta}$ is a $\mathbb{G}$-predictable process satisfying $U_{t} \mathbf{1}_{t \leq \vartheta}=U_{t} \lambda_{t} d P \otimes d t$-a.s.
    ${ }^{3}$ Such that the stochastic integrals in (2) are well defined.

[^36]:    ${ }^{4}$ Note that the driver processes $g_{1}(t)$ admits $C=0$ as $\lambda$-constant.

[^37]:    ${ }^{5}$ Actually the formulation (13) is equivalent to (12).

[^38]:    ${ }^{6}$ In the case of a contingent claim or a contract subjected to default, $\Delta D_{\vartheta}$ represents the cashflow generated by the claim at the default time $\vartheta$ (see Sect. 3). It is sometimes called "rebate" (cf. [3, 16]).
    ${ }^{7}$ See Remark 2.

[^39]:    ${ }^{8}$ Since in this case, the jumps times of the Poisson random measure are totally inaccessible.

[^40]:    ${ }^{9}$ Note that, by Remark 3, we have $\varphi_{s}=g_{1}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right)-g_{2}\left(s, Y_{s}^{2}, Z_{s}^{2}, K_{s}^{2}\right) d P \otimes d s$-a.e.

[^41]:    ${ }^{10}$ Note that the discounted price process $\left(e^{-\int_{0}^{t} r_{s} d s} S_{t}^{1}\right)_{0 \leq t \leq T}$ (resp. $\left.\left(e^{-\int_{0}^{t} r_{s} d s} S_{t}^{2}\right)_{0 \leq t \leq T}\right)$ is a martingale (resp. local martingale) under $Q$. Suppose now that $E\left[e^{q \int_{0}^{T} \lambda_{r} d r}\right]<+\infty$ for some $q>$ 2. Using Remark 15, we show that $e^{-\int_{0}^{T} r_{s} d s} S_{T}^{2} \in L_{Q}^{2}$, which, by martingale inequalities, implies that $\left(e^{-\int_{0}^{t} r_{s} d s} S_{t}^{2}\right)_{0 \leq t \leq T}$ is a martingale under $Q$. In other terms, $Q$ is a martingale probability measure. By classical arguments, $Q$ can be shown to be the unique martingale probability measure.

[^42]:    ${ }^{11}$ Note that when the market is perfect, $g$ is given by (36) and thus satisfies $g(t, 0,0,0)=0$.

[^43]:    ${ }^{12}$ This property follows from Theorem 3 (i) applied to $g^{1}=g^{2}=g$ and $\xi^{1}, \xi^{2}, D^{1}, D^{2}$. Indeed by Assumption 4, Assumption (25) holds with $\gamma_{t}$ replaced by the predictable process $\gamma_{t}^{Y_{t}^{2}, Z_{t}^{2}, K_{t}^{1}, K_{t}^{2}}$. ${ }^{13}$ In other words, the intermediate dividends paid between $t_{0}$ and $S$ are equal a.s.

[^44]:    ${ }^{14}$ From this property, we derive the following Zero-one law: if $g(\cdot, 0,0,0)=0$, then $\mathscr{E}_{t, \tau}^{g, D^{A}}\left(\mathbf{1}_{A} \xi\right)=\mathbf{1}_{A} \mathscr{E}_{t, \tau}^{\mathscr{E}^{g, D}}(\xi)$ a.s.

[^45]:    ${ }^{15}$ In the case without default, it is well-known that, up to a minus sign, the $g$-conditional expectation $\mathscr{E} g$ can be seen as a dynamic risk measure (see e.g. [20, 21]). In our framework, we can define a dynamic risk measure $\rho^{g}$ by setting $\rho^{g}:=-\mathscr{E}^{g}\left(=-\mathscr{E}^{g}, 0\right)$. This dynamic risk-measure thus satisfies similar properties to those satisfied by $\mathscr{E}^{\mathscr{G}}$.

[^46]:    ${ }^{16}$ Note that the seller 's price is not necessarily equal to the market price of the option.
    ${ }^{17}$ The coefficients may also depend on $\varphi=\left(\varphi^{1}, \varphi^{2}\right)$, but in this case, we have to assume that the $\operatorname{map} \Psi:(\omega, t, y, \varphi) \mapsto(z, k)$ with $z=\varphi^{\prime} \sigma_{t}(\omega, t, y, \varphi)$ and $k=-\varphi^{2}$ is one to one with respect to $\varphi$, and such that its inverse $\Psi_{\varphi}^{-1}$ is $\mathscr{P} \otimes \mathscr{B}\left(\mathbf{R}^{3}\right)$-measurable.
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[^55]:    ${ }^{1}$ It would have looked more natural to impose the stronger condition $\operatorname{deg}_{\infty} \mathfrak{t}^{(k)}=\operatorname{deg}_{\infty} \mathfrak{t}-|k|$ as before. One may further think that in this case one would be able to extend Theorem 4.3 to all diagrams $\Gamma$, not just those in $\mathscr{H}_{+}$. This is wrong in general, although we expect it to be true after performing a suitable form of positive renormalisation as in [2,3]. This is not performed here, and as a consequence we are unable to take advantage of the additional large-scale cancellations that the stronger condition $\operatorname{deg}_{\infty} \mathfrak{t}^{(k)}=\operatorname{deg}_{\infty} \mathfrak{t}-|k|$ would offer.

[^56]:    ${ }^{2}$ I.e. $T_{i}$ is such that if $u \in T_{i}$ and $v \leq u$, then $v \in T_{i}$.
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[^61]:    ${ }^{1}$ By an unfortunate conflict of terminology, composition of B-series corresponds to product of arborified moulds, whereas composition of the latter corresponds to substitution of B-series.

[^62]:    ${ }^{2}$ Only the vertices are decorated here: to be precise, an $\Omega$-decorated forest is a pair $(F, d)$ with $F$ being a forest and $d: \mathcal{V}(F) \rightarrow \Omega$, where $\mathcal{V}(F)$ stands for the set of vertices of $F$.
    ${ }^{3}$ To be pronounced french-like, with stress on the last syllable. The last vowel (here, a or e) designates the type of symmetry considered.

[^63]:    ${ }^{4}$ Some confusion can arise in the literature around the words "label" and "decoration". Here the decorations in $\Omega$ should not be confused with the labels, which are elements of the finite set $X$. Two distinct elements can bear the same decoration, but never the same label.

[^64]:    ${ }^{5}$ These are not Hopf algebras anymore strictly speaking because, due to the extra $\mathbb{Z}^{d^{\prime}}$-decoration of the vertices, the coproducts are given by infinite linear combinations. This issue can be handled by working in the symmetric monoidal category of bi-graded vector spaces [4, Paragraph 2.3].

[^65]:    ${ }^{6}$ Private communication.

[^66]:    ${ }^{7}$ There is a subtle point here: strictly speaking, a covering subforest of height $j$ with $j>i-1$, which is a partition of a subset of $\mathcal{V}_{\geq j}$, cannot be considered as a covering subforest of height $\geq i-1$, which is a partition of $\mathcal{V}_{\geq i-1}$. Informally speaking, a covering subforest of height $\geq i-1$ covers $\mathcal{V}_{\geq i-1}$ whereas a covering subforest of height $j$ only covers a set $\mathcal{E}$ such that $\mathcal{V}_{j} \subset \mathcal{E} \subset \mathcal{V}_{\geq j}$, where $\mathcal{V}_{j}^{-}$stands for the set of height $j$ vertices of $t$.
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[^69]:    ${ }^{1}$ More precisely it is sufficient to ask that, for each word, the real-valued function $\langle\beta(t), w\rangle$ be locally integrable.

[^70]:    ${ }^{2}$ For stroboscopic averaging, the recursions that allow the simple computation of the coefficients of $\bar{\beta}$ and $\kappa(t)$ may be seen in [8] or [28], but in those references $\bar{\beta}$ and $\kappa(t)$ are found with the help of an auxiliary transport equation rather than via (12).

[^71]:    ${ }^{3}$ It is not essential to assume that each $\mathfrak{g}_{n}$ is finite dimesional. The arguments below may be readily adapted to cover the general case under the proviso that the summation in (23) is well defined (cf. second paragraph after (24)).

[^72]:    ${ }^{4}$ In the case where (14) is the free Lie algebra generated by a finite alphabet $\mathscr{A}$, we saw that it is possible to write the solution $X(t)$ as a series constructed from endomorphisms of the form $\Psi\left(G_{a_{1}}\right) \cdots \Psi\left(G_{a_{m}}\right)$, with the $a_{i} \in \mathscr{A} ;$ this is far more compact than (16), which involves terms $\Psi\left(G_{i_{1}}\right) \cdots \Psi\left(G_{i_{m}}\right)$ made of arbitrary elements $G_{i}$ of the basis.
    ${ }^{5}$ This was illustrated in the preceding section, where we used the basis of $\mathbb{R}(\mathscr{A}\rangle$ consisting of words.

[^73]:    ${ }^{6}$ It is actually the universal coenvelopping coalgebra [21] of the Lie coalgebra $V$.

[^74]:    ${ }^{7}$ In some cases, this assumption holds for most values of $\tau \in \mathbb{R}$, but fails for some particular values which gives rise to so-called numerical resonances [27].
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[^76]:    ${ }^{1}$ From now on, $\Rightarrow$ denotes weak-* convergence of measures and $d \theta$ the uniform measure on $\mathbb{S}^{1}$.

[^77]:    ${ }^{2}$ Indeed, each one of the four cubes composing $\hat{Q}_{0}$ is such that its boundary contains the point $x_{0}=(0,0)$, and the singularity in the sense of [15, Definition 6.3] follows by the continuity of trigonometric functions.
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[^79]:    ${ }^{1}$ The free monoid $A^{*}$ is the set of words (= strings $=$ finite sequences) on the set $A$, including the empty one; this is a monoid, the product of two words being the concatenation.

[^80]:    ${ }^{2}$ This means that $w=u v$ and $\tilde{w}=v u$ for some words $u, v$.

[^81]:    ${ }^{3}$ Frobenius states it, in two different forms, as an open problem, not a conjecture [19] p. 601 and 614.
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[^83]:    ${ }^{1}$ At least when $x$ and $y$ have no common jumps.

[^84]:    As Loday commented, the dendriform structure of shuffle algebra had been previously remarked by Rota.

